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Abstract

The quadratically regularized optimal transport problem is empirically known to
have sparse solutions: its optimal coupling πε has sparse support for small regularization
parameter ε, in contrast to entropic regularization whose solutions have full support for
any ε > 0. Focusing on continuous and scalar marginals, we provide the first precise
description of this sparsity. Namely, we show that the support of πε shrinks to the
Monge graph at the sharp rate ε1/3. This result is based on a detailed analysis of the
dual potential fε for small ε. In particular, we prove that fε is twice differentiable a.s.
and bound the second derivative uniformly in ε, showing that fε is uniformly strongly
convex. Convergence rates for fε and its derivative are also obtained.
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1 Introduction

For probability measures µ0, µ1 on Rd, the optimal transport problem with quadratic cost is

OT := inf
π∈Π(µ0,µ1)

∫
1

2
∥x− y∥2dπ(x, y) (1)

where Π(µ0, µ1) denotes the set of couplings (or transport plans) of µ0, µ1. Given a regu-
larization parameter ε > 0, we study the quadratically regularized transport problem where
couplings are penalized by the squared L2-norm of their density,

QOTε := inf
π∈Π(µ0,µ1)

∫
1

2
∥x− y∥2dπ(x, y) + ε

2

∥∥∥∥ dπ

d(µ0 ⊗ µ1)

∥∥∥∥2
L2(µ0⊗µ1)

. (2)

The basic idea of regularized optimal transport is to approximate the linear problem (1) by
a strictly convex one. Since the influential work of [14] proposing entropic regularization
to enable Sinkhorn’s algorithm, applications of optimal transport have exploded in machine
learning, statistics, image processing, and other domains where distributions or data sets
need to be compared (see, e.g., [40]). Regularization has several purposes in this context:
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facilitating computation as in [14], improving sampling complexity [22, 33], obtaining stable
couplings [2, 24], etc. Two regularizations are primarily used; entropic regularization penalizes
couplings by the Kullback–Leibler divergence while quadratic regularization penalizes by the
L2-norm of the density. Entropic regularization (EOT) is the most frequent choice and
has the strongest smoothness properties (e.g., [36, 40]). This smoothness is linked to the
full support property: the support of the optimal coupling equals the one of the product
µ0⊗µ1 for any value of the regularization parameter, even though the unregularized optimal
transport is concentrated on a graph. This can be undesirable (“overspreading”) depending on
the application—it may correspond to blurrier images in an image processing task as shown
in [5] or bias in a manifold learning task as in [47]. By contrast, quadratic regularization
(QOT) is empirically known to give rise to couplings with sparse support for small ε, and can
therefore be useful in such situations. While EOT has been studied in hundreds of works in
the last few years, QOT is traditionally considered less analytically tractable and theoretical
results are scarce.

Focusing on the scalar case d = 1 and continuous (cf. Assumption 2.1) marginals µ0, µ1,
the present work is the first to describe the sparsity of the optimal coupling πε for (2). More
generally, we provide a fairly complete quantitative picture of QOT for small regularization
parameter ε. Our main result shows that the support Sε of the optimal coupling πε shrinks
at rate ε

1
3 . More precisely, this holds uniformly for all sections of the support: there is C > 0

such that for small ε,
C−1ε

1
3 ≤ |Sx,ε| ≤ Cε

1
3

for all x, where Sx,ε is the x-section of Sε and |Sx,ε| is its diameter; see Theorem 2.5. Moreover,
Sε approaches the support of the limiting optimal transport π0 at the same rate. Note that
the support of π0 is the graph of the optimal transport map (Monge map) T0 inducing π0.
Denoting by d the Hausdorff distance, the convergence can be stated as

C−1ε
1
3 ≤ d (Sx,ε, T0(x)) ≤ Cε

1
3 .

More precisely, we show this in L2-norm; see Theorem 2.6. Our result has a direct interpreta-
tion: it guarantees that the solution of the quadratically regularized problem does not place
mass far from the optimal transport map, unlike the solution of EOT. We conjecture that
the rate generalizes to d-dimensional space as ε

1
d+2 , however at present we can show this only

in special cases (such as the self-transport case µ0 = µ1). Our convergence rate confirms the
heuristic link between QOT and the porous media equation recently emphasized in [21] (see
also Section 1.1 below): in the small-time limit t → 0, the support of the solution to that
equation tends to the support of the initial condition at the same rate t

1
3 (for d = 1, and t

1
d+2

in general). Separately, we establish an interesting geometric fact that has not been docu-
mented before (Proposition 4.2): like the limiting optimal transport T0(x), the support Sx,ε

is increasing in x (i.e., for x < x′ there is a bijection ϕ : Sx,ε → Sx′,ε with ϕ(y) ≥ y).
Our results on the support are based on a detailed analysis of the dual potentials (fε, gε)

associated with πε via

dπε
d(µ0 ⊗ µ1)

(x, y) =

(
xy − fε(x)− gε(y)

ε

)
+

.

While we refer to Section 2.1 for detailed definitions, one may say that fε is the analogue of
the convex Kantorovich potential f0 inducing Monge’s map via its derivative f ′

0 = T0. We
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show that fε is C1 and twice differentiable a.s., and provide expressions for the derivatives.
The main technical result, obtained in tandem with sparsity, is uniform strong convexity.
More precisely,

C−1 ≤ f ′′
ε (x) ≤ C

for small ε; see Theorem 2.2. We also obtain rates for fε → f0 and f ′
ε → f ′

0 = T0; see
Theorem 2.6 and its corollary.

The proof of our main results is based on a geometric approach that, to the best of our
knowledge, is novel. It is easy to bound the following geometric quantity: the product of the
diameter |Sx,ε| and the maximum value of the density dπε

d(µ0⊗µ1)
(x, ·) . Thus, we study the

relation between these two, which is closely related to the second derivative of the potential.
Specifically, we bound f ′′

ε in terms of a ratio of diameters of x-sections and y-sections of the
support. At the same time, we bound these diameters in term of the second derivatives.
Analyzing the powers in those relations yields the desired uniform bounds for all quantities.

We remark that a generalization of our results to the multivariate case would have sub-
stantial consequences for the regularity theory of (unregularized) optimal transport because
the Kantorovich potential inherits the properties of fε. Specifically, this approach may en-
able boundary regularity results along the lines of [9] without the α-Hölder conditions on the
marginals that seems to be essential for the Monge–Ampère approach. (That may be a hint
that the generalization to d dimensions is not straightforward.) We remark that EOT has
been used to obtain regularity results in a similar spirit [11]. However, that approach using
covariance inequalities is valid only for marginals with full support on Rd, hence cannot yield
boundary regularity.

While completing this paper, we learned about concurrent and independent ongoing re-
search by Johannes Wiesel and Xingyu Xu who kindly shared their results. Their work has
the same goal of bounding the size of the optimal support and distance to the Monge map
for small ε, but their approach does not involve studying the shape of the potentials in de-
tail. Instead, their arguments start with a relatively direct bound on the maximum of the
density based on equations (14), (15). This bound is very general, allowing for much less re-
strictive assumptions than in our work (multivariate setting, non-convex marginal supports,
unbounded marginal density, etc.) and leading to the first quantitative results in such a
setting. On the other hand, it is not accurate enough to deliver the sharp rate. Assuming
that the Monge map is Lipschitz, the size of the support is bounded from above by Cε

1
2d+2

and the distance to the Monge map by Cε
1

4(d+1)2 . The sharp rate ε
1

d+2 is obtained only when
the Monge map is the identity.

1.1 Related literature

Quadratically regularized optimal transport was first explored by [5] in the discrete setting,
with experiments highlighting the sparsity and theoretical results including convergence for
small regularization parameter. On the other hand, [19] studied quadratic regularization
for a minimum-cost flow problem on a graph, including discrete optimal transport as a
special case. Sparsity is discussed in several examples. Subsequently, [16] considered optimal
transport with convex regularization, again with quadratic regularization as a special case.
The asymptotic questions considered in the present work do not have an exact counterpart
in the discrete case. Indeed, it is known from [32] that the optimal coupling πε converges
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stationarily to the minimum-norm optimal transport π0; that is, there exists a threshold
ε0 > 0 such that πε = π0 for ε ≤ ε0. While one cannot speak of a convergence rate, the
recent work [25] can be seen as an analogue, providing the value of the threshold ε0. Also
in the discrete case, [26] investigates whether the support of πε is monotone in ε before
reaching ε0, and finds a negative answer.

In the continuous setting, quadratically regularized optimal transport was first explored
from a computational point of view. Several works including [17, 23, 27, 29, 43] approach the
dual problem by optimization techniques. For instance, [29] computes regularized Wasserstein
barycenters using neural networks and finds that the quadratic penalty produces sharper
results than the entropic. More recently, [47] uses quadratic regularization in a manifold
learning task related to single cell RNA sequencing and notes that sparsity is crucial to avoid
biasing the affinity matrix.

The first work rigorously addressing a continuous setting is [31], deriving duality results
and presenting two algorithms. Their problem formulation differs slightly from (2) in that the
L2-norm is taken with respect to the Lebesgue measure rather than µ0 ⊗ µ1. We prefer the
latter as it is generally applicable and behaves naturally under approximation by sampling
or discretization. More recently, [37] derives the basic results of [31] in a more general setting
and studies the uniqueness of the dual potentials. Noting that the potential must converge
to the Kantorovich potential for ε → 0 by the Arzelà–Ascoli theorem, [37] concludes that
the support of πε converges to the one of π0. This qualitative convergence result is stated in
Proposition 4.1 below.

Prior to the present work, quantitative results were available only for the convergence
QOTε → OT of the optimal transport cost. Indeed, for a more general class of regulariza-
tions, a rate is provided in [18] based on a quantization argument; the qualitative (Gamma)
convergence was previously shown in [30]. Specializing the result of [18] to quadratic regular-
ization yields C−1ε

2
d+2 ≤ QOTε−OT ≤ Cε

2
d+2 . The very recent analysis of [21] shows that

this power is the exact leading term and identifies the constant:

lim
ε→0

QOTε−OT

ε
2

d+2

= Cd

∫
Rd

(
u0(x)u1(T0(x))

)− 1
(d+2)dµ0(x)

where Cd is an explicit dimensional constant and ui is the density of µi. This result is obtained
by establishing a link to the porous media equation ∂tu = ∆u2. Namely, an approximate
solution of QOT is obtained by modifying the Barenblatt profile which is a fundamental
solution of the porous media equation (see [45]). Based on the shape of the approximate
solution in [21] one can conjecture that support of the true solution also shrinks at rate ε

1
d+2 ,

which is confirmed by our results.
Finally, we mention that the limit ε → 0 has been studied in detail for the EOT problem,

starting with [12] for discrete and [34, 35] (see also [10, 28]) for continuous marginals. See
[1, 3, 4, 7, 13, 38, 39], among others. Of course, the optimal support has not been of much
interest in EOT, as it is simply the support of µ0⊗µ1. There is a direct analogy between the
role of the heat equation in [39] for EOT and the porous media equation in [21] for QOT. In
the present work, our arguments follow a novel route.

The remainder of this paper is organized as follows. Section 2 details notation and
background, then states the main results. Section 3 establishes convexity and determines
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the first derivative of the potential fε, whereas Section 4 is devoted to the second derivative.
The main part is Section 5, bounding the second derivative and the diameter of the support.
Finally, Section 6 details how those results imply the convergence rate to unregularized
optimal transport.

2 Main Results

2.1 Background and Notation

Let µ0, µ1 ∈ P(R) be probability measures on R with finite second moments and Π(µ0, µ1)
their set of couplings; i.e., π ∈ P(R × R) such that π(· × R) = µ0(·) and π(R × ·) = µ1(·).
Given ε > 0, the quadratically regularized optimal transport problem between µ0 and µ1 is

inf
π∈Π(µ0,µ1)

∫
1

2
(x− y)2dπ(x, y) +

ε

2

∫ (
dπ

d(µ0 ⊗ µ1)
(x, y)

)2

d(µ0 ⊗ µ1)(x, y). (3)

We refer to [37] for the following facts. The problem (3) has a unique minimizer, denoted
πε ∈ Π(µ0, µ1). The dual problem of (3) is

sup
(f,g)∈L2(µ0)×L2(µ1)

∫
f(x)dµ0(x) +

∫
g(y)dµ1(y)

− 1

2ε

∫ (
f(x) + g(y)− (x− y)2

2

)2

+

d(µ0 ⊗ µ1)(x, y). (4)

Given any solution (f̃ , g̃) of (4), we have the “optimality condition”

dπε
d(µ0 ⊗ µ1)

(x, y) =

(
f̃(x) + g̃(y)− 1

2(x− y)2

ε

)
+

. (5)

To be in line with convex analysis, it will be convenient to reparametrize the solution as

f̃(x) = 1
2x

2 − fε(x), g̃(x) = 1
2y

2 − gε(x), (6)

so that (5) becomes

dπε
d(µ0 ⊗ µ1)

(x, y) =

(
xy − fε(x)− gε(y)

ε

)
+

. (7)

Under Assumption 2.1 below, the “potentials” (fε, gε) are unique (a.s.) up to a parallel shift;
that is, up to changing (fε, gε) to (fε + α, gε − α) for some α ∈ R. Moreover, we may choose
(fε, gε) to be (everywhere defined and) Lipschitz continuous on R. See [37, Theorem 3.7,
Lemma 2.5].

Next, we introduce standard notation and results for the (unregularized) optimal trans-
port problem (see [46]),

inf
π∈Π(µ0,µ1)

∫
1

2
(x− y)2dπ(x, y). (8)
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For absolutely continuous marginal µ0, this problem has a unique solution π0 ∈ Π(µ0, µ1).
Moreover, π0 = (Id×T0)#µ0 where T0 : R → R is the optimal transport map, often called
Monge map. Here # denotes push-forward, f#(µ) := µ(f−1(·)). In the present scalar case, it
holds that T0 = F−1

1 ◦F0, where Fi(x) = µi((−∞, x]) is the cumulative distribution function
of µi. On the other hand, T0 = f ′

0 is the derivative of a convex function f0 called the
Kantorovich potential. Namely, (f0, g0) solves the dual problem

inf
(f,g): f(x)+g(x)≥xy

∫
f(x)dµ0(x) +

∫
g(y)dµ1(y). (9)

Here we have applied the same reparametrization as in (6) to work directly with convex
functions—indeed, (f0, g0) is the limit of (fε, gε) from (7). Again, (f0, g0) is unique up to
parallel shift under Assumption 2.1 below.

Some more notation will be useful. For brevity,

|B| denotes the Lebesgue measure of a Borel set B ⊂ R.

We will use this primarily when B is an interval, so that |B| is also the length. As usual, the
essential supremum of f : Ω0 → R is ess supΩ0

f = inf{M ∈ R : |{x ∈ Ω0 : f(x) > M}| = 0},
and similarly ess infΩ0 f = − ess supΩ0

(−f). Finally, χA denotes the (measure-theoretic)
indicator function, χA(x) = 1 for x ∈ A and χA(x) = 0 for x /∈ A.

2.2 Results

All results are stated under the following standard condition on the marginals.

Assumption 2.1. The marginals µi ∈ P(R) are compactly supported and have continuous
densities bounded from above and below. That is, for i = 0, 1, there are compact intervals
Ωi = [ai, bi] ⊂ R and ui ∈ C(Ωi) such that dµi = uidx ∈ P(Ωi) and

0 < λ ≤ ui ≤ Λ < ∞ on Ωi (10)

for some constants λ,Λ.

The results below are stated for the potentials fε and the x-sections of the support. As
Assumption 2.1 is symmetric, the same results hold for gε and the y-sections. Our first
result establishes the regularity of the potential fε and most importantly its strong convexity
uniformly in ε.

Theorem 2.2 (Regularity). There exist C, ε0 > 0 such that for every 0 < ε < ε0,

(i) fε is convex and in C1(Ω0) (see Proposition 3.2 for a formula for f ′
ε);

(ii) fε is twice differentiable a.e.1 (see Proposition 4.3 for a formula for f ′′
ε );

(iii) fε is uniformly strongly convex with2

ess sup
Ω0

f ′′
ε ≤ C and ess inf

Ω0

f ′′
ε ≥ C−1.

1In fact, twice differentiable except at two particular points x(m), x(M); see Section 4.
2Similarly, one can take the pointwise sup and inf over Ω0 \ {x(m), x(M)}.
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The constant C depends only on the constants and the moduli of continuity of ui in Assump-
tion 2.1.

The condition that ε be small is essential for strong convexity. In fact, fε is affine for
large ε; see Remark 4.4.

Remark 2.3 (Necessity of Assumption 2.1). Given the uniform convergence fε → f0 (see [37]
or below), the assertion of Theorem 2.2 implies that the transport map T0 = f ′

0 is Lipschitz
with (a.s. defined) derivative bounded away from 0 and infinity. Recall that T0 = F−1

1 ◦F0 in
the present scalar case, whence the marginals µi have densities bounded above and below. In
that sense, (10) is necessary for Theorem 2.2 to hold. (The continuity of the densities could
potentially be relaxed.)

Remark 2.4 (Multivariate case). We can extend Theorem 2.2 (i),(ii) to the multivariate
case. However, the key result (iii) is much more delicate, which is why we leave the multivari-
ate case for future work. We observe that (iii) implies in particular a similar regularity result
for the Kantorovich potential. It is known that the (boundary) regularity of the Kantorovich
potential is a very deep result in the multivariate case [6, 44, 9].

Our second and main result quantifies the sparsity of the optimal coupling πε. Specifically,
we describe the diameter of the sections of the support,

Sx,ε := {y ∈ Ω1 : xy − fε(x)− gε(y) ≥ 0}.

Note that each section Sx,ε is an interval due to the convexity of gε, hence the diameter is
equal to the Lebesgue measure |Sx,ε|. Our result shows that the diameter is (exactly) of
order ε

1
3 , uniformly in x.

Theorem 2.5 (Sparsity). There exist C, ε0 > 0 such that

C−1ε
1
3 ≤ |Sx,ε| ≤ Cε

1
3

for all x ∈ Ω0 and ε < ε0.

While Theorem 2.5 gives the sharp rate at which the support of πε shrinks, this alone
does not imply that the support is close to the unregularized optimal transport. The next
result provides the sharp convergence rate for the Hausdorff distance

d (Sx,ε, T0(x)) = sup
y∈Sx,ε

|y − T0(x)|

between Sx,ε and the image {T0(x)} of Monge’s map; note that the latter is the x-section of
the support of π0. The convergence is measured in L2(Ω0)-norm ∥h∥L2(Ω0) :=

∫
Ω0

h(x)2dx.
As a consequence, we also obtain the rate of convergence of f ′

ε towards T0 in terms of the
same norm.

Theorem 2.6 (Convergence). There exist C, ε0 > 0 such that for every ε < ε0,

(i) the Hausdorff distance between the optimal supports satisfies

C−1ε
1
3 ≤ ∥d (Sx,ε, T0(x))∥L2(Ω0,dx)

≤ Cε
1
3 ,
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(ii) the derivatives f ′
ε converge to Monge’s map T0 = f ′

0 according to

∥f ′
ε − T0∥L2(Ω0,dx) ≤ Cε

1
3 . (11)

The rate (11) for the derivatives of the potentials implies a rate for the potentials them-
selves. As the potentials are only determined up to an additive constant, convergence can
only hold if the constant is chosen in a suitable way. For instance, we can normalize the
potentials symmetrically; i.e.,∫

fε(x)µ0(x) =

∫
gε(y)µ1(y),

∫
f0(x)µ0(x) =

∫
g0(y)µ1(y). (12)

Another popular normalization is
∫
gε(y)µ1(y) =

∫
g0(y)µ1(y) = 0; the subsequent result

also holds for that choice. We use the Hölder norm

∥h∥
C0, 12 (Ω0)

:= sup
x∈Ω0

|h(x)|+ sup
x,y∈Ω0,x ̸=y

|h(x)− h(y)|
|x− y|

1
2

.

Corollary 2.7. Let the potentials be normalized according to (12). There exist C, ε0 > 0
such that for every ε < ε0,

∥fε − f0∥
C0, 12 (Ω0)

≤ Cε
1
3 .

Remark 2.8. We conjecture that the rate (11) is sharp, whereas the rate for ∥fε − f0∥ in
Corollary 2.7 is not. The sharp rate for ∥fε − f0∥ is conjectured to be ε

2
3 .

2.3 Outline of the proofs

Theorems 2.2 and 2.5 are proved simultaneously though several steps. First, in Section 3,

we prove that fε is differentiable with a monotone increasing derivative f ′
ε(x) =

∫
Sx,ε

ydµ1(y)

µ1(Sx,ε)
,

which implies that fε is convex. In Section 4, we show that fε is twice differentiable (except
possibly at two points) and provide an explicit formula for f ′′

ε (x). In Section 5, this formula
is used to bound f ′′

ε (x). First, in Section 5.1, we provide a relationship between the diameter
|Sx,ε| of the support and the maximum (over y) of the density of πε, whereas Section 5.2
shows that f ′

ε(x) is approximately at the center of the support Sx,ε. In Section 5.3, we give
an initial bound on f ′′

ε (x) in terms of the ratio between the diameters of different supports.
Roughly, the bound is of the form

C−1 inf
y∈∂Sx,ε

|Sx,ε|
|S(0)

y,ε |
≤ f ′′

ε (x) ≤ C sup
y∈∂Sx,ε

|Sx,ε|
|S(0)

y,ε |
,

where S(0)
y,ε is the y-section of the support (the symmetric analogue of Sx,ε with reversed roles

for x, y). We proceed by relating and simultaneously bounding the four objects Sx,ε, f ′′
ε and

S(0)
y,ε , g′′ε . A key intermediate result is a bound for |Sx,ε| in terms of σM (fε) = ess supΩ0

f ′′
ε

and σm(fε) = ess infΩ0 f
′′
ε , namely(

ε

σM (fε)

) 1
3

≤ |Sx,ε| ≤
(

ε

σm(fε)

) 1
3

, (13)
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as well as an analogous bound for |S(0)
y,ε | in terms of σM (gε) = ess supΩ1

g′′ε and σm(gε) =
ess infΩ1 g

′′
ε . Using these bounds, we are able to relate the derivatives of fε and gε by

σM (fε) ≤ C

(
σM (gε)

σm(fε)

) 1
3

, σm(fε) ≥
1

C

(
σm(gε)

σM (fε)

) 1
3

,

σM (gε) ≤ C

(
σM (fε)

σm(gε)

) 1
3

, σm(gε) ≥
1

C

(
σm(fε)

σM (gε)

) 1
3

.

After some algebra, this implies uniform bounds for all four quantities σm(fε), σM (fε),
σm(gε), σM (gε), establishing the results on f ′′

ε (x) in Theorem 2.2. Now, (13) also yields
the rate of |Sx,ε| in Theorem 2.5.

The proof of Theorem 2.6 is obtained from the rate of |Sx,ε|, the rate for the regularized
transport cost from [18] and an argument that we adapt from [8].

3 Convexity and first order regularity

In this section we prove that the potential fε is a C1, convex function. Recall the notation
introduced in Assumption 2.1 (which is in force for the remainder of the paper) and the
continuous functions fε and gε defined by (7), which satisfy (see [37])∫

(xy − fε(x)− gε(y))+dµ1(y) = ε for all x ∈ Ω0, (14)∫
(xy − fε(x)− gε(y))+dµ0(x) = ε for all y ∈ Ω1. (15)

These equations express the fact that the measure πε of (7) has marginals µ0 and µ1. Recall
also the sections of the optimal support,

Sx,ε = {y ∈ Ω1 : xy − fε(x)− gε(y) ≥ 0},

and note that (14) implies µ1(Sx,ε) > 0 for any x ∈ Ω0.

Lemma 3.1. Let x ∈ Ω0 and t > 0 be such that x+ t ∈ Ω0. Then

Tε(x) :=

∫
Sx,ε

ydµ1(y)

µ1(Sx,ε)
satisfies Tε(x+ t) ≥ fε(x+ t)− fε(x)

t
≥ Tε(x).

In particular, Tε is monotone.

Proof. The inequality
(a)+ − (b)+ ≤ χa≥0(a− b), a, b ∈ R, (16)

where χa≥0 := 1 if a ≥ 0 and χa≥0 := 0 otherwise, yields

(xy− fε(x)− gε(y))+ ≤ ((x+ t)y− fε(x+ t)− gε(y))+ +χSx,ε (fε(x+ t)− fε(x)− ty) (17)

as well as

(xy − fε(x)− gε(y))+ ≥ ((x+ t)y − fε(x+ t)− gε(y))+

+ χSx+t,ε (fε(x+ t)− fε(x)− ty) . (18)

Integrating (17) with respect to µ1 and using (14) yields fε(x+ t)−fε(x) ≥ tTε(x). Similarly,
integrating (18) yields the second inequality in the claim.
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Noting that Tε(x) ∈ Ω1 is uniformly bounded, Lemma 3.1 implies in particular that fε is
Lipschitz. Next, we prove that in fact fε ∈ C1(Ω0). We write intA for the interior of a set A.

Proposition 3.2. For all ε > 0, the function fε is convex on Ω0. Moreover, fε ∈ C1(Ω0)
with derivative

f ′
ε(x) =

∫
Sx,ε

ydµ1(y)

µ1(Sx,ε)
∈ intSx,ε for all x ∈ Ω0. (19)

Proof. As Tε is monotone by Lemma 3.1, there is a l.s.c. convex function ϕ : Ω0 → R such
that

Tε(x) ∈ ∂ϕ(x) := {y ∈ R : ϕ(z) ≥ ϕ(x) + y(z − x) for all z ∈ R}

for all x ∈ Ω0; cf. [42, Theorem 12.17]. Since ∂ϕ(x) is the singleton {ϕ′(x)} for a.e. x ∈ Ω0,
it follows that Tε(x) = ϕ′(x) for a.e. x ∈ Ω0. Call Ω′

0 the set of all x ∈ Ω0 where the latter
holds. Then Tε is continuous on Ω′

0; cf. [41, Theorem 25.5.]. On the other hand, since fε
is Lipschitz, Rademacher’s theorem yields a set Ω′′

0 ⊂ Ω0 with |Ω0 \ Ω′′
0| = 0 on which fε

is differentiable. In view of Lemma 3.1 we conclude that f ′
ε = Tε = ϕ′ on Ω′

0 ∩ Ω′′
0. This

implies that fε = ϕ+α on Ω0, for some constant α (cf. [15, Lemma 2.5]), and completes the
proof that fε is convex. Symmetrically, gε is convex, which in particular implies that Sx,ε is
convex; i.e., an interval. (The convexity of the support Ω1 is crucial here.)

Let {xn} ⊂ Ω0 satisfy xn → x ∈ Ω0. As fε is continuous, the boundary points of the
(nonempty) intervals Sxn,ε converge to the ones of Sx,ε. Since µ is atomless, this implies

µ1(Sxn,ε) → µ1(Sx,ε) and
∫
Sxn,ε

ydµ1(y) →
∫
Sx,ε

ydµ1(y).

As a consequence, Tε is continuous, which by Lemma 3.1 implies that fε ∈ C1(Ω0) with

f ′
ε(x) = Tε(x) =

∫
Sx,ε

ydµ1(y)

µ1(Sx,ε)
. This weighted average over Sx,ε is an element of Sx,ε by

convexity, and it cannot lie on the boundary as µ1 is absolutely continuous.

4 Second order differentiability

This section investigates the sign and the differentiability properties of the first derivative f ′
ε.

For brevity, define
ξ(x, y) := −fε(x)− gε(y) + xy.

For each x, the function y 7→ ξ(x, y) is concave, so that the set Sx,ε = {y ∈ Ω1 : ξ(x, y) ≥ 0}
is a compact interval

Sx,ε = [ym(x), yM (x)].

(The dependence on ε is suppressed in some of our notation). For ease of reference, we state
the qualitative result of [37, Theorem 4.1] as follows.

Proposition 4.1. The support of πε converges to the support of π0 in Hausdorff distance d
as ε → 0. Since the support of π0 is the graph of the Lipschitz map T0, it follows that

lim
ε→0

sup
x∈Ω0

d(Sx,ε, T0(x)) = 0 and lim
ε→0

sup
x∈Ω0

|Sx,ε| = 0.
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We already know that

f ′
ε(x) =

∫
Sx,ε

yu1(y)dy

µ1(Sx,ε)

is monotone, hence differentiable a.e. We shall derive an expression for the derivative f ′′
ε (x).

Note that numerator and denominator are both of the form

Ξ(x) =

∫ yM (x)

ym(x)
h(y)dy (20)

for a continuous function h on Ω1. We first establish that ym(x) and yM (x) are continuous
functions of x which are differentiable except at those points x where the boundary of Sx,ε

overlaps with the boundary of Ω1. The continuity follows from the continuity of fε and
convexity of gε (recall that |Sx,ε| > 0 for all x ∈ Ω0); cf. Proposition 3.2. Turning to the
differentiability, recall from Assumption 2.1 that Ω1 = [a1, b1]. We start by claiming that

{x ∈ Ω0 : yM (x) = b1 and ξ(x, yM (x)) = 0} is at most a singleton, denoted {x(M)},
{x ∈ Ω0 : ym(x) = a1 and ξ(x, ym(x)) = 0} is at most a singleton, denoted {x(m)}.

By (19), for any (x, y) ∈ Ω0 × Ω1,

y = f ′
ε(x) implies y ∈ (ym(x), yM (x)) ⊂ (a1, b1). (21)

Fix y ∈ Ω1 and suppose there are two points x1 < x2 in Ω0 such that 0 = ξ(x1, y) = ξ(x2, y).
Then as x 7→ ξ(x, y) = xy − gε(y)− fε(x) is differentiable, there exists x ∈ (x1, x2) with

0 = ∂xξ(x, y) = y − f ′
ε(x).

Hence (21) shows y ̸= a1, b1 and both claims follow.
The qualitative convergence result Proposition 4.1 shows supx∈Ω0

|yM (x) − ym(x)| → 0
as ε → 0. In particular, we can pick ε0 > 0 such that supx∈Ω0

|yM (x) − ym(x)| ≤ 1
3 |Ω1| for

ε < ε0, which implies that Sx,ε can include at most one of the two boundary points of Ω1.
Fix ε < ε0. We partition Ω0 \ {x(m), x(M)} into the three (relatively open) sets where Sx,ε

includes the lower, no, or upper boundary point:

Ω
(1)
0 = {x ∈ Ω0 : yM (x) < b1 and ξ(x, ym(x)) > 0},

Ω
(2)
0 = {x ∈ Ω0 : a1 < ym(x) < yM (x) < b1},

Ω
(3)
0 = {x ∈ Ω0 : ξ(x, yM (x)) > 0 and ym(x) > a1}.

If x ∈ Ω
(2)
0 ∪ Ω

(3)
0 , then ym(x) is a zero of

y 7→ ξ(x, y) = xy − gε(y)− fε(x).

Since ∂yξ(x, y) = x − g′ε(y) cannot be zero at ym(x) by (21), the implicit function theorem
yields

y′m(x) = −ym(x)− f ′
ε(x)

x− g′ε(ym(x))
. (22)
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(For x = x(m), this holds only if y′m(x) is interpreted as the right derivative, whereas the
left derivative is zero.) Note that ym(x) − f ′

ε(x) < 0 by (21) whereas x − g′ε(ym(x)) =
∂yξ(x, ym(x)) > 0 by concavity. Hence y′m(x) > 0, showing that ym is strictly increasing on
Ω
(2)
0 ∪ Ω

(3)
0 . For x ∈ Ω

(1)
0 ∪ Ω

(2)
0 , the same argument yields

y′M (x) = −yM (x)− f ′
ε(x)

x− g′ε(yM (x))
> 0 (23)

and strict monotonicity of x 7→ y′M (x) on Ω
(1)
0 ∪Ω

(2)
0 . In particular, we have established that

ym, yM are increasing continuous functions. The definition of the sets Ω
(i)
0 then implies that

each Ω
(i)
0 is an interval.

Next, we check that Ω
(i)
0 ̸= ∅ for all i. This is clear for Ω

(2)
0 (otherwise, by the choice

of ε0, no mass is transported to the middle third of Ω1). We claim that g′ε(a1) ∈ Ω
(1)
0 . Note

first that, by the symmetric counterpart of (19),

g′ε(a1) =

∫
S(0)
a1,ε

xdµ0(x)

µ0(S(0)
a1,ε)

∈ S(0)
a1,ε ⊂ Ω0,

where S(0)
y,ε := {x ∈ Ω0 : fε(x) + gε(y) − xy ≤ 0}. The concave function ξ(g′ε(a1), ·) attains

its maximum at any y ∈ Ω1 solving g′ε(a1) − g′ε(y) = 0. Clearly y = a1 satisfies the latter,
so that a1 ∈ argmaxy∈Ω1

ξ(g′ε(a1), y). Hence, we must have ξ(g′ε(a1), a1) > 0, for otherwise
µ1(S(0)

a1,ε) = 0 contradicting (14). It follows that ym(g′ε(a1)) = a1 and, as |Sg′ε(a1),ε
| ≤ 1

3 |Ω1|,
that yM (g′ε(a1)) < b1. In summary, g′ε(a1) ∈ Ω

(1)
0 . Similarly, g′ε(b1) ∈ Ω

(3)
0 .

As Ω
(i)
0 ̸= ∅ for all i, it follows that the points x(m) and x(M) indeed exist and lie in the

interior of Ω0 = [a0, b0]. Since the union of the three intervals is Ω0 \{x(m), x(M)}, necessarily

Ω
(1)
0 = [a0, x

(m)), Ω
(2)
0 = (x(m), x(M)), Ω

(3)
0 = (x(M), b0].

The following summarizes our discussion.

Proposition 4.2. Let ε > 0 be small enough such that supx∈Ω0
|Sx,ε| ≤ 1

3 |Ω1|. There is
exactly one x ∈ (a0, b0) with yM (x) = b1 and ξ(x, yM (x)) = 0, denoted x(M), and exactly one
x ∈ (a0, b0) with ym(x) = a1 and ξ(x, ym(x)) = 0, denoted x(m). The interval-valued map
x 7→ Sx,ε = [ym(x), yM (x)] is increasing in the sense that

x 7→ ym(x) and x 7→ yM (x) are increasing.

More precisely, ym(x) = a1 for x ∈ [a0, x
(m)] whereas x 7→ ym(x) is strictly increasing on

(x(m), b0] with derivative (22). Similarly, yM (x) = b1 for x ∈ [x(M), b0] whereas x 7→ yM (x)
is strictly increasing on [a0, x

(M)) with derivative (23).

We can now take the derivative in (20): Leibniz’ rule yields that f ′ is differentiable on
Ω0 \ {x(m), x(M)} with derivative

Ξ′(x) = h(ym(x))
f ′
ε(x)− ym(x)

x− g′ε(ym(x))
χ
Ω

(2)
0 ∪Ω(3)

0

(x) + h(yM (x))
f ′
ε(x)− yM (x)

x− g′ε(yM (x))
χ
Ω

(1)
0 ∪Ω(2)

0

(x).

After some calculations that we omit, the following formula is obtained.
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Proposition 4.3. Let ε > 0 be small enough such that supx∈Ω0
|Sx,ε| ≤ 1

3 |Ω1|. Then using
the notation introduced above,

f ′′
ε (x) = u1(ym(x))

(f ′
ε(x)− ym(x))2

(x− g′ε(ym(x)))(yM (x)− ym(x))
χ
Ω

(2)
0 ∪Ω(3)

0

(x)

+ u1(yM (x))
(f ′

ε(x)− yM (x))2

(g′ε(yM (x))− x)(yM (x)− ym(x))
χ
Ω

(1)
0 ∪Ω(2)

0

(x). (24)

Remark 4.4. Of course there is also a regime (for large ε, due to πε → µ0 ⊗ µ1 [25,
Remark 2.9]) where ξ(x, ·) is strictly positive on Ω1 and in particular Sx′,ε = Ω1 for x′ close
to x. Then it is immediate from (19) that f ′′

ε (x) = 0. (In fact, when πε has full support, the
functions fε and gε are affine and can be found in closed form.) In particular, the condition
ε ≤ ε0 is essential to guarantee the strong convexity in Theorem 2.2.

5 Bounds for the second derivative

Recall our notation

ξ(x, y) = −fε(x)− gε(y) + xy, Sx,ε = {y ∈ Ω1 : ξ(x, y) ≥ 0} = [ym(x), yM (x)].

In this section, we bound f ′′
ε by geometric arguments. First, in Section 5.1, we relate |Sx,ε|

to the maximum of ξ(x, ·); i.e., to the maximum of the density of πε. In Section 5.2, we
show that f ′

ε(x) is approximately at the center of the support Sx,ε. Section 5.3 uses these
two auxiliary results to prove a crucial intermediate bound relating |Sx,ε| with the minimum
and the maximum of f ′′

ε ; cf. (30). Finally, we deduce the desired bounds on f ′′
ε .

5.1 Geometric approach

For each x ∈ Ω0, the function ξ(x, ·) is concave, behaving roughly like a parabola open
to the bottom. Our starting point is the following simple observation, relating the height
maxy∈Ω1 ξ(x, y) to the size |Sx,ε| of the support of (ξ(x, ·))+.

Lemma 5.1. There exists C > 0 such that

C−1ε ≤ max
y∈Ω1

ξ(x, y)|Sx,ε| ≤ Cε

for all x ∈ Ω0 and ε > 0.

Proof. Using (14) and Assumption 2.1,

ε =

∫
(ξ(x, y))+dµ1(y) ≤ Λ

∫
Ω1

(ξ(x, y))+dy ≤ Λ|Sx,ε|max
y∈Ω1

ξ(x, y),

giving the lower bound. On the other hand, as y 7→ ξ(x, y) is concave, its graph lies above
the graph of the piecewise affine function ℓ(y) interpolating the three points

(ym(x), ξ(x, ym(x))),

(
argmax
y∈Ω1

ξ(x, y),max
y∈Ω1

ξ(x, ym(x))

)
, (yM (x), ξ(x, yM (x))),
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which, in turn, lies above the “tent” interpolating the points

(ym(x), 0),

(
argmax
y∈Ω1

ξ(x, y),max
y∈Ω1

ξ(x, ym(x))

)
, (yM (x), 0),

by the definition of ym(x), yM (x). The integral of the latter tent corresponds to the area of
a triangle, giving

ε =

∫
(ξ(x, y))+dµ1(y) ≥ λ

∫
Ω1

(ξ(x, y))+dy ≥ λ

∫
Ω1

(ℓ(y))+dy ≥ λ

2
|Sx,ε|max

y∈Ω1

ξ(x, y)

after recalling that |Sx,ε| = yM (x)− ym(x). This establishes the upper bound.

In view of Lemma 5.1, our goal is to control the ratio between maxy∈Ω1 ξ(x, y) and
µ1(Sx,ε) (or equivalently |Sx,ε|). Clearly this ratio is closely related to the second derivative
of ξ(x, ·), or equivalently g′′ε . The following result shows the equivalence of maxy∈Ω1 ξ(x, y)
and maxx′∈Ω0 ξ(x

′, f ′
ε(x)), which will be important for controlling f ′′

ε and g′′ε later on.

Lemma 5.2. There exists C > 0 such that for every x ∈ Ω0,

C−1max
y∈Ω1

ξ(x, y) ≤ ξ(x, f ′
ε(x)) = max

x′∈Ω0

ξ(x′, f ′
ε(x)) ≤ max

y∈Ω1

ξ(x, y).

Proof. We can write (14) as∫
Sx,ε

xydµ1(y)− fε(x)µ1(Sx,ε)−
∫
Sx,ε

gε(y)dµ1(y) = ε.

Therefore, ∫
Sx,ε

xydµ1(y)

µ1(Sx,ε)
− fε(x)−

∫
Sx,ε

gε(y)dµ1(y)

µ1(Sx,ε)
=

ε

µ1(Sx,ε)
.

Recalling from Proposition 3.2 the formula f ′
ε(x) =

∫
Sx,ε

ydµ1(y)

µ1(Sx,ε)
, we deduce

xf ′
ε(x)− fε(x)−

∫
Sx,ε

gε(y)dµ1(y)

µ1(Sx,ε)
=

ε

µ1(Sx,ε)
.

As gε is convex, Jensen’s inequality and the aforementioned formula yield

ε

µ1(Sx,ε)
≤ −fε(x)− gε(f

′
ε(x)) + xf ′

ε(x) = ξ(x, f ′
ε(x)),

and now the first inequality follows from Lemma 5.1. The second inequality follows trivially,
whereas the equality holds by the first-order condition: y := f ′

ε(x) satisfies d
dxξ(x, y) = 0.

5.2 Distance of f ′
ε(x) to the boundary of Sx,ε

Proposition 3.2 shows that f ′
ε(x) ∈ Sx,ε. The following result states that the distance between

f ′
ε(x) and either of the two boundary points ym(x), yM (x) of Sx,ε is of the same order as
|Sx,ε| = yM (x)− ym(x), and more precisely that f ′

ε(x) is located in the center half of Sx,ε for
small ε.
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Lemma 5.3. There exists ε0 > 0 such that for all ε < ε0 and x ∈ Ω0,

1

4
|Sx,ε| ≤ yM (x)− f ′

ε(x) ≤ |Sx,ε|,

1

4
|Sx,ε| ≤ f ′

ε(x)− ym(x) ≤ |Sx,ε|.

Proof. The upper bounds are trivial due to f ′
ε(x) ∈ Sx,ε. Fix x ∈ Ω0 and define the mid

point of Sx,ε as

m(x) :=

∫
Sx,ε

ydy

|Sx,ε|
=

yM (x) + ym(x)

2
.

Let 0 < η < 1. As u1 is uniformly continuous on Ω1 and u1 ≥ λ > 0, and as supx∈Ω0
|Sx,ε| → 0

by Proposition 4.1, there exists ε0 (independent of x) such that ε ≤ ε0 implies

1− η ≤ u1(y)

u1(y′)
≤ 1 + η for all y, y′ ∈ Sx,ε. (25)

For any bounded function h(y), it follows that∣∣∣∣∣ 1

µ1(Sx,ε)

∫
Sx,ε

h(y)dµ1(y)−
1

|Sx,ε|

∫
Sx,ε

h(y)dy

∣∣∣∣∣ ≤ η

|Sx,ε|

∫
Sx,ε

|h(y)|dy.

Using this with h(y) := y−m(x), the formula f ′
ε(x) =

1
µ1(Sx,ε)

∫
Sx,ε

ydµ1(y) of Proposition 3.2
yields

|f ′
ε(x)−m(x)| =

∣∣∣∣∣ 1

µ1(Sx,ε)

∫
Sx,ε

(y −m(x))dµ1(y)−
1

|Sx,ε|

∫
Sx,ε

(y −m(x))dy

∣∣∣∣∣
≤ η

|Sx,ε|

∫
Sx,ε

|y −m(x)|dy ≤ η

2|Sx,ε|

∫
Sx,ε

|Sx,ε|dy =
η

2
|Sx,ε|.

(We remark that this conclusion holds for all ε > 0, that is with ε0 = ∞, if (25) holds
everywhere on Ω1.) The stated lower bounds are derived via the reverse triangle inequality

f ′
ε(x)− ym(x) ≥ |m(x)− ym(x)| − |f ′

ε(x)−m(x)|

=
|yM (x)− ym(x)|

2
− |f ′

ε(x)−m(x)| ≥ 1− η

2
|yM (x)− ym(x)|

by taking η = 1/2, and similarly for yM (x).

5.3 Bounds for the second derivative

We now proceed to bound the second derivative f ′′
ε in terms of the size of the support. Recall

that S(0)
y,ε := {x ∈ Ω0 : fε(x) + gε(y) − xy ≤ 0}. Next, we use the symmetric version of

Lemma 5.3 with exchanged roles of the marginals: for ε < ε0 and y ∈ Ω1,

1

4
|S(0)

y,ε | ≤ |g′ε(y)− xM (y)| ≤ |S(0)
y,ε |.
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Specifically, we fix x ∈ Ω0 and use this for y = yM (x). Noting that xM (yM (x)) = x, we
obtain

1

4
|S(0)

yM (x),ε| ≤ |g′ε(yM (x))− x| ≤ |S(0)
yM (x),ε|.

Similarly,
1

4
|S(0)

ym(x),ε| ≤ |g′ε(ym(x))− x| ≤ |S(0)
ym(x),ε|.

We now plug these estimates, as well as the estimates stated in Lemma 5.3, into the for-
mula (24) for f ′′

ε (x). Recalling from Section 4 that

g′ε(yM (x))− x > 0 for all x ∈ Ω
(1)
0 ∪ Ω

(2)
0 , g′ε(ym(x))− x < 0 for all x ∈ Ω

(3)
0 ∪ Ω

(2)
0 ,

we obtain for all x ∈ Ω0 \ {x(m), x(M)} that

f ′′
ε (x) ≤ CΛ

 |Sx,ε|∣∣∣S(0)
ym(x),ε

∣∣∣χΩ
(3)
0 ∪Ω(2)

0

(x) +
|Sx,ε|∣∣∣S(0)
yM (x),ε

∣∣∣χΩ
(3)
0 ∪Ω(2)

0

(x)

 (26)

and

f ′′
ε (x) ≥

λ

C

 |Sx,ε|∣∣∣S(0)
ym(x),ε

∣∣∣χΩ
(3)
0 ∪Ω(2)

0

(x) +
|Sx,ε|∣∣∣S(0)
yM (x),ε

∣∣∣χΩ
(3)
0 ∪Ω(2)

0

(x)

 . (27)

From these two bounds and Lemma 5.1, we see that

σm(fε) := inf
x∈Ω0\{x(m),x(M)}

f ′′
ε (x) > 0,

σM (fε) := sup
x∈Ω0\{x(m),x(M)}

f ′′
ε (x) < +∞.

We define σm(gε) and σM (gε) in a symmetric manner. Next, we prove that these four
quantities are upper and lower bounded uniformly in ε. Recall from (15) that

ε =

∫
(ξ(x′, f ′

ε(x)))+dµ0(x
′) ≥ λ

∫ b0

a0

(ξ(x′, f ′
ε(x)))+dx

′. (28)

Define the convex conjugate f∗
ε (y) := supx∈Ω0

{xy − fε(x)} . A second order Taylor develop-
ment of fε(x′) around x gives

ξ(x′, f ′
ε(x)) = −fε(x

′)− gε(f
′
ε(x)) + x′f ′

ε(x)

= [f∗
ε (f

′
ε(x))− gε(f

′
ε(x))]− [fε(x

′) + f∗
ε (f

′
ε(x))− x′f ′

ε(x)]

≥ [f∗
ε (f

′
ε(x))− gε(f

′
ε(x))]−

σM (fε)(x− x′)2

2
. (29)

Call t = [f∗
ε (f

′
ε(x))− gε(f

′
ε(x))]. As above, the qualitative convergence result Proposition 4.1

yields ε0 > 0 such that supy∈Ω1
|S(0)

y,ε | ≤ 1
2 |Ω1| for ε < ε0, and hence at least one of the
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conditions a0 /∈ S(0)
y,ε or b0 /∈ S(0)

y,ε must hold for any y. Assume w.l.o.g. that b0 /∈ S(0)
y,ε .

Returning to (28) and applying (29) to the integrand, we deduce

ε ≥ λ

∫ ∞

x
(ξ(x′, f ′

ε(x)))+dx
′

≥ λ

∫ ∞

x

(
t− σM (fε)(x− x′)2

2

)
+

dx′

= λσM (fε)

∫ ∞

0

(
t

σM (fε)
− u2

2

)
+

du

=
2
√
2

3
λσM (fε)

(
t

σM (fε)

)3/2

=
2
√
2

3
λ(σM (fε))

−1/2t3/2.

By the same means, ε ≤ 4
√
2

3 Λ(σm(fε))
−1/2t3/2. In summary, for all ε < ε0 and x ∈ Ω0,

2
√
2

3
λ(σM (fε))

−1/2t3/2 ≤ ε ≤ 4
√
2

3
Λ(σm(fε))

−1/2t3/2.

Here t = f∗
ε (f

′
ε(x))−gε(f

′
ε(x)) = maxx′∈Ω0 ξ(x

′, f ′
ε(x)) due to ∂x′ξ(x′, f ′

ε(x)) = f ′
ε(x)−f ′

ε(x
′).

Recalling also from Lemma 5.2 that

C−1max
y∈Ω1

ξ(x, y) ≤ max
x′∈Ω0

ξ(x′, f ′
ε(x)) ≤ max

y∈Ω1

ξ(x, y) for all x ∈ Ω0,

and allowing C to vary from line to line, we deduce

C−1(σM (fε))
−1/2max

y∈Ω1

(ξ(x, y))
3/2
+ ≤ ε ≤ C(σm(fε))

−1/2max
y∈Ω1

(ξ(x, y))
3/2
+ .

In view of Lemma 5.1, this implies

C−1(σM (fε))
−1/2|Sx,ε|−3/2 ≤ ε−1/2 ≤ C(σm(fε))

−1/2|Sx,ε|−3/2,

and after rearranging we conclude

C−1

(
ε

σM (fε)

) 1
3

≤ |Sx,ε| ≤ C

(
ε

σm(fε)

) 1
3

. (30)

We observe that Theorem 2.5 will follow from (30) once uniform bounds for σM (fε) and
σm(fε) are derived. To established the latter, we plug (30) into (26) and (27) to obtain the
following bounds for all x /∈ {x(m), x(M)}:

f ′′
ε (x) ≤ C

(
σM (gε)

σm(fε)

) 1
3

and f ′′
ε (x) ≥

1

C

(
σm(gε)

σM (fε)

) 1
3

.

By taking the supremum in the first expression and the infimum in the second, we deduce

σM (fε) ≤ C

(
σM (gε)

σm(fε)

) 1
3

and σm(fε) ≥
1

C

(
σm(gε)

σM (fε)

) 1
3

. (31)
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Symmetrically,

σM (gε) ≤ C

(
σM (fε)

σm(gε)

) 1
3

and σm(gε) ≥
1

C

(
σm(fε)

σM (gε)

) 1
3

. (32)

Plugging (32) into (31) yields

σM (fε) ≤ C

 σM (fε)
σm(gε)

σm(gε)
σM (fε)

 1
9

= C

(
σM (fε)

σm(gε)

) 2
9

and

σm(gε) ≥
1

C

 σm(gε)
σM (fε)

σM (fε)
σm(gε)

 1
9

=
1

C

(
σm(gε)

σM (fε)

) 2
9

,

which implies

σM (fε) ≤ C

(
1

σm(gε)

) 2
7

and σm(gε) ≥
1

C

(
1

σM (fε)

) 2
7

and finally
σM (fε) ≤ CσM (fε)

4
49 and σm(gε) ≥ C−1σm(gε)

4
49

for some C > 0. It follows that σM (fε) and σm(gε) are uniformly upper and lower bounded,
respectively. Symmetric statements hold for σM (gε) and σm(fε), completing the proof of
Theorem 2.2. Moreover, Theorem 2.5 now follows from (30).

6 Convergence to unregularized optimal transport

The goal of this section is to prove Theorem 2.6 and its corollary. We first prove a rate for
the barycentric projection of πε.

Lemma 6.1. Let Sε(x) be the barycentric projection of πε; that is,

Sε(x) :=

∫
y

(
ξ(x, y)

ε

)
+

dµ1(y).

There exists C > 0 such that for all ε ∈ (0, 1],

∥T0 − Sε∥L2(Ω0,dx) ≤ Cε
1
3 .

The argument follows [8, Section 4.2] where a similar result is shown in the context of
entropic optimal transport.

Proof. Recall that (f0, g0) denote the potentials for the unregularized optimal transport prob-
lem, which are convex conjugates of one another. Since g0 is convex and ε−1(ξ(x, y))+dµ1(y)
is a probability measure for each x ∈ Ω0 by (14), Jensen’s inequality implies that∫

g0(y)

(
ξ(x, y)

ε

)
+

dµ1(y) ≥ g0

(∫
y

(
ξ(x, y)

ε

)
+

dµ1(y)

)
= g0 (Sε(x)) .
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This yields the inequality in

0 =

∫
g0(y)dπε(x, y)−

∫
g0(y)dµ1(y)

=

∫ (∫
g0(y)

(
ξ(x, y)

ε

)
+

dµ1(y)

)
dµ0(x)−

∫
g0(T0(x))dµ0(x)

≥
∫

g0 (Sε(x)) dµ0(x)−
∫

g0(T0(x))dµ0(x).

As g0 is strongly convex,

g0 (Sε(x))− g0(T0(x)) ≥ (Sε(x)− T0(x))g
′
0(T0(x)) + C−1(Sε(x)− T0(x))

2

for some C > 0 and we deduce

0 ≥
∫

g′0(T0(x)) (Sε(x)− T0(x)) dµ0(x) + λC−1 ∥Sε − T0∥2L2(Ω0,dx)
.

In view of g′0(T0(x)) = x, it follows that

λC−1 ∥Sε(x)− T0∥2L2(Ω0,dx)
≤
∫

(xT0(x)− xSε(x)) dµ0(x)

=

∫
xT0(x)dµ0(x)−

∫
x

∫
y

(
ξ(x, y)

ε

)
+

dµ1(y)dµ0(x)

=

∫
xT0(x)dµ0(x)−

∫
xy dπε(x, y)

=
1

2

∫
(x− y)2dπε(x, y)−

1

2

∫
(x− T0(x))

2dµ0(x).

The last line is the difference between the transport cost of πε and the optimal transport
cost. As the quadratic penalty is nonnegative, that difference is dominated by the difference
between the optimal regularized transport cost and the optimal transport cost. By [18,
Corollary 3.14], the latter satisfies

1

2

∫
(x− y)2dπε(x, y)−

1

2

∫
(x− T0(x))

2dµ0(x) + ε

∥∥∥∥ dπε
d(µ0 ⊗ µ1)

∥∥∥∥2
L2(µ0⊗µ1)

≤ Cε
2
3

for all ε ∈ (0, 1], for some C > 0. (This rate is sharp by [18, Proposition 4.4].) As a result,
∥Sε(x)− T0∥2L2(Ω0,dx)

≤ Cε
2
3 , which was the claim.

Proof of Theorem 2.6. By Proposition 3.2 we have f ′
ε(x) ∈ Sx,ε for all x ∈ Ω0. Thus

∥f ′
ε(x)− T0(x)∥L2(Ω0,dx) ≤ ∥d (Sx,ε, T0(x))∥L2(Ω0,dx)

and hence the second claim in Theorem 2.6 follows from the first claim, namely that

C−1ε
1
3 ≤ ∥d (Sx,ε, T0(x))∥L2(Ω0,dx)

≤ Cε
1
3 .

Note that the lower bound already follows from Theorem 2.5. Whereas for the upper bound,
in view of Theorem 2.5, it suffices to exhibit measurable functions {Sε}ε>0 such that Sε(x) ∈
Sx,ε for all x ∈ Ω0 and ∥Sε−T0∥L2(Ω0,dx) ≤ Cε

1
3 for all ε ≤ ε0. By Lemma 6.1, the barycentric

projection has these properties.
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Proof of Corollary 2.7. By (11) we have

∥f ′
ε − f ′

0∥L2(Ω0,dx) ≤ Cε
1
3 . (33)

Let
αε :=

1

|Ω0|

∫
Ω0

(fε(x)− f0(x))dx.

Poincaré’s inequality [20, Theorem 1, p. 275] applied to (33) shows

∥fε − f0 − αε∥L2(Ω0,dx) ≤ C∥f ′
ε − f ′

0∥L2(Ω0,dx) ≤ Cε
1
3 (34)

where the constant C is allowed to change but is independent of ε. Let

βε :=

∫
(fε(x)− f0(x))µ0(x).

The mean αε under the Lebesgue measure is not directly comparable to the mean βε under µ0.
However, using the variational characterization of the mean and Assumption 2.1,

∥fε − f0 − βε∥L2(µ0) = inf
α∈R

∥fε − f0 − α∥L2(µ0) ≤ C inf
α∈R

∥fε − f0 − α∥L2(Ω0,dx)

which in conjunction with (34) yields

∥fε − f0 − βε∥L2(µ0) ≤ Cε
1
3 . (35)

We argue below that
|βε| ≤ Cε

1
3 . (36)

Then, (35) implies ∥fε − f0∥L2(µ0) ≤ Cε
1
3 , and thus ∥fε − f0∥L2(Ω0,dx) ≤ Cε

1
3 by Assump-

tion 2.1. Together with (33), we now have

∥fε − f0∥W 1,2(Ω0) ≤ Cε
1
3 ,

so that Morrey’s inequality [20, Theorem 4, p. 266] yields the claim.
It remains to show (36). In fact, we prove the stronger claim

2|βε| =
∣∣∣∣∫ (fε(x)− f0(x))µ0(x) +

∫
(gε(y)− g0(y))µ1(y)

∣∣∣∣ ≤ Cε
2
3 (37)

where the equality is due to (12). Since π0 is optimal for the transport problem, (2) implies

ε

2

∥∥∥∥ dπε
d(µ0 ⊗ µ1)

∥∥∥∥2
L2(µ0⊗µ1)

≤ QOTε−OT . (38)

Next, we use the strong duality of QOTε (e.g., [37, Theorem 2.2]). The dual expression (4)
for QOTε (taking into account the change of variables (6)) and the analogous dual of OT
yield

QOTε−OT =

∫
(f0(x)− fε(x))µ0(x) +

∫
(g0(y)− gε(y))µ1(y)−

ε

2

∥∥∥∥ dπε
d(µ0 ⊗ µ1)

∥∥∥∥2
L2(µ0⊗µ1)

.

In view of (38), this implies

QOTε−OT ≤
∫
(f0(x)− fε(x))µ0(x) +

∫
(g0(y)− gε(y))µ1(y) ≤ 2(QOTε−OT).

The claim (37) follows as C−1ε
2
3 ≤ QOTε−OT ≤ Cε

2
3 by [18, Corollary 3.14 and Proposi-

tion 4.4].
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