
lectures

Decaf: • Characterized linear independence , spanning , bases in terms of rank:

V1, , _ - in ER
"

are linearly independent ⇔ rank ftp. _ _ ¥ ) = #vectors f-n)
V1 , . - - un EIR

"

are a spanning set ⇔ rank ( ↓; . - 4) = "

dimension
"

of the space f-m )
( dim IR" = m .)

v1 . . _ . .vn
c- IR
"

are a basis ⇔ m=n = rank . . _
↓;) .

• Defined linear transformations :

- A function T.IR
"

→ Rm
given by IT / = [ " "

+ """"_ + "" "" ) for some fixedaijc-R.az, ✗ It Azz ✗zt . . . + Azn ✗n
'

: -
am, ✗ it amzxit - - - +amh✗h Matrix of the

transformation

- Equivalently , a function T.IR
"
→ Rm given by Tff!:# = xn-aatx.at . _ . +✗nan

for some fixed vectors aa, . . . , ant IRM

- Equivalently , a function T.IR
"

→ IRM such that Tfvtw)=TH+Tlw)
Tau) = +Thy

V-uiwc-IRh.tt/R

Today : More on linear transformations and matrix products

Examinee (good to keep in mind
.

Example 1 : Scaling

consider the linear transformation ( ;)↳ (2×1)=(2×1+04) . Its associated matrix is (} g) .

3×2 0×1+3×2

This matrix scales the ✗ - coordinates by 2 and the
y
- coordinates by 3 :

• •
1- (f)^ • →

T
• •

"" ⊕ "

••
-

•¥,
•

G @ • O O
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Example 2 : Rotation :

Consider 1T¥) = ( 1=(0×1-+2) Its matrix is ( -f) .

✗1+0×2

This matrix is a counterclockwise 90° rotation:

→
•

µ• Hot.• •

"" ⊕ →

→ ••
• • •

(% ◦ • • o

o • G

Example 3 : shear :

Tl = / " "" ) - f- 1)✗2 0 1

• •

"" ⊕ → • • ¥" ◦ •

i ¥• • • o o • • • •

(b)
•

Example 4 : Reflection :

-11%1=1- ") - f: :)✗z

• •

"" ⊕ → • • ""! °

IT
G @ • O O G @ • O O



Example 5 : Projection .

-111%11=1%1 .

• •

"" ⊕ →

•. •;p;,G @ • O O

Observe : this is the only one that we've seen that
"

loses information
"

.

Example 6 : Tl = (8) .

This loses all of the information .

Composinglineartransformations

Suppose I : R2 → Bi and I : Ri→ R
'

are given by :

A- (
-

8) B-_ ( : :)
(rotation) (shear)

and I want to compose them one after the other '

T, linear T. linear

↓ ↓

Crucial observation : Tao -11 is linear . Proof : I◦T±lv+w) = I /Tatu)+Tzlw)) = Tzotlv) + ToIdw) .

I ◦ Taltv) = T.AE/vD--tTzoTalv1 ☐

Then
,
what is the matrix of Tote ?

Idea : only have to look at where (f) and ( ) go .

Now If (8)/ = ( ) Hirst column of A)

and I / (E)/ = (E)
Similarly , Ta ((9-1)--1-6)

T.lt#=-Tz(f-oH=-fo1=f:) .



Geometrically :

n O o o

:|:*:• •

"" ⊕ "

µ

• ¥" •
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So the matrix for Tota is ( I
\

,

Titel /8D Iok/( )) ) = ( ¥ -f)
In general, if I :B

"
→ IR
"

and I :B
"
→ R" are linear transformations with

matrices A and B
,
then the matrix for the linear transformation Tita : R"- → R" is

I

,

t

¥?;) Tutt /¥;) . - - Iota ) )I 1

I '

= (Tz /1st column) I /2nd column) . . . Ta (last column) )of A IA of A
1 I 1

I ' l
= (B. (1st column) . /2nd column) . . . B. (last column) )of A IA of A

1 I 1

We have arrived at a convincing definition for the product of two matrices :

911 912 - - - 91h1Definitions : let A = (ay
any . _ . .an

,

) It : 112ᵗʰ → 1pm

☐ = (
but b12 - - - b≥" ) T≥ ; 112" → IR

">i.

bn
,
abnzz - - - bnshz

Then their product is defined as

BA = (B- (" a.) Bfa:?) . - - Bf
"

:-||[ Ghz2 Gnzh1

TITI : 112ᵗʰ → IRB



Ti.IR}→ IR
'

II :B
"-4123

I I

Example 6 : ( 1 2 -3 ) . µ, to ! , ) = (11+24)-30 1-1-3 - c-1) 1-1+2.1-1) -3-1 1.0+2.0-3-1

2 - I 0 2- 1 - I - I-1)+00 2- I -1.0+0.1-1) 2-1-1.1- 1) to -1 2.0 -1.0 to -
1)

0 -1 I 1

= f- 1 4 -4 -3 )3 2 3 0

IoT, : IR"→ 1122Remark: matrix multiplication is not commutative :

1: :) -1%1=1%1
*

Kill : :) =p -11I 1

Incredibility

Definitions : A linear transformation T has an inverse iff there exists another linear transformation 1--5

such that IT"-
= identity map and T

-'
◦T = identity map .

( Identity map : fix)=x , matrix is (¥!÷É) )
Sometimes

,
linear transformations can be inverted .

For instance, the inverse of a counterclockwise 90°

rotation is a clockwise 90° rotation
. Similarly , sailings can be inverted

.

However
, projections cannot

, as
the

following example illustrates .

Exampte : let T.IR
'
→Bi be given by (6-3) .

→ •;p;⇒G @ • 0 0

Then
, if T is invertible

, we would have a linear transformation T
'

such that :

Trs •;p;⇒• • • o o o • •

(b)
• ◦



The problem is : T / / =/8), so To -11:) = T.tl:)) = T
' (8) = (8) ≠ I:| .

So such a T
' cannot exist !

In general, if T
"kills " some vector , then T cannot have an inverse

.

Another problem : the image of each element of R2 under T is a multiple of (f) , so in particular

we cannot have To -14:) = ( ) , since TTY:) = TITI:))
-

image of an element under T .

We will come back to these ideas later
.

In order to play around with inverses , it will be useful to

learn how to compute them .

East : Only square matrices have inverses (we will prove this soon) .

H-ow-bfindtk.in#-nx If it exists .
)

suppose we want to find the inverse of A, the matrix of a linear transformation T.IR
"

→Ri .

Then we seek another
square matrix A

'
such that AA

'

= Id

In particular , AA . /¥;) = 1?;) %%ʳʰ
"

can figure out the first column of A
'

!
-

first column of A
'

Similarly , n linear systems will give all of A
'

,
column by column

. If no inverse exists
,
one of

the systems will be incompatible .

Example_8 : let us find the inverse of ( TI ) .

(TI ) . A
'

. (f) = (8) Get a system :

Tnunown

19 :| ;) It ? / E) EE / ? I /9) ↑} /5) ⇒ (3) is the 1st column

IT :) . A' I:) -- l:)

19:14) It ? / E) EE / ? I / f) ↑} ? I ;) ⇒ (f) is the and column



⇒ A-
'
= (I :) .

let's check this : (%) - (E) = If:) ✓

1%1-1%1=1: :X

Remark: Notice that solving the 2 systems required the same steps . We can pot these steps
together as follows :

Gaussian

/ A / %) Ei" ( rrefia / A ' )
If rrf /A) = (% ' :?) , then the inverse of A- is A

'

.

Otherwise , A has no inverse
.

Observation : once you have computed A-
1

, you never hate to do Gaussian dim to solve Ax=b

ever again ! Simply , Ax=b ⇒ A-'A-✗ = A-
'b ⇒ ✗ = A-

'b
.

1
.

What is the matrix of the transformation 1122→ R2 which reflects along the line y=x ?

What about the projection onto that same line? (Hint: where do the basis vectors go?)

Are both of them invertible? Find the inverses if they exist.

2.
"

Draw
"

the linear transformations for A = (Ei) , B = (GZ) and AB as in the lecture .

Check that AB sends the basis vectors to the same images as composing the other two
.

3. Find the inverse of the matrix ( 1- 23 4) .


