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This is a personal notes by Haodong Yao to study etale cohomology. It is a combination of reading

Milne’s Etale Cohomology book and watching Daniel Litt’s lecture videos on : https://www.daniellitt.com/tale-

cohomology. Whenever there is a tag, e.g. 0A0C, it refers to the Stacks Project. If you have any

questions on this please feel free to contact me at haodong@math.columbia.edu. Any remarks and

corrections are in particular welcome.



Introduction

Staring from Gauss’s work on the reciprocity laws, the information of the number of solutions of

polynomial equations in finite fields might be packed up into certain functions. In 1923, E. Artin

observed the analogue of Riemann Zeta function ζK(s) in the function field case provides such an

example. He also noticed that ζK(s) = Z(q−s) where Z(u) is a rational function, satisfies a functional

equation and all its zeros have absolute value q
1
2 . From the Euler product it follows that the number

of solutions are closely related to coefficients of logZ(u).

Similarly ZV (u) could be defined using an Euler product for any smooth hypersurface V over k

where the base field k = Fq is finite. Expand uZ ′V (u)/ZV (u) gives the generating series
∑

v=1Nvu
v

where Nv is the number of points of V in Fqv . In 1931 F. K. Schmidt showed that for a projective

smooth curve C of genus g defined over Fq the zeta function

ZC(u) =
P2g(u)

(1− u)(1− qu)

where P2g is a polynomial of degree 2g with integral coefficients and one has the function equation

ZC(1/qu) = (qu2)1−gZC(u)

The Riemann hypothesis for C was therefore that the zeros of P2g have absolute value q
1
2 .

One special point about finite field is the Frobenius morphism Φ. In 1936, Hasse observed that

for a curve C the number Nv is exactly the number of fixed points of Φv. By Lefschetz trace formula

this number could be read from the action of Φ on cohomology groups

Nv =
∑
i

(−1)i Tr((Φv)(i))

More generally if it could be possible to attach any hypersurface V over Fq a ‘suitable’ cohomology

algebra H•(V ) then one could show that ZV (u) is rational, satisfies a functional equation and Riemann

hypothesis on its zeros.

More precisely let X0 be a smooth, absolutely irreducible, projective algebraic variety of dimension

d over a finite field k = Fq. Let Nv be the number of points of X0 in Fqv . Let

ζX0(s) = Z(q−s) =
∏
x

(1− (Norm(x))−s)−1

where x runs through all the closed points of X0 and the norm of x is the number of elements in the

residue field of x. Then one could show

Z ′(u)/Z(u) =
∑
v=1

Nvu
v−1

In 1949 Weil conjectured that :

1 Z(u) is a rational function.

2 Z(u) has a functional equation (hence so has ζX0(s)).

3

Z(u) =
P1(u)P3(u) . . . P2d−1(u)

P0(u)P2(u) . . . P2d(u)

where P0(u) = 1−u, P2d(u) = 1−qdu and each Pj(u) is a polynomial with integer coefficients

with Pj(0) = 1. Furthermore, the roots of Pj(u) all have the same absolute value qj/2.
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4 If X = X0 ⊗ k arises by ‘good’ reduction of constants from a complex algebraic variety X̃

then the degree of Pj(u) is precisely the j-th Betti number of X̃.

Now consider the category of smooth irreducible projective algebraic varieties Y over a fixed

algebraically closed field k. A Weil cohomology theory with coefficients in a fixed field L of char 0 is

a series of contravariant functors {H i(Y,L)}i=0,1,2,... with values in the category of vector spaces over

L satisfying

1 The spaceH i(Y, L) are finite dimensional over L and vanish for i > 2 dim(Y ) = 2d. dimH0(Y,L) =

dimH2d(Y, L) = 1.

2 [Poincare duality] The product

H i(Y, L)×H2d−i(Y, L) −→ H2d(Y,L)
∼−→ L

is a perfect pairing, inducing identification of H2d−i(Y,L) with H i(Y,L)∨.

3 There is a Kunneth formula.

4 There is a Lefschetz fixed point formula.

Other conditions might vary from people to people, including

a If Y arises by ‘good’ reduction of constants from a complex algebraic variety Ỹ with Betti

numbers b0, . . . , b2d then

dimH i(Y,L) = bi

b If Y ′ is a smooth subvariety of Y of dimension d − 1 there are natural linear mappings

H i(Y,L)→ H i(Y ′, L) which are bijective for i ≤ d− 2 and injective for i = d− 1.

c If h ∈ H2(Y,L) corresponds by Poincare Duality to the homology class in H2d−2(Y, L)∨ of a

hyperplane section of Y then L : a 7→ h · a gives isomorphisms Ld−i : H i(Y, L)→ H2d−i(Y,L)

for i ≤ d.

The requirements made are closely related to the Weil conjecture, for example, the Poincare duality

will give the functional equation and the Lefschetz fixed point formula will give the rationality. The

pursuit of a Weil cohomology theory gives birth to the etale cohomology. We shall define the etale

cohomology theory, show it satisfies the conditions above, and study how it is applied in the proof of

the Weil conjecture.



Notations

All rings are Noetherian and all schemes are locally Noetherian unless otherwise specified.



CHAPTER 1

Etale Morphisms

Slogan: A flat morphism is the algebraic analogue of a map whose fibres form a continuously

varying family.

Slogan: Locally an etale morphism is an isomorphism.

Slogan: The strictly Henselian rings play the same role for the etale topology as local rings play

for the Zariski topology.

Slogan: The fundamental group of a scheme classifies finite etale coverings.

1. Finite and Quasi-finite Morphisms

Finite morphism, condition only needed to be checked for an affine open covering.

Example 1.1. Let X be an integral scheme with field of rational functions R(X) and let L be a

finite field extension of R(X). The normalization of X in L is a pair (X ′, f) where X ′ is an integral

scheme with R(X ′) = L and f : X ′ → X is an affine morphism such that for all affine opens U of X,

Γ(f−1U,OX′) is the integral closure of Γ(U,OX) in L. The existence is from relative normalization.

If X is normal and L is finite separable over R(X) then f is finite.

Proposition 1.2. A closed immersion is finite. Composite of finite morphisms is finite. Base

change of finite morphism is finite. Finite morphism is proper.

Proposition 1.3. Let f : X → Spec k be a morphism of finite type with k a field. TFAE.

1 X affine and is the spectrum of an Artin ring.

2 X finite and discrete.

3 X is finite.

4 X discrete.

5 f finite.

Proof. See Atiyah-Macdonald Chapter 8 exercises 2,3 and 02NG. �

Definition 1.4. An A-algebra B is quasi-finite if it is of finite type and B ⊗A κ(p) is a finite

κ(p)-module for all p prime. A morphism is quasi-finite if it is of finite type and has finite fibres.

By the Proposition above we see A → B is quasi-finite iff SpecB → SpecA is quasi-finite and finite

morphisms are quasi-finite.

Being quasi-finite is a local property for ring maps. A quasi-compact morphism is quasi-finite iff

locally it is quasi-finite.

Remark 1.5. A[T ]/(P (T )) is a quasi-finite A-algebra iff all coefficients of P generate the unit

ideal. In case A is DVR, iff some coefficient of P is a unit. In case A is domain, it is finite iff the

leading coefficient of P is a unit.

Let A be a Noetherian domain and not a field and K be its fraction field. Then K is not finite

A-algebra. In general a finite type morphism from a finite scheme is always quasi-finite. The fraction

field of a Dedekind domain is finite type over it iff the Dedekind domain has only finitely many prime

ideals.

Proposition 1.6. An immersion is quasi-finite by Noetherian condition. Composite of quasi-finite

morphisms is quasi-finite. Base change of quasi-finite morphism is quasi-finite.
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Theorem 1.7 (Zariski’s Main Theorem). If X quasi-compact, then any separated quasi-finite

morphism f : Y → X factors through Y
f ′−→ Y ′

g−→ X where f ′ is an open immersion and g finite.

(Locally Noetherian scheme is quasi-separated, in general see 05K0)

Remark 1.8. There are many different versions of Zariski’s Main Theorem. This one is refor-

mulated by Grothendieck.

Corollary 1.9. Any proper quasi-finite morphism is finite.

Remark 1.10. If X is the affine line with origin doubled and f : X → A1 is the natural map then

f is universally closed and quasi-finite (even flat and etale) but not finite.

Remark 1.11. Let f : Y → X be separated and of finite type with X irreducible. If the fibre of the

generic point η ∈ X is finite then there is an open neighborhood U ⊂ X of η such that f−1U → U is

finite.

Proof. See 02ML. �

2. Flat Morphisms

Proposition 1.12. A homomorphism f : A→ B is flat iff the map

I ⊗A B −→ B , a⊗ b 7−→ f(a)b

is injective for all ideals I of A.

Proposition 1.13. If f : A → B is flat, then so is S−1A → T−1B for all multiplicative subsets

S ⊂ A and T ⊂ B such that f(S) ⊂ T . Conversely if Af−1m → Bm is flat for all maximal ideals m of

B, then A→ B is flat.

Proof. S−1A→ S−1B is flat and S−1B → T−1S−1B is flat.

(B ⊗AM)m ∼= Bm ⊗Ap Mp. �

Remark 1.14. If a ∈ A is a nonzerodivisor and f : A→ B flat then f(a) nonzerodivisor in B. If

A integral domain and B nonzero then f injective.

Conversely any injective map from Dedekind domain to integral domain is flat. Localize at maximal

ideals to get an injective map from DVR to domain. The generator is not mapped to zero.

Definition 1.15. A morphism f : Y → X is flat if for every y ∈ Y the map OX,f(y) → OY,y is

flat. Equivalently f is flat if locally it is flat. Being flat is a local property for ring maps.

If in addition every point in Y specializes to a closed point then it suffices to check f flat at all

closed points of Y .

Proposition 1.16. An open immersion is flat. The composite of two flat morphisms is flat. Base

change of flat morphism is flat.

Proposition 1.17. Let B be a flat A-algebra. If the image of b ∈ B in B/(m ∩ A)B is nonzero-

divisor for any maximal ideal m of B then B/(b) is flat A-module.

Proof. By localizing we may assume (A,m)→ (B, n) is a local homomorphism. By assumption

if c ∈ B and bc = 0 then c ∈ mB. By the equation criterion for flatness of B over A we see actually

c ∈ mrB for all r hence c ∈
⋂
mrB ⊂

⋂
nr = 0 hence b is a nonzerodivisor for B. Similarly for any

ideal of A after base change to A/I we see b is a nonzerodivisor for B/IB. Then it is easy to show

I ⊗A B/(b)→ B/(b) is injective. �

Remark 1.18.



a For any ring A, A[x1, . . . , xn] is a free A-module hence flat. Let P 6= 0 and Z = A[x1, . . . , xn]/(P ).

Then we see Z is flat over A if for all maximal ideals m of A, Z ⊗A κ(m) 6= κ(m)[x1, . . . , xn], iff the

ideal generated by coefficients of P is A.

Assume SpecA is connected. Let I ⊂ A be the ideal generated by coefficients of P . Claim if Z is

flat over A then I = A. Suppose I 6= A and consider the nonempty closed subset V (I) ⊂ SpecA.

Case 1 : If there exists a prime ideal p ⊂ A contained in a maximal ideal m such that p /∈ V (I) and

I ⊂ m then after quotient p we may assume A is domain. Then after localizing at m we may assume

A is local.

Case 2 : If no such p exists then for every p /∈ V (I) we must have V (I) ∩ V (p) = ∅. Since A

Noetherian, A has only finitely many minimal prime ideals and thus V (I)c is a finite union of closed

subsets, being both open and closed hence empty, i.e. V (I) = SpecA. Then consider the proper ideal

Ann(I) ⊂ A. There is a maximal ideal m of A containing Ann(I). Then after localizing at m we may

assume A is local.

Thus we may take A to be local. Consider the map

I ⊗A A[x1, . . . , xn]/(P ) −→ A[x1, . . . , xn]/(P )

Write P =
∑

J aJxJ then the element
∑

J aJ ⊗ xJ is mapped to 0 and we want to show this is a

nonzero element. Suppose I ⊂ m and consider the map

I ⊗A A[x1, . . . , xn]/(P ) −→ I ⊗A A[x1, . . . , xn]/m[x1, . . . , xn]

= I ⊗A κ(m)[x1, . . . , xn]

= (I ⊗A κ(m))[x1, . . . , xn]

thus if
∑

J aJ ⊗ xJ = 0 then its image
∑

J(aJ ⊗ 1)xJ is 0 in (I ⊗A κ(m))[x1, . . . , xn]. But then each

aJ ⊗ 1 = 0 and by Nakayama Lemma we see I = 0 contradiction!

Alternatively we have I ⊗A A[x1, . . . , xn]/(P ) = I[x1, . . . , xn]/P · I[x1, . . . , xn]. Then it suffices to

show P /∈ P ·I[x1, . . . , xn]. Suppose P = f ·P for some f ∈ I[x1, . . . , xn] then I = I2. In Case 1 where

A is domain we have I =
⋂
i>0 I

i = 0 and in Case 2 where I is nilpotent we have I = 0, contradiction!

Similar statements hold for hypersurfaces in Pn
A.

b Part a generalizes to say if f : Y → X is flat then

dim(OYx,y) = dim(OY,y)− dim(OX,x)

where x = f(y). For varieties this means dim(Yx) = dimY − dimX for any x ∈ X closed with Yx
nonempty.

Conversely in case X and Y are regular and f : Y → X satisfies the equation for dimensions of

fibres for all closed y ∈ Y then f is flat.

c Suppose we have X
f−→ Y

h−→ S with X,Y, S locally Noetherian or f, h locally of finite presentation

and let g = hf . If g flat and fs flat for all s ∈ S then f is flat and h is flat at f(X).

This essentially comes from the lemma (Ulrich, Torsten, Algebraic Geometry I, 14.25) :

Lemma 1.19. Let A → B → C be local maps of Noetherian local rings and let M be a finite

C-module. Then M is flat A-module, M ⊗A κ(A) is flat B⊗A κ(A)-module iff B is flat A-module, M

is flat B-module.

d If B is flat over A and b1, . . . , bn ∈ B such that their images in B/mB is a regular sequence for each

n ⊂ B maximal and m = n ∩A then B/(b1, . . . , bn) is flat over A.

e Let X be an integral scheme and Z a closed subscheme of Pn
X . For each x ∈ X let px ∈ Q[T ] be

the Hilbert polynomial of the fibre Zx ⊂ Pn
κ(x). Then Z is flat over X iff px is independent of x.

(Hartshorne III 9.9)

Faithfully flat morphism of rings is injective.

Proposition 1.20. Let f : A→ B be a flat morphism with A 6= 0. TFAE.



a f is f.f.

b a sequence of A-modules is exact whenever after tensoring with B it is exact.

c Spec f is surjective.

d for every maximal ideal m of A, f(m)B 6= B.

Corollary 1.21. Let f : Y → X be flat. Let y ∈ Y and x′ ∈ X such that x = f(y) ∈ {x′}. Then

there is y′ such that y ∈ {y′} and f(y′) = x′. In particular flat morphisms map generic points to

generic points.

Definition 1.22. A morphism is faithfully flat if it is flat and surjective.

Proposition 1.23. Let M be a finite A-module. TFAE.

a M is flat.

b Mm is free Am-module for all maximal ideals m of A.

c M̃ is a locally free sheaf on SpecA.

d M is a projective A-module.

and if A domain

e dimκ(p)(M ⊗A κ(p)) is the same for all prime ideals p of A.

Theorem 1.24. Any flat morphism locally of finite type is open.

Proof. Chevalley’s Theorem + Going Down condition. �

Remark 1.25. If f : Y → X is finite and flat, then it is open and closed. If X connected and Y

nonempty, then f is surjective hence f.f.

Example 1.26. Consider A = k[t]→ B = k(t). Then B is flat over A. Thus SpecB
∐

SpecA→
SpecA is flat and surjective but the image of SpecB is not open.

Theorem 1.27. Let f : Y → X be locally of finite-type. The set of points y ∈ Y such that Oy is

flat over Of(y) is open in Y .

Proof. See 0399. �

Next we shall look into descent theory.

Definition 1.28. Let C be a category with fibre products. A morphism Y → X is called a strict

epimorphism if the pull back diagram

Y ×X Y
p1 //

p2

// Y // X

is a coequalizer, i.e. we have equalizer

Hom(X,Z) // Hom(Y,Z)
p∗1 //

p∗2

// Hom(Y ×X Y, Z)

for all Z.

Theorem 1.29. Any f.f. morphism of finite type is a strict epimorphism.

Proposition 1.30. If f : A→ B is f.f. then the sequence

0 −→ A
f−→ B

d0

−→ B⊗2 −→ . . . −→ B⊗r
dr−1

−→ B⊗r+1 −→ . . .

is exact where

dr−1 =
∑

(−1)iei , ei(b0 ⊗ · · · ⊗ br−1) = b0 ⊗ · · · ⊗ bi−1 ⊗ 1⊗ bi ⊗ · · · ⊗ br−1



Proof. Clearly drdr−1 = 0. If f has a section then construct kr : B⊗r+2 → B⊗r+1 by

kr(b0 ⊗ · · · ⊗ br+1) = g(b0)b1 ⊗ · · · ⊗ br+1

it is easy to show kr is a null homotopy thus the sequence is exact. In general tensor the sequence

with B to get a section. �

Corollary 1.31. Similarly if f : A→ B is f.f. then for any A-module M the sequence

0 −→M −→M ⊗A B
1⊗d0

−→M ⊗A B⊗2 −→

. . . −→M ⊗A B⊗r
1⊗dr−1

−→ M ⊗A B⊗r+1 −→ . . .

is exact.

Proof of Theorem 1.29.

Proof. We have to show for any Z and any h : Y → Z with hp1 = hp2 there is a unique g : X → Z

with gf = h.

Case (a) : In case X,Y, Z are all affine apply the Proposition above.

Case (b) : If X,Y are all affine and Z arbitrary. Firstly show the uniqueness by case (a). Then

construct g locally. Let x ∈ X and y ∈ f−1(x) and let U be an affine open neighborhood of h(y) in Z.

Then f(h−1U) is open in X thus we can find x ∈ Xa ⊂ f(h−1U). By hp1 = hp2 we see f−1Xa ⊂ h−1U .

Since f−1Xa is also affine open reduce to case (a).

Case (c) : In general again reduce to the case X affine by similar argument as in (b). Since f

quasi-compact we can cover Y with a finite union of affine opens. Let Y ′ be the disjoint of there

affines. Then Y ′ is affine and Y ′ → X is f.f. of finite type. Consider the commutative diagram

Hom(X,Z) // Hom(Y,Z)
� _

��

//
//
Hom(Y ×X Y,Z)

��
Hom(X,Z) // Hom(Y ′, Z) //

//
Hom(Y ′ ×X Y ′, Z)

to show the first row is exact. �

Example 1.32. Let k be a field. Consider the map f : Spec k[T ]→ Spec k[T 3, T 5]. At ring level it

is injective and integral hence on spectra it is surjective. Then it is easy to see f is an epimorphism.

Consider the map k[T ] → k[T ] sending T to T 7. Clearly it fails to factor through k[T 3, T 5]. Let

u = T ⊗ 1, v = 1⊗ T ∈ k[T ]⊗k[T 3,T 5] k[T ]. Note that uv = vu and u3 = v3, u5 = v5. Then

u7 − v7 = (u2 + v2)(u5 − v5)− u2v2(u3 − v3) = 0

and this shows f is not a strict epimorphism.

Remark 1.33. Let f : A → B be f.f. and let M be an A-module. Write M ′ for the B-module

f∗M = B ⊗A M . The module (e0)∗M
′ = (B ⊗A B) ⊗B M ′ may be identified with B ⊗A M ′ where

B⊗AB acts by (b1⊗ b2)(b⊗m) = b1b⊗ b2m. Similarly (e1)∗M
′ may be identified with M ′⊗AB where

B⊗AB acts by (b1⊗b2)(m⊗b) = b1m⊗b2b. There is a canonical isomorphism φ : (e1)∗M
′ → (e0)∗M

′

arising from e1f = e0f . Explicitly it is given by

M ′ ⊗A B −→ B ⊗AM ′ , (b⊗m)⊗ b′ 7−→ b⊗ (b′ ⊗m)

and M is recovered from the pair (M ′, φ) by

M = {m ∈M ′ | 1⊗m = φ(m⊗ 1)}



Conversely given a pair (M ′, φ) where φ : M ′ ⊗A B → B ⊗AM ′ define

φ1 : B ⊗AM ′ ⊗A B → B ⊗A B ⊗AM ′

φ2 : M ′ ⊗A B ⊗A B → B ⊗A B ⊗AM ′

φ3 : M ′ ⊗A B ⊗A B → B ⊗AM ′ ⊗A B

by tensoring φ with idB in the first, second, third positions respectively. Then the pair (M ′, φ) arises

from some A-module M as above iff φ2 = φ1φ3.

Assume the condition. Define M = {m ∈M ′ | 1⊗m = φ(m⊗1)}. This is an A-module. We want

to show the canonical map (b⊗m 7→ bm) : B ⊗AM →M ′ is an isomorphism. Consider the diagram

M ′ ⊗A B

φ

��

m⊗b 7−→1⊗m⊗b //

m⊗b7−→φ(m⊗1)⊗b
// B ⊗AM ′ ⊗A B

φ1

��
B ⊗AM ′

b⊗m 7−→1⊗b⊗m //

b⊗m 7−→b⊗1⊗m
// B ⊗A B ⊗AM ′

by φ2 = φ1φ3 we see the diagram commutes with either the upper or the lower horizontal maps. Hence

their equalizers are isomorphic, which is exactly given by the canonical map above.

Proposition 1.34. Let f : Y → X be f.f. and quasi-compact. To give a quasi-coherent OX-module

M is the same as to give a quasi-coherent OY -module M ′ with an isomorphism φ : p∗1M
′ → p∗2M

′

satisfying p∗31(φ) = p∗32(φ)p∗21(φ) where pij are projections Y ×X Y ×X Y → Y ×X Y .

By using the relation between schemes affine over a scheme and quasi-coherent algebras we also

have

Proposition 1.35. Let f : Y → X be f.f. and quasi-compact. To give a scheme Z affine over

X is the same as to give a scheme Z ′ affine over Y with an isomorphism φ : p∗1Z
′ → p∗2Z

′ satisfying

p∗31(φ) = p∗32(φ)p∗21(φ).

Remark 1.36. Suppose we have a fibre product

Y ′

f ′

��

// Y

f

��
X ′ // X

where X ′ → X is f.f. and quasi-compact or f.f. and locally of finite type, then if f ′ is quasi-compact/separated/of

finite type/proper/open immersion/affine/finite/quasi-finite/flat/smooth/etale then so is f .

If f : Y → X is f.f. and Y integral/normal/regular then so is X.

Suppose Y is integral. Since f is surjective X is also irreducible. Then check reducedness on stalks.

Suppose Y is normal. The map on stalks OX,x → OY,y is faithfully flat hence injective. Then

OY,y being normal implies OX,x being normal by considering for any a/b ∈ OX,x integral the map

OX,x
a−→ OX,x/(b).

Suppose Y is regular. To show X is regular reduces to show that if R → S is a flat map between

local Noetherian rings and S regular so is R. This is done by taking a finite projective resolution of

residue field of R and tensoring with S.

Remark 1.37. Similar results hold for fpqc descent. The first part in Remark 1.36 is 02KN and

the second part is 02KJ and 033D. Numerous constructions in algebraic geometry are made using

techniques of descent, such as constructing objects over a given space by first working over a somewhat

larger space which projects down to the given space, or verifying a property of a space or a morphism

by pulling back along a covering map.



Proposition 1.38. Let X be quasi-compact and f : Y → X be f.f. and locally of finite type.

Then there is an affine scheme X ′ with a f.f. quasi-finite morphism h : X ′ → X and an X-morphism

g : X ′ → Y .

3. Etale Morphisms

Definition 1.39. Let k be a field and k be its algebraic closure. A k-algebra A is called separable

if A = A⊗k k has zero intersection of all maximal ideals.

Proposition 1.40. Let A be a finite algebra over field k. TFAE.

a A is separable over k.

b A is isomorphic to a finite product of k.

c A is isomorphic to a finite product of separable field extensions of k.

d the discriminant of any basis of A over k is nonzero.

Proof. Criteria for separable field extensions. �

Definition 1.41. A locally finite type morphism f : Y → X is said to be unramified at y ∈ Y if

OY,y/mxOY,y is a finite separable field extension of κ(x) where x = f(y). A morphism is unramified

if it is unramified everywhere. A morphism is unramified if locally it is unramified.

Proposition 1.42. Let f : Y → X locally of finite-type. TFAE.

a f unramified.

b for all x ∈ X, the fibre Yx → Specκ(x) unramified.

c for all Spec k → X with k separably closed the base change map is unramified.

d for all x ∈ X, Yx has an open covering by spectrum of finite separable κ(x)-algebras.

e for all x ∈ X, Yx is isomorphic to
∐

Spec ki where ki are finite separable field extensions of

κ(x), in particular if f is qc then f is quasi-finite.

Proof. Use Proposition 1.40. �

Note that under the above definition even a closed immersion is unramified. This is weird since it

is not the case in Riemann surfaces, i.e. not a local isomorphism. We need more restricted notion.

Definition 1.43. A morphism of rings/schemes is called etale if it is flat and unramified (locally

of finite type). A morphism is etale if locally it is etale.

Proposition 1.44. Open immersion is etale. The composite of two etale morphisms is etale.

Base change of etale morphism is etale.

Proof. Enough to check for unramified. Any immersion is unramified. Composite of unramified

ring maps is unramified. For base change use Proposition 1.42 a and c. �

Example 1.45. Let k be a field and P be a monic polynomial. Then k[T ]/P is separable/unramified/etale

over k iff P is separable.

This generalizes. A monic polynomial P (T ) ∈ A[T ] is called separable if (P, P ′) = A[T ]. Then P

is separable iff its image is separable in κ(p)[T ] for all prime ideals p in A (Assume (P, P ′) ⊂ m then

consider p = A ∩m).

Let B = A[T ]/(P ) where P is a monic polynomial. Then B is free A-module. Hence B is

unramified (etale) over A iff P is separable. More generally for any b ∈ B, Bb is etale over A iff P ′

is a unit in Bb (Reduce to the field case then decompose P ).

For example B = A[T ]/(T r − a) is etale over A iff ra invertible in A.

For algebras generated by more than one element, there is the Jacobian criterion : Let C =

A[T1, . . . , Tn] and P1, . . . , Pn ∈ C and B = C/(P1, . . . , Pn). Then B is etale over A iff the image

of det(∂Pi/∂Tj) is a unit in B.



In case Y and X are analytic manifolds this criterion indicates that it is an isomorphism on

tangent spaces, hence locally an isomorphism.

Proposition 1.46. Let f : Y → X be locally of finite type. TFAE.

a f is unramified.

b the sheaf Ω1
Y/X is zero.

c the diagonal morphism ∆Y/X : Y → Y ×X Y is an open immersion.

Corollary 1.47. Consider morphisms Y
g−→ X

f−→ S. If fg etale and f unramified then g is

etale.

Remark 1.48. The notion of being unramified agrees with the notion in number theory for exten-

sion of rings of integral element for number fields. Moreover if f : Y → X is LFT then the annihilator

of Ω1
Y/X is called the different δY/X of f . The closed subscheme of Y defined by δY/X is called the

branch locus of f . The open complement of the branch locus is precisely the set where Ω1
Y/X = 0. The

theorem of purity of branch locus states that the branch locus if nonempty has pure codimension one

in Y in each of the two cases : when f is f.f. and finite or when f is quasi-finite and dominant with Y

regular and X normal.

Proposition 1.49. If f : Y → X is locally of finite type, then the set of points y ∈ Y such that

OY,y is flat over OX,f(y) and Ω1
Y/X,y = 0 is open in Y . Thus there is a unique largest open set U in

Y on which f is etale.

Corollary 1.50. A local homomorphism A → B is etale iff mAB = mB and κ(A) → κ(B) is a

finite separable extension.

Remark 1.51. Let f : Y → X be finite flat and X connected. Then f∗OY is locally free OX-

module of constant rank r. There is a sheaf of ideals DY/X on X called the discriminant of f such

that if U is an open affine in X with B = Γ(f−1U,OY ) free with basis {b1, . . . , br} over A = Γ(U,OX)

then Γ(U,DY/X) is the principal ideal generated by det(trB/A bibj). Moreover f is unramified at all

y ∈ f−1x iff (DY/X)x = OX,x. Thus if f is unramified at all y ∈ f−1x for some x ∈ X then there

exists an open neighborhood V of x such that f |f−1V is etale. If B = A[T ]/P with P monic then

DB/A = (D(P )) where D(P ) is the discriminant of P , i.e. the resultant res(P, P ′), and δB/A = (P ′(t))

where t = T modP .

Proposition 1.52. Any flat closed immersion is open immersion.

Proof. Flat morphism locally of finite type is open. Hence we may assume f surjective. As f

finite flat, f∗OY is locally free as an OX -module. Since f closed immersion, OX = f∗OY . �

Remark 1.53. Any etale, universally injective, separated morphism is an open immersion.

Corollary 1.54. If X is connected and f : Y → X is etale (etale and separated) then any section

of f is an open immersion (an isomorphism onto an open connected component). Thus such sections

are bijective with open (open and closed) subschemes Yi of Y such that f induces an isomorphism

Yi → X. In particular if f separated then a section is known when its value at a point is known.

Proof. Assume f is etale and separated. Then a section s is a closed immersion and etale hence

an open immersion. Thus s is an isomorphism onto its image, being an open and closed connected

subset of Y hence an open connected component. �

Corollary 1.55. Let f, g : Y ′ → Y be X-morphisms where Y ′ is connected and Y is etale and

separated over X. If for some y′ ∈ Y ′ we have f(y′) = g(y′) = y ∈ Y and the induced maps

κ(y)→ κ(y′) are the same then f = g.

Proof. The maps f ′, g′ : Y ′ → Y ′×XY are sections of the projection and they agree at a point. �



Definition 1.56. A standard etale morphism is an etale morphism of the form SpecBb → SpecA

where B = A[T ]/(P ) for a monic polynomial P and P ′ unit in Bb.

Theorem 1.57. Assume f : Y → X is etale in some open neighborhood of y ∈ Y . Then there are

affine open neighborhoods V and U of y and f(y) such that f |V : V → U is a standard etale morphism.

Remark 1.58. The same argument shows that unramified morphism locally is a composite of a

closed immersion with a standard etale morphism.

Corollary 1.59. A morphism f : Y → X is etale iff for every y ∈ Y there exists an affine open

neighborhood V = SpecC of y and U = SpecA of x = f(y) such that

C = A[T1, . . . , Tn]/(P1, . . . , Pn)

and det(∂Pi/∂Tj) is a unit in C.

Proof. By Example 1.45 we see that locally f is etale hence it is etale.

Assume f is etale, we may assume it is standard etale. Then X = SpecA, Y = SpecC where

C = Bb, B = A[T ]/(P ). Then C = A[T, S]/(P, bS − 1) and the determinant bP ′ is a unit in C. �

Next we see if f : Y → X is etale then Y inherits many good properties of X.

Proposition 1.60. Let f : Y → X be etale. Then

a dim(OY,y) = dim(OX,f(y)) for all y ∈ Y .

b If X is normal so is Y . If X is reduced so is Y .

c If X is regular so is Y .

Proof. For (a) we may assume X = SpecA is the spectrum of a local ring and Y = SpecB. Let q

be the prime ideal of B corresponding to y. Then SpecBq → SpecA is surjective so dim(Bq) ≥ dim(A).

Conversely by Zariski’s Main Theorem we have SpecB → Z → SpecA where SpecB is open in Z and

Z → SpecA is finite. Then dim(Bq) ≤ dim(B) ≤ dim(Z) ≤ dim(A).

For (b) see Milne’s book.

For (c), let y ∈ Y . Then dim(OY,y) = dim(OX,f(y)) = d and my = mxOY,y could be generated by

d elements. �

Remark 1.61. It follows that if f : Y → X is etale and surjective then

dimX = supx∈X dimOX,x = supy∈Y dimOY,y = dimY

Proposition 1.62. Let f : Y → X be etale and X normal. Then locally f is a standard etale

morphism of the form SpecC → SpecA where A is an integral domain, C = Bb, B = A[T ]/(P (T ))

and P (T ) is irreducible over the field of fractions of A.

Theorem 1.63. Let X be a normal scheme and f : Y → X unramified. Then f is etale iff for any

y ∈ Y the map OX,f(y) → OY,y is injective.

Theorem 1.64. Let X be a connected normal scheme and let K = R(X). Let L be a finite

separable extension of K and X ′ the normalization of X in L. Let U be any open subscheme of X ′

disjoint from the support of ΩX′/X . Then U → X is etale and conversely any separated etale morphism

Y → X of finite type can be written as Y =
∐
Ui → X where each Ui → X is of this form.

Definition 1.65. Let X be a scheme and F a contravariant functor from schemes over X to

sets. Then F is said to be formally smooth/unramified/etale if for any affine X-scheme X ′ and any

closed subscheme X ′0 of X ′ defined by a square zero (nilpotent) ideal the map F (X ′) → F (X ′0) is

surjective/injective/bijective.

A scheme Y over X is said to be formally smooth/unramified/etale over X if the functor hY =

HomX(−, Y ) is.



Proposition 1.66. A morphism f : Y → X is etale iff it is formally etale and locally of finite

presentation.

Theorem 1.67 (Topological invariance of etale morphisms). Let X0 be the closed subscheme of X

defined by a nilpotent ideal. The functor Y 7→ Y0 = Y ×XX0 gives an equivalence between the category

of etale X-schemes and etale X0-schemes.

For completeness we list some relations with smoothness.

Proposition 1.68. Let f : Y → X be locally of finite type. TFAE.

a f is smooth.

b f is formally smooth and locally of finite presentation.

c for any y ∈ Y there exist open affine neighborhood V of y and U of f(y) such that f |V factors

through V → V ′ → U ↪→ X where V → V ′ is etale and V ′ is affine n-space over U .

d for any y ∈ Y there exist open affine neighborhood V = SpecC of y and U = SpecA of

x = f(y) such that

C = A[T1, . . . , Tn]/(P1, . . . , Pm) , m ≤ n

and the ideal generated by the m×m minors of (∂Pi/∂Tj) is C.

e f is flat and for any algebraically closed geometric point x of X the fibre Yx → x is smooth.

f the same as (e) but Yx is regular.

g f is flat and Ω1
Y/X is locally free of rank equal to the relative dimension of Y/X.

Remark 1.69. In the case that f is of finite type, condition (e) might be interpreted as Y is a flat

family of nonsingular varieties over X. The decomposition in (c) implies a finite type morphism is

etale iff smooth and quasi-finite.

Proposition 1.70. Let f : Y → X be smooth and surjective and assume X is quasi-compact. Then

there exists an affine scheme X ′ with a surjective etale morphism h : X ′ → X and an X-morphism

X ′ → Y .

Remark 1.71. Let f : Y → X be a morphism of smooth varieties over a field k. It is etale iff it

induces an isomorphism on tangent spaces.

For future applications we also need a lemma (04HN). This lemma and similar results in 04HK

illustrates the idea that etale covering locally looks like the covering in topology or Riemann surfaces.

Lemma 1.72. Let f : Y → X be finite etale. Then for any x ∈ X there exists an etale map U → X

whose image contains x and such that YU is disjoint union of copies of U .

4. Henselian Rings

Throughout this section, (A,m, k) will be a (Noetherian) local ring.

Two polynomials f and g with coefficients in B are strictly coprime if they generate the unit ideal

in B[T ].

Definition 1.73. A local ring A is called Henselian if for every monic polynomial f with coefficient

in A such that f = g0h0 with g0 and h0 monic and coprime then we can write f = gh where g and h

monic and g = g0 and h = h0.

Remark 1.74. If f monic and g are such that f and g are coprime then f and g are strictly

coprime by Nakayama Lemma.

The factorization is unique by our requirement on g being monic, equivalently deg g = deg g0.

Theorem 1.75. Let x be the closed point of X = SpecA. TFAE.

a A is Henselian.



b any finite A-algebra B is a direct product of local rings B =
∏
Bi (the Bi are necessarily

isomorphic to Bmi where mi are maximal ideals of B).

c if f : Y → X is quasi-finite and separated then Y = Y0
∐
Y1

∐
· · ·

∐
Yn where f(Y0) does not

contain x and Yi is finite over X and is the spectrum of a local ring for i ≥ 1.

d if f : Y → X is etale and there is a point y ∈ Y such that f(y) = x and κ(x) = κ(y) then f

has a section.

d’ let f1, . . . , fn ∈ A[T1, . . . , Tn]. If there exists an a = (a1, . . . , an) ∈ kn such that fi(a) = 0 for

all i and det(∂fi/∂Tj)(a) 6= 0 then there exists some b ∈ An such that b = a and fi(b) = 0

for all i.

e let f ∈ A[T ]. If f factors as f = g0h0 with g0 monic and g0, h0 coprime then f factors as

f = gh with g monic and g = g0, h = h0.

Proof. (a) =⇒ (b) : By going-up, any maximal ideal of B lies over m thus B is local iff B/mB is

local. Note B/mB is finite over k hence by Proposition 1.3 we see B has only finitely many maximal

ideals, and they are all the prime ideals lying over m.

Assume B is of the form B = A[T ]/(f) with f monic. If f is a power of an irreducible polynomial

then B/mB is local and so is B. Otherwise by (a) we see f = gh where g and h are monic, strictly

coprime and of degree at least 1. Then B = A[T ]/(g)×A[T ]/(h) and reduces to previous case.

For the general case, if B is not local then B/mB has at least two points hence disconnected, then

we can find b ∈ B such that b is a nontrivial idempotent in B/mB. Since B finite hence integral, we

can find a monic polynomial f such that f(b) = 0. Let C = A[T ]/(f) and φ : C → B sending T to

b. Consider Specφ : SpecB → SpecC. If SpecB is connected then so is its image. But by previous

discussion we see C is a finite product of local rings, hence its spectrum has finitely many connected

components, each being the spectrum of a local ring. Thus there is exactly one containing the image

of SpecB. It induces a map C ′ = A[T ]/(g)→ B where T maps to b and g is a power of monic h with

h irreducible. If T /∈ (h) then T is invertible, hence so is b and b contradiction. Now T ∈ (h) hence

T = h(T ), then T is nilpotent and so is b and b contradiction. Thus B has a nontrivial idempotent

and we can split B into a product. Since B has only finitely many maximal ideals, such process would

eventually end.

(b) =⇒ (c) : By Theorem 1.7 f factors through Y
f ′−→ Y ′

g−→ X with f ′ open immersion and g

finite. By (b) we see Y ′ =
∐

SpecOY ′,y where y runs through the finitely many closed points of Y ′.

Then let Y∗ =
∐

SpecOY ′,y where y runs through the closed points of Y ′ which are in Y . Then Y∗ is

contained in Y and is both open and closed in Y . Then write Y = Y∗
∐
Y0. Clearly f(Y0) does not

contain x.

(c) =⇒ (d) : Pick y ∈ U = SpecB ⊂ Y and consider SpecB → SpecA. This map is of finite type

and etale hence quasi-finite and separated. By (c) we may write SpecB as a finite disjoint union and

assume y ∈ SpecBi for some Bi local finite etale over A. Note Bi is flat hence finite free over A and

by our condition κ(m) = κ(n), thus Bi = A.

(d) =⇒ (d′) : Let B = A[T1, . . . , Tn]/(f1, . . . , fn) and J(T1, . . . , Tn) = det(∂fi/∂Tj). Then the

condition implies there is a prime ideal q = (Ti − ãi,m) of B lying over m such that J /∈ Bq. Thus

by Jacobian criterion BJ is etale over A. Clearly y = q satisfies the condition in (d). Thus we have a

section and let ai ∈ A be the image of Ti − ãi.
(d′) =⇒ (e) : Let r = deg g0, s = n− r and consider the equation

f(T ) = (T r + br−1T
r−1 + · · ·+ · · ·+ b0)(csT

s + · · ·+ c0) = g(T )h(T )

the Jacobian of the system of equations is res(g, h). To apply (d′) it suffices to check res(g0, h0) 6= 0.

This is implied by r = deg g0 and g0, h0 coprime.

(e) =⇒ (a) : trivial. �



Lemma 1.76. A is Henselian if and only if for every monic f ∈ A[T ] and every simple root a0 ∈ k
of f there exists a ∈ A such that f(a) = 0 and a = a0.

Proof. Suppose A has the lifting of simple root property. Let A→ B be an etale map with prime

ideal q ⊂ B lying over m and κ(q) = k. It suffices to show we have a section B → A. By standard

etale structure we can find b ∈ B, b /∈ q such that A → Bb is standard etale. Thus we may assume

B = A[T ]g/(f) is standard etale. Since the prime q lying over m has residue field k it is of the form

(m, T − a′) where a′ = a0 is a root of f and not a root of g. The condition that f ′ is invertible in B

shows that f ′(a0) 6= 0. Since f is monic we can find a ∈ A with a = a0 and f(a) = 0. Then g(a) ∈ A
is a unit. The map A[T ]g/(f)→ A sending T to a is a section. �

Corollary 1.77. If A is Henselian, so is any finite local A-algebra and any quotient of A.

Proposition 1.78. If A is Henselian, then the functor B 7→ B ⊗A k gives an equivalence between

finite etale A-algebras and finite etale k-algebras.

Proof. By the equivalent criteria it suffices to consider finite local etale algebras. The canonical

map

HomA(B,B′) −→ Homk(B ⊗ k,B′ ⊗ k)

is injective by Corollary 1.55. To show surjectivity, a k-morphism B ⊗ k → B′ ⊗ k induces an A-

morphism g : B → B′ ⊗ k by composition with B → B ⊗ k and hence an A-morphism

(b′ ⊗ b 7−→ b′g(b)) : B′ ⊗A B −→ B′ ⊗A k

there is a unique point z in SpecB′ ⊗ k lying over mB′ and its residue field is κ(mB′). Now apply the

equivalent criteria to the map SpecB′⊗B → SpecB′ where y is the image of z to get an A-morphism

B′ ⊗A B → B′ hence B → B′. Thus the functor is fully faithful.

Note any local etale k-algebra k′ has the form k[T ]/(f0(T )) where f0 is an irreducible polynomial

by standard etale theorem. Then B = A[T ]/(f(T )) where f = f0 and f monic is finite etale over A

and B ⊗A k = k′. �

Proposition 1.79. Any complete local ring is Henselian.

Proof. Let B be an etale A-algebra and assume s0 : B → k. We want to show it could be lifted to

a section s : B → A. To do this we apply the formal etale property to A/mr → A/mr−1 and lift s0 step

by step to get a compatible system of sections which induces a global section since A complete. �

Remark 1.80.

a The last two propositions show that the functor B 7→ B ⊗A Â is an equivalence between the category

of finite etale A-algebras and its completion when A is Noetherian Henselian. When X is proper over

a Noetherian Henselian ring A, this result extends to the category of schemes finite etale over X and

over X̂ = X ⊗A Â.

b Let X be proper over a Henselian ring A and let X0 be its closed fibre. Then the functor Y 7→ Y ×XX0

is an equivalence of categories between the category of finite etale schemes over X and over X0.

c Let f : Y → X be separated and of finite type where X = SpecA with A Henselian. If y is an isolated

point in the closed fibre Y0 so that Y0 = {y}
∐
Y ′0 then Y = Y ′′

∐
Y ′ with Y ′′ finite over X and Y ′′

and Y ′ having closed fibres {y} and Y ′0 respectively.

d If X is an analytic manifold over C then the local ring at any point is Henselian.

Remark 1.81. Let f : Y → X be etale and suppose for some y ∈ Y and x = f(y) ∈ X we have

κ(y) = κ(x). Then we have induced map on completions ÔX,x → ÔY,y. By 0394 we see this map is

finite. To show it is etale it remains to show flatness. This is implied by Remark 1.18 (c). Thus it has

a section and thus it is an isomorphism. Conversely suppose f : Y → X is a morphism of finite type

between two locally Noetherian schemes. Let y ∈ Y such that for x = f(y) ∈ X we have κ(x) = κ(y)

and the induced map on completions ÔX,x → ÔY,y is an isomorphism. Then f is etale at y.



This could be used to find an example of an injective unramified map of rings but not etale.

Definition 1.82. For a Noetherian local ring A, A → Â is local and flat hence injective. Thus

any local ring is a subring of a Henselian ring. A local homomorphism A→ Ah with Ah Henselian is

called the Henselization of A if any other such morphisms factors uniquely through it.

Next we will show three ways to construct the Henselization.

Definition 1.83. Let A be a local ring. An etale neighborhood of A is a pair (B, q) where B is

an etale A-algebra and q a prime ideal of B lying over m such that the induced map k → κ(q) is an

isomorphism.

Lemma 1.84. Let (B, q) and (B′, q′) be etale neighborhoods of A.

a If SpecB′ is connected, then there is at most one A-morphism f : B → B′ such that f−1q′ = q.

b There is an etale neighborhood (B′′, q′′) of A with SpecB′′ connected and A-morphisms

f : B → B′′, f ′ : B′ → B′′ such that f−1q′′ = q and f ′−1q′′ = q′.

Proof. (a) is implied directly by Corollary 1.55.

Let C = B ⊗A B′. We have a prime ideal q′′ of C lying over q and q′ with residue field k. Since

C is Noetherian, SpecC is locally connected hence every connected component is open hence it has

only finitely many connected components. Thus we can decompose C as products of rings until each

subring has connected spectrum. Then we can find c ∈ C, c /∈ q′′ such that SpecCc is connected and

B′′ = Cc is the required etale neighborhood. �

By this Lemma we see in case A is Noetherian then the etale neighborhoods of A with connected

spectra form a filtered direct system and its filtered direct limit is the same as the filtered colimit of

all etale neighborhoods of A. Let Ah be its direct limit. Then Ah consists of triples (B, q, b) with

b ∈ B and two such triples (B, q, b) and (B′, q′, b′) define the same element iff there is a pair (B′′, q′′)

and morphisms ϕ : (B, q)→ (B′′, q′′) and ϕ′ : (B′, q′)→ (B′′, q′′) such that ϕ(b) = ϕ′(b′).

Proposition 1.85. Ah is a local ring with maximal ideal mh lying over m and its residue field is

the same as k. Ah is flat over A and is the Henselization of A.

Proof. Clearly Ah is a ring. Since filtered colimit is exact we see mh being the colimit of q is a

maximal ideal of Ah lying over m with residue field k. Any element not in mh is invertible by passing

to a localization. Thus Ah is a local ring. Clearly Ah is flat since it is the filtered colimit of flat

modules. By looking at elements we see mAh = mh.

To show Ah is Henselian, let P ∈ Ah[T ] be monic and a0 ∈ k be a simple root of P . Write

P = (T − a0)h0(T ). Then we can find an etale neighborhood (B, q) such that P is the image of a

monic Q ∈ B[T ] and T −a0, h0(T ) ∈ B/q[T ]. Let a′ be a lift of a0 in B and consider q′ = (q, T −a′) ⊂
B[T ]/(Q). Then q′ is a prime ideal of B′ = B[T ]/(Q) lying over q and κ(q′) = κ(q) = k. Since a0 is a

simple root we have Q′ /∈ q′. Thus B → B′Q′ is standard etale and the pair (B′Q′ , q
′) is again an etale

neighborhood. Then the class of T in it serves as an element a ∈ Ah killing P and reduces to a0.

To show it is the Henselization of A, apply the next lemma. �

Lemma 1.86. Let R→ S be a ring map with S Henselian. Given

1 an etale ring map R→ A;

2 a prime q of A lying over p = mS ∩R;

3 a κ(p)-algebra map τ : κ(q)→ κ(mS).

there exists a unique R-algebra map f : A→ S such that f−1mS = q and the reduction of f is τ .

Proof. A ⊗R S is etale over S. The map τ gives rise to a prime ideal q′ lying over mS whose

residue field is κ(mS). Thus we have a unique section A⊗RS → S and compose it to get f : A→ S. �



Thus we see for a general local ring A we have its Henselization Ah. The Henselization Ah would

inherit many properties of A, for example if A is Noetherian, Ah will also be Noetherian. We will list

these kind of permanence properties later after introducing the strict Henselization.

Notice that in the case A is Noetherian we have induced map Ah → Â and by Lemma 1.19 it is

flat hence injective. Now let Ã be the intersection of all Henselization subring H of Â containing A

such that mH = m̂ ∩H.

Proposition 1.87. The inclusion i : A→ Ã is a Henselization of A.

Proof. It is easy to see Ã is Henselian. Thus we have induced map Ah → Ã. Compose it with

the inclusion Ã → Â we see it is injective. On the other side, Ã is a subring of Ah by construction.

Hence they equal. �

Remark 1.88. The Henselization of A/J is Ah/JAh.

Every ring is a quotient of a normal ring (possibly too big to be Noetherian) and normal local

rings come naturally into discussion. In case A is normal local, let K be its fraction field and Ks a

fixed separable closure. Denote by G the Galois group of Ks over K. Then G acts on the integral

closure B of A in Ks. Let n be a maximal ideal of B lying over m and let D ⊂ G be the decomposition

group of n, i.e. D = {σ ∈ G | σ(n) = n}. Consider the D-fixed field KD
s and the integral closure BD

of A in KD
s . Then nD is a maximal ideal of BD lying over m. Let A′ be the localization of BD at nD.

Suppose A′ is not Henselian. There would exist a monic polynomial f irreducible over A′ but whose

reduction f factors into relatively prime factors. From such an f one can construct a finite Galois

extension L of KD
s such that the integral closure A′′ of A′ in L is not local. This is a contradiction

since the Galois group of L over KD
s permutes the prime ideals of A′′ lying over nD hence can not be

a quotient of D. To see A′ is the Henselization of A, note that it is a union of etale neighborhoods of

A. Thus A′ is a Henselization of A.

Example 1.89. Let k be a field and A be the localization of k[T1, . . . , Tn] at (T1, . . . , Tn). The

Henselization of A is the set of power series P ∈ k[[T1, . . . , Tn]] that are algebraic over A.

Definition 1.90. If A is Henselian whose residue field is separably closed then A is called a strictly

Henselian ring. The strict Henselization of a local ring A is a pair (Ash, i) where Ash is a strictly

Henselian ring and i : A → Ash is a local homomorphism such that any other local homomorphism

f : A→ H with H strictly Henselian extends to a local homomorphism f ′ : Ash → H and f ′ is uniquely

determined if the induced map Ash/msh → H/mH is given.

Lemma 1.91. Fix a separable closure ks of k. Then Ash is the filtered colimit of B over all

commutative diagrams

B // ks

A

OO ??

in which A→ B is etale.

If A = k is a field then Ash is any separable closure of k. If A is normal, then Ash can be

constructed the same way as Ah except the decomposition group should be replaced by the inertia

group.

Definition 1.92. Let X be a scheme and x be a geometric point. An etale neighborhood of x is a

commutative diagram

x //

��

U

��
X



where U → X is etale. Clearly OshX,x = colim Γ(U,OU ) where the colimit is taken over all etale

neighborhoods of x. We will write OX,x for OshX,x.

The next two lemmas come from Aaron Landesman, The Smooth Base Change Theorem.

Lemma 1.93. Let {Si} be an inverse system of qc schemes with affine transition maps. Then we

can define the inverse limit S = limSi. Let s ∈ S with corresponding image si ∈ Si. Then

colimOshSi,si = OshS,s

Lemma 1.94. Suppose we have a fibre product

X ′

��

// X

��
S′ // S

where X → S is finite. For any point x′ ∈ X ′ lying over s′, s, x of S′, S,X respectively we have a

natural map

OshX,x ⊗OshS,s O
sh
S′,s′ −→ OshX′,x′

and it is an isomorphism.

The next permanence properties come from 07QL.

Proposition 1.95.

a A→ Ah → Ash are faithfully flat.

b mAh = mh and mAsh = msh.

c Let P denote a property for rings. Then if P =Noetherian, reduced, normal domain then

P (A)⇐⇒ P (Ah)⇐⇒ P (Ash).

d dim(A) = dim(Ah) = dim(Ash).

e If A is Noetherian then A is regular/DVR iff Ah regular/DVR iff Ash regular/DVR.

f If A is Noetherian and p ⊂ A be a prime, then

Ah/sh ⊗A κ(p) =
∏

κ(qi)

where qi are the primes lying over p. Moreover the extensions κ(p) ⊂ κ(qi) are all separable

algebraic.

5. The Fundamental Group: Galois Coverings

The fundamental group of a general topological space X with base point x0 may be defined either as

the group of closed paths through x0 modulo homotopy equivalence, or as the automorphism group of

the universal covering space of X. The latter generalizes. Since etale being the most natural analogue

of local homeomorphism, the fundamental group of a scheme should classify the etale coverings of X.

Let X be a connected scheme and x be a geometric point. Define a functor Fx : FEt /X → Sets

where FEt /X is the category of finite etale X-schemes by setting Fx(Y ) = HomX(x, Y ) = Yx. Let

π1(X,x) = Aut(Fx). It is given the topology such that

π1(X,x) −→ Aut(Fx(Y ))

is continuous for all Y finite etale over X where the latter group is given the discrete topology. This

makes the etale fundamental group into a profinite group.

Example 1.96.

a Let X = Spec k and let x = Spec ks be a separable closure. Then finite etale maps to X are just finite

separable extensions of k hence π1(X,x) = Gal(ks/k).



b Let E be an elliptic curve over k = k with char(k) = p > 0. Then one can show that

π1(X) = limE[n] =

{
Zp ×

∏
`6=p Z2

` if E ordinary∏
`6=p Z2

` if E supersingular

c Let X = A1
k where char(k) = p > 0. Then

Hom(π1(X)ab,Fp) = H1(Xet,Fp) = coker(k[t]
x 7−→xp−x−→ k[t])

hence π1(X) is far from being topologically finitely generated.

d Let X = SpecA where A is Henselian. Let x be a geometric point over the closed point x of X. Then

the equivalence of categories FEt/X → FEt/κ(x) induces an isomorphism π1(X,x) = Gal(κ(x)). In

particular if A is strictly Henselian then the etale fundamental group is just trivial. This agrees with

the fact in topology since locally SpecOX,x is just a small ball around a point hence contractible.

e Let X = SpecK where K is the fraction field of a strict Henselian DVR A. Then X is the algebraic

analogue of a punctured disc in the plane. Serre showed that if the residue field A/m has characteristic

0 then the Galois extensions of K are exactly the Kummer extensions Kn/K where Kn = K[t1/n] with

t a uniformizer. The map

σ 7−→ σ(t1/n)/t1/n : Gal(Kn/K) −→ µn(K)

is an isomorphism. Thus

π1(X,x) = lim Gal(Kn/K) = limµn(K) = Ẑ

If the residue field has characteristic p then this is no longer true because the existence of wild ramifi-

cation. However Serre showed that any tamely ramified extension of K is still Kummer and the tame

fundamental group

πtame1 (X,x) = limp-n µn(K) = limp-n Z/nZ
In general if K is the fraction field of a DVR A then a finite separable extension L of K is called

tamely ramified if for each valuation ring B of L lying over A the residue field extension A/m ⊂ B/n
is separable and the ramification index of B/A is not divisible by p = char(A/m).

Let X be a connected normal scheme and D be a finite union of irreducible divisors on X and let

{xi} be generic points of them. Then a map f : Y → X is called a tamely ramified covering if it is

finite etale outside X−D, Y is connected and normal and R(Y )/R(X) is tamely ramified with respect

to the rings OX,xi. The tame fundamental group πtame1 is aimed to classify such coverings.

f Let X = P1
k where k is separably closed. If k = C then X is topologically a sphere and so it should

have trivial fundamental group. In general let f : Y → X be a finite etale map with Y connected.

Then by Riemann Hurwitz we see −2n = 2g − 2 ≥ −2 where n = deg(f) hence n = 1 and f is an

isomorphism. This shows that X has trivial fundamental group. The same argument shows that there

is no nontrivial map Y → P1 that is etale over A1 and tamely ramified at infinity.

g See more examples in Milne’s book.

Once the fundamental group has been constructed, the most important result is that it does classify

finite etale maps to X.

Theorem 1.97 (SGA 1). Let x be a geometric point of a connected scheme X. Then the functor

Fx defines an equivalence between the categories FEt /X and finite π1(X,x)-sets with continuous left

action.

For any finite group G and any scheme X let GX be the scheme
∐
σ∈GXσ where Xσ = X for

each σ. Then G has a natural right action on GX by requiring σ acts on Xτ to be the identity map

Xτ → Xτσ.



Definition 1.98. Let X and Y be connected. Let G be a finite group acting on Y over X. Then

Y → X is called a Galois covering with Galois group G if it is f.f. and LFT and the map

ψ : GY −→ Y ×X Y , ψ|Yσ = (id, σ)

is an isomorphism.

Remark 1.99. Y → X is Galois with Galois group G iff there is a f.f. morphism U → X locally

of finite type such that YU is isomorphic to GU with G-action, iff for any X ′ → X the map YX′ → X ′

is also Galois with Galois group G. Also any finite etale morphism Y → X of connected schemes can

be embedded into a Galois extension, i.e. there exists a Galois covering Y ′ → X which factors through

Y → X.

Let X be connected with geometric point x. By Theorem 1.97, to give an x-pointed Galois

morphism Y → X with Galois group G is the same as to give a continuous morphism π1(X,x)→ G.

Later we shall relate Galois coverings with torsors and classify them using the first etale cohomology

group.

By Theorem 1.97 we could also see that if x1 and x2 are two different geometric points then

π1(X,x1) ∼= π1(X,x2). We may choose a sequence of specializations and generalizations

y1

xx &&

y3

xx &&

yn

ww &&
x1 y2 . . . x2

and if x specializes to y then the isomorphism is given by

FEt/X

Fx

||

Fy

""

η
=⇒

π1(x)-Sets // π1(y)-Sets

where η(Y/X)(z) = z ∩ Yy.
In case we are over C, the Riemann Existence Theorem applies and we get

Proposition 1.100 (Comparison). Let X be a normal scheme over C. Then there is a natural

map

π1(Xan, xan) −→ πet1 (X,x)

for any x ∈ X(C). This map induces an isomorphism after completion.

Specialization Maps.



CHAPTER 2

Sheaf Theory

1. Presheaves and Sheaves

We shall be concerned with classes E of morphisms of schemes such that

a all isomorphisms are in E

b E is closed under composite

c E is closed under base change

The full subcategory of X-schemes whose structure morphism is an E-morphism will be denoted as

E/X.

Example 2.1. The class E of (Zar) of all open immersions, (et) of all etale morphisms of finite

type, (fl) if all flat morphisms locally of finite type. In these cases the E-morphisms are open and any

open immersion is an E-morphism.

Fix a base scheme, a class E and a full subcategory C/X and such that for any Y → X in C/X

and any E-morphism U → Y the composite U → X is in C/X. An E-covering of Y of C/X is a

family (Ui
gi−→ Y )i∈I of E-morphisms such that Y =

⋃
gi(Ui). The category C/X together with all

such coverings is called the E-site over X, denoted by (C/X)E . The small E-site is (E/X)E and

if all E-morphisms are locally of finite type, the big E-site is (LFT/X)E where LFT/X is the full

subcategory whose structure morphism is locally of finite type. A small site is the usual analogue of

a topological space and a big site is the analogue of all topological spaces and continuous maps over

a given space.

XZar denote the small (Zar)-site, Xet the small (et)-site, Xfl the big (fl)-site (LFT/X)fl.

Remark 2.2. The category C/X and the family of E-coverings satisfy

1 an isomorphism U → U in C/X is a covering

2 if (Ui → U)i is a covering and for each i, (Vij → Ui)j is a covering then (Vij → U)ij is a

covering

3 if (Ui → U)i is a covering then for any morphism V → U in C/X, (Ui ×U V → V )i is a

covering

Definition 2.3. A presheaf P on a site (C/X)E is a contravariant functor (C/X)→ Ab. Object-

wisely we can define direct sum, kernel, cokernel, product, inverse limit, direct limit on the category of

all presheaves PSh((C/X)E) and this is an abelian category. Arbitrary direct sum exists and filtered

colimit is exact. Arbitrary product exist and product preserves exactness.

Example 2.4.

a The constant presheaf for any abelian group.

b Ga where Ga(U) = Γ(U,OU ).

c Gm where Gm(U) = Γ(U,OU )∗.

d The pullback presheaf W (F ) of a sheaf F of OX-modules.

Definition 2.5. A presheaf P is a sheaf if for any covering (Ui → U)i we have

(s1) if s ∈ P (U) and s|Ui = 0 for all i then s = 0

(s2) if the family (si)i, si ∈ P (Ui) such that si|Ui×UUj = sj |Ui×UUj for all i, j then they come from some

s ∈ P (U)
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i.e. the sequence (S)

0 // P (U) //
∏
i P (Ui)

//
//
∏
i,j P (Ui ×U Uj)

is exact.

A presheaf P that satisfies (s1) is called a separated presheaf.

Proposition 2.6. Let Y be Galois over X with Galois group G. Let P be a presheaf for the etale

topology on X that takes disjoint sums to direct products. Then G acts on P (Y ) on the left and the

sequence (S) for the covering (Y → X) is canonically identified with the sequence

0 // P (X) // P (Y )
(1,...,1)

//

(σ1,...,σn)
// P (Y )n

where G = {σ1, . . . , σn}, i.e. P (X) = P (Y )G.

Proof. This follows from the definition that Y ×X Y ∼= GY . �

Proposition 2.7. Let P be a presheaf for the etale or flat site on X. Then P is a sheaf iff it

satisfies

a for any U in C/X the restriction of P to the usual Zariski topology on U is a sheaf

b for any covering (U ′ → U) with U and U ′ both affine, the sequence (S) is exact

Proof. Condition (a) implies if a scheme V =
∐
Vi then P (V ) =

∏
P (Vi). Thus if we have

a finite covering (Ui → U)i where Ui and U are all affines then by consider
∐
Ui → U we see the

sequence (S) holds for this covering.

Consider a general covering (U ′j
fi−→ U)j . Write U =

⋃
Ui as a union of affine opens. Then since

each fi is open and Ui quasi-compact, we may find finite U ′il affine opens each lying entirely in some

U ′k and such that all U ′il cover every U ′j . Consider the diagram

P (U) //

��

∏
j P (U ′j)

��

//
//
∏
j,k P (U ′j ×U U ′k)

��∏
i P (Ui)

����

//
∏
i

∏
l P (U ′il)

����

//
//
∏
i

∏
l,s P (U ′il ×Ui U ′is)

∏
ik P (Ui ∩ Uk) //

∏
ik

∏
ls P (U ′il ×U U ′js)

where the first column is exact and the second column factors through an exact sequence by condition

(a). The second row is exact by the above discussions. Then P (U) →
∏
j P (U ′j) is injective and P

is separated. Thus the bottom arrow is injective. An easy diagram chase shows the first row is also

exact. �

Corollary 2.8. For any quasi-coherent F , W (F) is a sheaf on Xfl hence Xet.

Proof. Check the condition for Proposition 2.7 using Corollary 1.31. �

Remark 2.9. Let Ga,X = X × SpecZ[T ] and Gm,X = X × SpecZ[T, T−1]. Then Ga(U) =

HomX(U,Ga,X) and Gm(U) = HomX(U,Gm,X). Hence Ga and Gm are sheaves for the flat or etale

sites by Theorem 1.29.

Definition 2.10. An object G in the category of X-schemes is a (commutative) group scheme if

there are morphisms

m : G×G→ G , ε : X → G , inv : G→ G



plays the role of multiplication, unit and inverse respectively. Equivalently if G(Y ) = HomX(Y,G)

is an abelian group for every Y and for every morphism Y ′ → Y the map G(Y ) → G(Y ′) is a

homomorphism. In particular any commutative group scheme defines a presheaf for any site on X.

Example 2.11. Suppose G is a commutative group. Then naturally one can make GX =
∐
σ∈GXσ

into a commutative group scheme where each Xσ is a copy of X.

Corollary 2.12. Any presheaf defined by a commutative group scheme on X is a sheaf for the

flat, etale and Zariski sites.

Example 2.13. Fix a field K and consider the etale site on X = SpecK. Then any scheme U

etale and of finite type over X is finite disjoint union of spectrum of finite separable field extensions

of K. Fix a separable closure Ks of K and let G = Gal(Ks/K). Denote x to be the geometric point

of Ks. Then note G acts on Ks on the left hence on x on the right.

Let P be any presheaf on Xet. Define MP = colimP (K ′) where K ′ runs through all finite sub-

extensions K ′/K of Ks/K. Then G acts on MP and MP =
⋃
MH
P where H runs through the open

subgroups of G. Hence MP is a discrete G-module.

Conversely given any discrete G-module M define

FM (U) = HomG(F (U),M) where F (U) = HomX(x, U)

then we have

a FM is a presheaf

b FM (K ′) = MH where H = Gal(Ks/K
′)

c FM (
∏
Ki) =

∏
FM (Ki) for any finite product

Lemma 2.14. FM is a sheaf.

Proof. Part (c) of the properties shows it is a sheaf in the Zariski sense. To check on affine it

suffices to take SpecL′ → SpecL where L′ ⊃ L are both finite separable field extensions of K. Let L′′

be a finite Galois extension of L containing L′ and consider the diagram

FM (L) // FM (L′)

��

//
// FM (L′ ⊗L L′)

��
FM (L) // FM (L′′)

//
// FM (L′′ ⊗L L′′)

now the bottom row is exact by Proposition 2.6 and FM (L) = (FM (L′′))Gal(L′′/L). Also FM (L) →
FM (L′) and FM (L′)→ FM (L′′) are both injective, hence the top row is exact. �

Theorem 2.15. The constructions above give equivalence between categories of sheaves on Xet

and discrete G-modules.

Proof. One check HomG(M,M ′)→ Hom(FM , FM ′) is bijective and F → FMF
is an isomorphism.

�

Remark 2.16. For any profinite group G let G-sets be the category of finite sets with a continuous

left G-action. A covering of a G-set S is just a surjective family (Si → S). Then the category of sheaves

on G-sets is equivalent to the category of discrete G-modules by sending a sheaf F to colimF (G/H)

where H runs over all open subgroups and sending M to F (S) = HomG(S,M).

In the situation where G is the Galois group of k, the functor U 7→ HomX(x, U) defines an

equivalence of categories from finite etale schemes over X to G-sets under which coverings correspond

to coverings. Thus there are equivalences of categories

{sheaves on G-sets} ∼ {sheaves on Xet} ∼ {discrete G-modules}

Actually every profinite group arises as a Galois group of fields.



Remark 2.17. Any presheaf on the etale or flat site representable by a group scheme is a sheaf.

More generally any presheaf of sets on the etale or flat site representable by a scheme is a sheaf.

One can show that on any category there is a finest topology relative to which all representable

presheaves of sets are sheaves. This is called the canonical topology. Whenever the E-topology on C/X

is coarser than the canonical topology, C/X can be embedded as a full subcategory of the category of

sheaves of sets on (C/X)E.

In some situations it may happen that all sheaves are representable or ind-representable. This is

the case for etale sheaves over a field.

Remark 2.18. Finite limits exist in the Zariski, etale and flat sites.

Remark 2.19. Sieve.

2. The Category of Sheaves

Definition 2.20. Let (C ′/X ′)E′ and (C/X)E be two sites. A morphism π : X ′ → X is a morphism

of sites if

a for any Y in C/X the fiber product Y ×X X ′ is in C ′/X ′.

b for any E-morphism U → Y in C/X the base change U×XX ′ → Y ×XX ′ is an E′-morphism.

i.e. π gives a functor C/X → C ′/X ′ taking covers to covers.

Example 2.21.

a The identity map of X defines a morphism of sites if every E-map is also an E′-map.

b We have morphisms Xfl → Xet → XZar.

c Any morphism π : X ′ → X defines a morphism π : X ′E → XE if it respects the underlying categories.

Definition 2.22. Let π : X ′E′ → XE be a morphism of sites. For any presheaf P ′ on X ′E′ we can

associate the presheaf πp(P
′) = P ′ ◦ π on XE with Γ(U, πp(P

′)) = Γ(U ×X X ′, P ′). This is called the

direct image of P ′. Clearly πp defines a functor PSh(X ′E′)→ PSh(XE).

Next we want to define the inverse image functor πp : PSh(XE)→ PSh(X ′E′) such that πp is left

adjoint to πp.

Proposition 2.23. Let C and C′ be small categories and let p be a functor C → C′. Let A be a

category with direct limits. Then the functor

(f 7−→ f ◦ p) : Fun(C′,A) −→ Fun(C,A)

has a left adjoint.

One can check Xet, XZar are all small categories. To generalize refer to universes or basically

bounded presheaves.

Leave the set-theoretical problem aside. Let πpP (U ′) = colim(g,U) P (U) where (g, U) makes a

commutative diagram

U ′
g //

��

U

��
X ′

π // X

with U → X in C/X. One can show πpP is a presheaf and πp is left adjoint to πp.

For any sites admitting finite limits (the Zariski, etale, flat sites) the colimit is filtered.

Example 2.24.

a If P is constant presheaf then πpP is also constant presheaf defined by the same group.

b If π : X ′ → X is in C/X and C ′/X ′ = (C/X)/X ′ then πpP (U ′) = P (U ′).

c If π : X → X is the identity map then πpπ
p = id.



Remark 2.25. If π is the identity map Xfl → Xet or Xet → XZar then πpGa 6= Ga in general.

Proposition 2.26. The functor πp is exact and πp is right exact. If finite inverse limits exist in

C/X or π is in C/X and C ′/X ′ = (C/X)/X ′ then πp is exact.

Proposition 2.27. If F is a sheaf so is πpF .

Slogan: stalks should be one abelian group defining a sheaf on one-point spaces.

In the etale site setting a point on X should be a geometric point. We shall discuss the stalks in

this setting.

Definition 2.28. Let x be a point of X. Let x be the spectrum of some separably closed field κ(x)

containing κ(x) and ux : x→ X denote the canonical map. For any presheaf P on Xet the stalk of P

at x is the abelian group Px = upxP (x), i.e. Px = colimP (U) where U is finite type etale over X such

that ux factors through. Clearly Px is independent of the choice of κ(x).

Remark 2.29.

a Taking stalk is exact.

b The stalk Px is acted on by Gal(κ(x)sep/κ(x)).

c If U is finite type etale over X such that ux factors through then there is associated canonical

map P (U) → Px denoted by s 7→ sx. Note that there might be several ways for ux to factor

through.

d Let Y be a scheme locally of finite type over X. If (Ui) is a filtered inverse system of X-

schemes with each Ui affine then the canonical map colimY (Ui) → Y (limUi) is an isomor-

phism. Thus if P is a sheaf defined by a group scheme G that is LFT over X then

Px = colimG(U) = G(limU) = G(OX,x)

where OX,x = OshX,x. For example (Ga)x = OX,x and (Gm)x = O∗X,x.

Proposition 2.30. Let F be a sheaf on Xet. If s ∈ F (U) is nonzero then there is some x ∈ X
and an x-point of U such that sx is nonzero.

Proof. Suppose not then we can find a covering of U to whom the restrictions of s are all zero. �

Theorem 2.31. For any presheaf P on XE there is an associated sheaf P †.

We sketch two constructions.

• In the etale site setting, if X is a geometric point then sheafification is easy. For general X,

choose x for every x ∈ X and let P ∗ =
∏
x∈X(ux)p(u

p
xP )† and φ : P → P ∗ the induced map. Then let

P † to be the intersection of all subsheaves of P ∗ containing φ(P ).

• For arbitrary site (C/X)E firstly for any U define P0(U) to be the set of all s ∈ P (U) such that

the restrictions of s are all zero for some covering of U . Then P1 = P/P0 is a separated presheaf.

Define P †(U) = colim Ȟ0(U , P1) where the filtered colimit runs over all coverings U of U and the

zeroth Cech cohomology denotes compatible family of elements in the covering.

Remark 2.32.

a The above theorem says the natural inclusion functor of sheaves into presheaves has a left adjoint

functor.

b Let π : X ′E′ → XE such that πp takes sheaves to sheaves. Then πp commutes with sheafification.

c upx takes sheaves to sheaves hence sheafification has the same stalks as the original presheaf.

Theorem 2.33.

a The inclusion functor Sh(XE)→ PSh(XE) is left exact and preserves limits, the sheafification functor

is exact and preserves colimits.



b 0 → F ′ → F → F ′′ is exact in sheaves iff exact in presheaves iff exact valuing on all U . For etale

site, iff exact after taking stalks at all geometric points.

c φ : F → F ′ is surjective morphism of sheaves iff for any s ∈ F ′(U) there is a covering (Ui → U) and

elements si ∈ F (Ui) such that φ(si) = s|Ui. For etale site, iff surjective on all stalks.

d Limits in sheaves are the same as their limits in presheaves. Colimits in sheaves are sheafification of

their colimits in presheaves.

e The category of sheaves is abelian. Arbitrary products and direct sums exist and filtered colimit is

exact.

Proof. A few facts which would be useful in the proof :

a A sheaf/presheaf in the etale site is zero iff its stalks are all zero.

b The presheaf kernel of a morphism of sheaves is its sheaf kernel. �

Example 2.34. It should be noted that arbitrary product might not be exact. Let (Mi) be a family

of discrete F -modules where G is a profinite group. Let M∗ =
∏
Mi and let M be the submodule

⋃
MH
∗

where the union runs through all open subgroups H of G. Then M is the product in the category of

discrete G-modules. If G is infinite then this gives an example of products not being exact.

Remark 2.35.

a Let (Fi) be a (pseudo)filtered system of sheaves on some site then their colimit F satisfy the sheaf

condition for all finite coverings. In some cases this is enough to show F is a sheaf.

b If X is Jacobson, i.e. every closed subset of X is the closure of its set of closed points then only

geometric points lying over closed points needed to be considered.

c The theorem above says again we can check properties of morphisms of sheaves on stalks.

Example 2.36.

a The constant sheaf on X defined by an abelian group M is the sheafification of PM . For the Zariski,

etale and flat sites it is also the sheaf defined by the constant group scheme MX . It suffices to show

that the two takes the same values on quasi-compact/affine schemes. Let π0 be the functor sending

an affine scheme to its set of connected components. Then π0 is left adjoint to the functor sending a

set T to
∐
t∈T (SpecZ)t. Thus HomX(Y,MX) = HomSets(π0(Y ),M). Then it is easy to see we have

a map from PM to MX satisfying the sheafification universal property on all quasi-compact schemes.

In particular in etale site Mx = M .

b Define a subsheaf µn of Gm by setting µn(U) = group of n-th roots of unity in Γ(U,OU ). This is the

sheaf defined by the group scheme SpecZ[T ]/(Tn − 1). Consider the Kummer sequence

0 −→ µn −→ Gm
n−→ Gm −→ 0

where the map takes n-th power. Clearly it is left exact. Note that if A is a strictly Henselian ring

such that n is a unit in A then every unit in A has an n-th root. Thus the Kummer sequence is also

exact in Sh(Xet) if the characteristic of κ(x) does not divide n for any x ∈ X.

The Kummer sequence is also exact in Sh(Xfl). For any U → X in LFT/X and u ∈ Γ(U,OU )∗

let (Ui) be a flat affine covering locally of finite type and let U ′i → Ui be the map Ai → Ai[T ]/(Tn−ui)
where Ai = Γ(Ui,OUi) and ui is the image of u to Ui. Then consider the covering (U ′i) of U .

c Let (Z/pZ)X be the constant sheaf defined by the abelian group Z/pZ where X is a scheme over Fp.
As in char p we have

T p − T =

p−1∏
i=0

(T − i)

we see

Fp[T ]/(T p − T ) ∼=
p−1∏
i=0

Fp



hence (Z/pZ)X = (SpecFp[T ]/(T p − T ))X and thus

(Z/pZ)X(U) = {a ∈ Γ(U,OU ) | ap − a = 0}

Consider the Artin-Schreier sequence of sheaves

0 −→ Z/pZ −→ Ga
F−1−→ Ga −→ 0

where F is the p-th power map. If A is strictly Henselian ring then F − 1: A → A is surjective and

so the sequence is exact for the etale and flat sites.

d Let X be a scheme of char p and let αp be the sheaf of Ga defined by

αp(U) = {a ∈ Γ(U,OU ) | ap = 0}

then αp is the sheaf defined by the group scheme Fp[T ]/(T p). The infinitesimal sequence

0 −→ αp −→ Ga
F−→ Ga −→ 0

is exact in flat site but not Zariski or etale sites.

3. Direct and Inverse Images of Sheaves

Definition 2.37. Suppose π : X ′ → X defines a morphism of sites (C ′/X ′)E′ → (C/X)E. The

direct image of a sheaf F ′ on X ′E′ is defined to be π∗F
′ = πpF

′ and the inverse image of a sheaf F on

XE is defined to be π∗F = (πpF )†. Then π∗ is left adjoint to π∗. If πp is exact then π∗ is also exact.

Remark 2.38.

a If π : X ′ → X is in C/X then π∗ is simply the restriction functor.

b If π : Xfl → Xet then π∗π
∗ = id. In general this is not true.

c Let π : X ′ → X be a morphism and G be a group scheme on X. Assume the E-topology is coarser

than the canonical topology so that G defines sheaves GX and GX′ on XE and X ′E′. The map

πpGX → GX′ sending the element of Γ(U ′, G) represented by (s, g) with g : U ′ → U and s ∈ Γ(U,G)

to sg ∈ GX(U ′) = GX′(U
′) = Γ(U ′, GX′) factors uniquely through π∗GX hence we get a canonical

map φG : π∗GX → GX′.

This map may not be an isomorphism in general. There are two important cases where φG is an

isomorphism, where π∗ is a restriction map and where G is in C/X.

d (π′π)∗ = π′∗π∗ and (π′π)∗ = π∗π
′∗

Theorem 2.39. Let π : X ′ → X be a morphism.

a For any sheaf F on Xet and any x′ ∈ X ′, (π∗F )x′ = F
π(x′). In particular if π is the canonical

morphism SpecOX,x → X then

Fx = Γ(SpecOX,x, π∗F )

b Assume π is quasi-compact. Let x ∈ X and x = Specκ(x)s. Let f : X̃ = SpecOX,x → X and

X̃ ′ = X ′ ×X X̃ then (π∗F )x = Γ(X̃ ′, (f ′)∗F ).

Proof. (a). Write x = π(x′) and we may take x = x′. The rest follows from definition.

(b). Write down the definitions and apply the next lemma. �

Lemma 2.40. Let X be a scheme and let (Yi) be a filtered inverse system of X-schemes such that

each Yi is qcqs and all transition maps are affine. Then Y = limYi exists and for any Z locally of

finite type over X we have HomX(Y, Z) = colim HomX(Yi, Z).

This is one phenomenon related to inverse limit of schemes. For future applications we also list

some other properties here. The results come from 01YT.

Lemma 2.41. Same setting as above. Let Z → Y be a morphism of finite presentation then there

exists some i and Zi → Yi of finite presentation such that Z = Zi ×Yi Y .



Lemma 2.42. Same setting as above. Suppose for some i there is a map fi : Si → Ti of qcqs

schemes over Yi whose base change to Y is affine/separated then for some i′ ≥ i the base change

fi′ is affine/separated. Moreover if f is LFT then the same holds for finite/unramified/closed im-

mersion and if f is LFP then the same holds for flat/finite locally free/smooth/etale/open immer-

sion/isomorphism/surjective and so on.

Corollary 2.43.

a Let i : Z → X be a closed immersion and F be a sheaf on Zet. Then for any x ∈ X we have

(i∗F )x = 0 if x /∈ i(Z)

(i∗F )x = Fx0 if x = i(x0), x0 ∈ Z

b Let j : U → X be an open immersion and F be a sheaf on Uet. If x ∈ j(U), x = j(x0) then

(j∗F )x = Fx0.

c Let π : X ′ → X be a finite morphism and F a sheaf on X ′et. For any x ∈ X, (π∗F )x =
∏
F
d(x′)

x′

where the product is taken over all x′ lying over x and d(x′) denotes the separable degree of κ(x′) over

κ(x). In particular if π is etale of constant degree d then (π∗F )x = F d
x′

for any x′ lying over x.

Corollary 2.44. If π is finite then π∗ is exact.

Remark 2.45. As we will see later, for a proper morphism π : X ′ → X we have (π∗F )x =

Γ(X ′x, F ).

The next example is a key ingredient to compute the cohomology of smooth curves.

Example 2.46. Let X be integral and quasi-compact. Let g : η → X be the generic point. Then

for any U → X etale we have

Γ(U, g∗Gm,η) = R(U)∗

where R(U) is the ring of rational functions on U . This is true by direct descriptions if U is quasi-

compact and in general by gluing both sides. There is a canonical injection φ : Gm,X → g∗Gm,η that on

any U is simply the inclusion Γ(U,O∗U ) → R(U)∗. This injection reduces to the affine case in which

the intersection of all minimal primes ideals is just zero. Denote the cokernel of φ by the sheaf of

Cartier divisors, DivX on Xet.

In case X is regular, Cartier divisors may be interpreted as Weil divisors. Let X1 be the set of

points of X of codimension 1, i.e. dim(OX,x) = 1 so is a DVR. The sheaf DX of Weil divisors on

Xet is defined to be
⊕

x∈X1
(ix)∗Z where Z denotes the constant sheaf. Then for any U etale over X

we have Γ(U,DX) =
⊕

u∈U1
Z. We may define a map ψ : g∗Gm,η → DX by requiring that f ∈ R(U)∗

sent to (ordu(f))u where ordu is the discrete valuation defined by OU,u. The map is well-defined and

the sequence

0 −→ Gm,X
φ−→ g∗Gm,η

ψ−→ DX −→ 0

is exact. It is called the divisor class sequence.

To see this, note that at each x the stalk sequence is

0 −→ A∗ −→ L∗ −→
⊕

Z −→ 0

where A = OX,x and L is the fraction field of A and the direct sum is taken over the primes of height

1. Since X is regular, so is A. Thus at stalks the sequence is exact.

In the special case of open immersion and closed immersion, we have more results. Consider the

situation: X is a scheme, U is an open subscheme and Z is a closed subscheme such that X = U
∐
Z

as sets. Denote the inclusion maps i : Z → X and j : U → X.

If F is a sheaf on Xet we have a canonical map F → j∗j
∗F . Apply i∗ to this we get φF : F1 =

i∗F → i∗j∗f
∗F = i∗j∗F2. Thus associated to F there is a triple (F1, F2, φF ) where F1 ∈ Sh(Zet),

F2 ∈ Sh(Uet) and φF : F1 → i∗j∗F2.



Denote T (X) to be the category of the triples above. A morphism of the triples is a pair on sheaves

commuting with the maps φ and φ′.

Theorem 2.47. There is an equivalence between the category Sh(Xet) with T (X) given by F 7→
(i∗F, j∗F, φF ).

Proof. The functor t : Sh(Xet)→ T (X) is given by F 7→ (i∗F, j∗F, φF ).

The functor s : T (X) → Sh(Xet) is given by (F1, F2, φ) 7→ s(F1, F2, φ) where s(F1, F2, φ) is the

fibre product

s(F1, F2, φ) //

��

j∗F2

��
i∗F1

i∗(φ)
// i∗i
∗j∗F2

One checks F → st(F ) is an isomorphism and more on stalks. �

If Y is any subscheme of X and F is a sheaf on Xet then we say F has its support on Y if Fx = 0

for any x /∈ Y .

Corollary 2.48. If i : Z → X is a closed immersion then the functor i∗ induces an equivalence

of category Sh(Zet) with the full subcategory of Sh(Xet) supported in i(Z).

Remark 2.49. A sequence in T (X) is exact iff the sequences of sheaves in Zet and Uet are both

exact. For example there is an exact sequence in T (X)

0 −→ (0, j∗F, 0) −→ (i∗F, j∗F, φF ) −→ (i∗F, 0, 0) −→ 0

It is possible to define extra functors

j! : Sh(Uet)→ Sh(Xet) and i! : Sh(Xet)→ Sh(Zet)

In terms of T (X), they are described together with other pushforwards and pullbacks as follows :

i∗ : (F1, F2, φ) 7→ F1 j! : F2 7→ (0, F2, 0)

i∗ : F1 7→ (F1, 0, 0) j∗ : (F1, F2, φ) 7→ F2

i! : (F1, F2, φ) 7→ kerφ j∗ : F2 7→ (i∗j∗F2, F2, 1)

j! is called extension by zero and i! is called subsheaf of sections with support on Z.

Alternatively j!F is the sheaf associated to the presheaf

V 7−→

{
F (U ×X V ) if Im(V ) ⊂ U

0 else

Proposition 2.50. We have

a i∗ a i∗ a i!, j! a j∗ a j∗
b The functors i∗, i∗, j

∗, j! are exact.

c The composites i∗j!, i
!j!, i

!j∗, j
∗i∗ are all zero.

d The functors i∗, j∗, j! are fully faithful.

e The functors j∗, j
∗, i!, i∗ preserves injectives.

Remark 2.51. If U is the empty scheme in the above setting, i.e. i : Z → X is a surjective closed

immersion, which occurs when Z is the closed subscheme of X cut out by a nilpotent ideal, then i∗ is

an equivalence of categories with quasi-inverse i∗. In fact this follows from the fact that the functor

Y 7→ Y ×X Z is an equivalence of categories of etale schemes over X to etale schemes over Z. In

particular this tells us that the reducedness property does not affect the category, hence the cohomology.

More generally if π : Y → X is any universal homeomorphism then the same is true. It is known

that π is a universal homeomorphism iff it is integral, surjective and radicial. Examples are X×k k′ →



X where k′ is a purely inseparable extension of k, or a morphism X ′ → X where X is geometrically

unibranch and X ′ is the normalization of Xred.

Remark 2.52. Let j : U → X be in C/X for some site (C/X)E. We shall show that j∗ has

a left adjoint j! with many of the properties as the special case of extension by zero functor. Let

p : C/U → C/X, p(g : Y → U) = (jg : Y → X). The functor

(f 7−→ f ◦ p) : Fun(C/X,Ab) −→ Fun(C/U,Ab)

is the just the functor jp : PSh(X) → PSh(U). Then by Proposition 2.23 we get a left adjoint

j! : PSh(U) → PSh(X). Explicitly for P ∈ PSh(U) and V ∈ C/X, j!P (V ) = colimP (V ′) where the

colimit is taken over all commutative diagrams

V ′

��

Voo

��
U // X

in C/X. The colimit breaks into

j!P (V ) =
⊕
φ

colimS(φ) P (V ′)

where φ ∈ HomX(V,U) and S(φ) is the set of squares with (V → V ′ → U) = φ. Since S(φ) contains

a final object V = V ′ we see

j!P (V ) =
⊕
φ

P (Vφ)

where Vφ is the object V
φ→ U of C/U . Thus j! is exact. Note that if j is an open immersion then

j!P (V ) = P (V ) if V → X factors through U and is zero otherwise.

Finally we define j! on sheaves to be the composite

Sh(U) −→ PSh(U)
j!−→ PSh(X)

†−→ Sh(X)

and clearly it is exact and adjoint to j∗.

We also list here some standard constructions and properties for sheaves of modules.

Let A be a sheaf of commutative rings on (C/X)E . As usual we can associate to any presheaf of

sets the free sheaf of A-module generated by it, to two sheaves of A-modules the internal hom and

tensor product with an adjunction relation. A sheaf F of A-modules on Xet is called pseudo-coherent

at a geometric point x if there exists an etale neighborhood U → X of x and an exact sequence

(A|U )m −→ (A|U )n −→ F |U −→ 0

of sheaves on Uet. Focus on stalks we have

Proposition 2.53. Let x be a geometric point of X.

a For any presheaf of sets, the stalk of the free sheaf generated at x is the free module generated

by its stalk.

b For any pseudo-coherent module, taking stalks commutes with internal hom.

c Taking stalks commutes with tensor products.

Proposition 2.54. Let π : X ′E′ → XE be a morphism of sites. Then for any sheaves of abelian

groups F on X and F ′ on X ′ we have

π∗Hom(π∗F, F ′) = Hom(F, π∗F
′)
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The general idea is to relate the etale cohomology with other cohomologies that we are more familiar

with and that we know how to compute.

1. Cohomology

Most of the results in this section is to follow the general formalism of cohomology and derived

functors. In particular we shall show that certain modules are acyclic for some functors hence we may

apply the spectral sequence.

Proposition 3.1. The category Sh(XE) has enough injectives.

Proof. This is true for any abelian category such that filtered colimits exist and are exact,

arbitrary products exist and there is a family of generators. �

Remark 3.2. The category Sh(XE) rarely has enough projective objects.

Definition 3.3. As usual we can define the derived functors H i(XE ,−), H i(UE ,−), Exti(F,−),

Ext i(F,−) and Riπ∗.

Also the inclusion functor i : Sh(XE) → PSh(XE) is left exact and its right derived functors are

written H i(XE ,−).

Remark 3.4.

a As usual for any s.e.s. of sheaves there are two long exact sequences associated in Ext groups.

b H i(XE , F ) is a contravariant functor on XE, i.e. if π∗ : Sh(XE) → Sh(X ′E′) is exact then we get

maps H i(XE , F )→ H i(X ′E′ , π
∗F ) by the universal property of derived functors.

c These derived functors are related. For example, H i(X,−) = Exti(Z,−). Also H i(X,F ) is the

presheaf U 7→ H i(U,F ).

Example 3.5. Let X = SpecK and let G = Gal(Ksep/K). If F is a sheaf on Xet corresponding to

the discrete G-module M then Γ(X,F ) = MG so H i(X,F ) = H i(G,M) is just the Galois cohomology.

Lemma 3.6. Let f : A→ B be a left exact functor of abelian categories and assume A has enough

injectives. Let T be a class of objects of A such that

a every object of A is a subobject of an object of T .

b if A⊕A′ ∈ T so is A.

c if 0→ A′ → A→ A′′ → 0 is exact and A′ and A are in T then so is A′′ and apply f we still

get an exact sequence.

Then all injectives are in T and all elements of T are f -acyclic.
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Proof. Embed injectives as direct summand into T . �

Example 3.7.

a The class of all injectives in A above satisfies the conditions for T .

b A sheaf on a topological space X is called flabby if all the restriction maps are surjective. The class

of flabby sheaves on X satisfies the conditions for T with f = Γ(X,−).

c A sheaf F on a site (C/X)E is called flabby if H i(U,F ) = 0 for all U ∈ C/X and i > 0. The class

of flabby sheaves on XE satisfies the conditions for T with f = Γ(X,−) and f = Γ(U,−) hence also

F = H0(X,−). We will see it also holds for f = π∗ so that we can use flabby sheaves to construct the

Grothendieck spectral sequence.

Proposition 3.8. For any sheaf F on XE and any U → X in C/X the groups H i(U,F ) and

H i(U,F |U ) are canonically isomorphic.

Proposition 3.9. Let π : X ′E′ → XE and let F ∈ Sh(X ′E′). Then Riπ∗F is the sheafification of

the presheaf U 7→ H i(U ′, F |U ′) where U ′ = U ×X X ′.

Corollary 3.10. If F is flabby then Riπ∗F = 0 for all i > 0.

Theorem 3.11. Let π : Y → X be a quasi-compact morphism and F be a sheaf on Yet. Let x

be a geometric point of X such that κ(x) is the separable closure of κ(x). Let X̃ = SpecOX,x and

Ỹ = Y ×X X̃ and F̃ the pullback of F to Ỹ . Then (Riπ∗F )x ∼= H i(Ỹ , F̃ ).

Proof. It follows from definition and the next lemma. �

Lemma 3.12. Let I be a filtered category and (Xi) an inverse limit of schemes over X indexed by I.

Assume all the schemes Xi are quasi-compact and all transition maps are affine. Then X∞ = limXi

exists and for any sheaf F on Xet we have

colimHp((Xi)et, F |Xi)
∼−→ Hp((X∞)et, F |X∞)

Proof. See 03Q4. �

Remark 3.13. The above lemma holds for general sites as long as we have (X∞)E′ = colim(Xi)Ei.

In particular the flat cohomology also commutes with colimits.

Remark 3.14. If π is proper then for any torsion sheaf F on Yet there is isomorphisms (Rpπ∗F )x ∼=
Hp(Yx, F |Yx).

Recall the general result for Grothendieck spectral sequence.

Proposition 3.15. Let A,B,C be abelian categories and let f : A → B, g : B → C be left exact

functors. If A,B has enough injectives and f takes injectives to g-acyclics then there is a spectral

sequence

(Rpg)(Rqf) =⇒ Rp+q(gf)

Remark 3.16. It might be beneficial to note that the E2 page is (Rpg)(Rqf) and the differential

goes in the direction (2,−1). In particular if Rn(gf) = 0 we should be carefully when concluding

Rqf = 0.

Theorem 3.17.

a (Leray spectral sequence) For any π : (C ′/X ′)E′ → (C/X)E there is a spectral sequence

Hp(XE , R
qπ∗F ) =⇒ Hp+q(X ′E′ , F )

b For any X ′′E′′
π′−→ X ′E′

π−→ XE there is a spectral sequence

(Rpπ∗)(R
qπ′∗)F =⇒ Rp+q(ππ′)∗F



Proof. Follows from the next lemma. �

We will prove this lemma in next section.

Lemma 3.18. Pushforward preserves flabby sheaves.

Remark 3.19. If π∗ is exact then π∗ preserves injectives hence we get the spectral sequences for

free.

Remark 3.20. Recall if G is a finite/profinite group, an induced module is of the form MG(N) =

{f : G → Ncontinuous} where N is an abelian group and G acts by (σf)τ = f(τσ). In case G =

Gal(ks/k) for some field k, the induced G-modules correspond exactly to those sheaves on X = Spec k

of the form u∗F where u : Spec ks → X. Clearly induced modules are flabby. For any sheaf F on Xet

the map F → u∗u
∗F is injective. Hence we may use induced resolutions to compute derived functors.

Now in general let X be a scheme and a sheaf F on Xet is called induced if it is of the form∏
x∈X(ux)∗(Fx) where Fx is a sheaf on x. Again induced modules are flabby and we can use induced

resolutions. An important fact is that every sheaf F on Xet has a canonical resolution by induced

sheaves, called its Godement resolution, which is constructed as follows :

i C0(F ) = u∗u
∗F where u :

∐
x∈X x→ X. There is a canonical map ε : F → C0(F );

ii C1(F ) = C0(coker ε). There is a canonical map d0 : C0(F )→ C1(F );

iii (inductively) Ci(F ) = C0(coker di−2). There is a canonical map di−1 : Ci−1(F )→ Ci(F ).

Then F → C•(F ) is a flabby resolution of F , functorial in F and each functor F 7→ Cn(F ) is exact.

If X is Jacobson, only closed points are needed.

Theorem 3.21 (Local-global spectral sequence for Exts). There is a spectral sequence

Hp(XE , Extq(F1, F2)) =⇒ Extp+q(F1, F2)

The proof relies on the next lemma, which will be proved in next section.

Lemma 3.22. Hom(F1,−) sends injectives to flabby sheaves.

Remark 3.23. The sheaf Extp(F1, F2) is in fact the sheaf associated to the presheaf U 7→ Extp(F1|U , F2|U ).

Now consider the situation Z
i−→ X

j←− U where j is open immersion and i is closed immersion

such that X = U
∐
Z as sets. We shall consider two related cohomology.

For any sheaf F on Xet, i∗i
!F is the largest subsheaf of F that is zero outside Z. The group

Γ(X, i∗i
!F ) = Γ(Z, i!F ) = ker(F (X)→ F (U))

is called the group of sections of F with support in Z. The functor F 7→ Γ(Z, i!F ) is left exact and

denote its right derived functors by Hp
Z(X,F ) called the cohomology groups of F with support in Z.

Proposition 3.24. For any sheaf F on Xet there is a long exact sequence

0→ (i!F )(Z)→ F (X)→F (U)→ . . .

→ Hp(X,F )→ Hp(U,F )→ Hp+1
Z (X,F )→ . . .

Proof. For any sheaf F on Xet there is an exact sequence

0→ j!j
∗F → F → i∗i

∗F → 0

now take F = Z and we get a long exact sequence

· · · → Extp(Z, F )→ Extp(j!Z, F )→ Extp+1(i∗Z, F )→ . . .

now Extp(Z, F ) = Hp(X,F ). Since HomX(j!Z, F ) = HomU (Z, j∗F ) and j∗ preserves injectives, we see

Extp(j!Z, F ) = Hp(U,F |U ). Since HomX(i∗Z, F ) = HomZ(Z, i!F ) = H0
Z(X,F ) we get Extp(i∗Z, F ) =

Hp
Z(X,F ). �



Remark 3.25. With a slight refinement we can show that for any triple V ⊂ U ⊂ X where U, V

are open subschemes and any sheaf F on Xet there is a long exact sequence

· · · → Hp
X−U (X,F )→ Hp

X−V (X,F )→ Hp
U−V (U,F |U )→ Hp+1

X−U (X,F )→ . . .

and it is functorial in the triples.

Proposition 3.26 (Excision). Let Z ⊂ X and Z ′ ⊂ X ′ be closed subschemes and let π : X ′ → X

be etale such that π|Z′ induces an isomorphism Z ′ ∼= Z and π(X ′ − Z ′) ⊂ X − Z. Then the maps

Hp
Z(X,F )→ Hp

Z′(X
′, π∗F ) are all isomorphisms.

Proof. Since π is etale, by Remark 2.52 π∗ is exact and preserves injectives. Hence it is enough

to prove for p = 0, which is a diagram chasing. �

Corollary 3.27. Let z be a closed point of X. Then Hp
z (X,F )

∼−→ Hp
z (SpecOhX,z, F ).

Next we define the cohomology groups with compact support Hp
c (X,F ). Assume the scheme X is

separated and finite type over a field k. The group of sections of F with compact support is defined

to be

Γc(X,F ) =
⋃

ker(Γ(X,F )→ Γ(X − Z,F ))

where Z runs through all closed subschemes of X which is proper over k. It is easy to see the union

of the underlying closed set of two closed subschemes proper over k is still a closed subscheme proper

over k given the reduced structure. Thus Γc(X,F ) is indeed an abelian subgroup of Γ(X,F ). The

functor Γc(X,−) is also left exact but its right derived functors might not carry enough information.

For example if X is affine then Γc(X,F ) =
⊕

x∈X closedH
0
x(X,F ) and so RqΓc(F ) =

⊕
xH

p
x(X,F ).

Instead we assume that X can be embedded j : X → X as an open subscheme of a proper scheme

X over k and define Hp
c (X,F ) = Hp(X, j!F ). For the time being the definition depends on the

embedding j.

Proposition 3.28. Let j : X → X be as above.

a H0
c (X,F ) = Γc(X,F ).

b The functors Hp
c (X,−) form a δ-functor.

c For any proper closed subscheme Z of X there is a canonical morphism of δ-functors Hp
Z(X,−)→

Hp
c (X,−).

Proof. Let j0F be the extension by 0 presheaf of F , then it is separated. Hence for any U → X

etale we have

(j!F )(U) = colimU/U Ȟ
0(U/U, j0F )

Note that for any etale covering U → X we can refine it to {U, V } where Im(U) ⊂ X and X −X ⊂
Im(V ). Thus every element in the global section H0

c (X,F ) = (j!F )(X) is represented by s ∈ F (U)

such that s|U×XV = 0. Use {U,X ×X V } to give X a covering we see s could be glued to a ∈ F (X)

with a|X×XV = 0. Thus we conclude

H0
c (X,F ) =

⋃
ker(Γ(X,F )→ Γ(V ×X X))

where V → X is etale and contains X −X in its image.

Suppose s ∈ Γc(X,F ) so that there is some proper closed subscheme Z such that s|X−Z = 0.

Then Z is closed in X and so s|V ∩X = 0 if V = X − Z. Thus s ∈ H0
c (X,F ). Conversely suppose

s ∈ H0
c (X,F ) so that s|V×X = 0 for some V . Let V ′ be the image of V , it is open in X and contains

X − X. Thus Z = X − V ′ is a proper closed subscheme in X. Since V × X → V ′ ∩ X is an etale

covering, s|V×X = 0 implies s|X−Z = 0 and s ∈ Γc(X,F ).

The long exact sequence formulation comes from j! being exact.

There is a canonical map H0
Z(X,F )→ H0

c (X,F ) and it induces maps on cohomology since derived

functors are universal. �



Remark 3.29. Let Z be a closed subscheme of X. For any sheaf on X there is an exact sequence

0 −→ j!j
∗F −→ F −→ i∗i

∗F −→ 0

where j : X − Z → X is open immersion. Thus there is a long exact sequence

· · · → Hp
c (X − Z,F )→ Hp

c (X,F )→ Hp
c (Z,F )→ . . .

More generally if X = X0 ⊃ X1 ⊃ · · · ⊃ Xr 6= ∅ is a sequence of closed subschemes of X then there is

a spectral sequence

Eq,p1 = Hp+q
c (Xp −Xp+1, F ) =⇒ Hp+q

c (X,F )

Proposition 3.30. Let A be a Noetherian ring.

a If F is a sheaf of injective A-module on Xet then Fx is an injective A-module.

b If F is pseudo-coherent at x then ExtpA(F,G)x = ExtpA(Fx, Gx).

c ExtpA(F,G) = 0 for p > 0 if F is locally free of finite rank, or if F is pseudo-coherent and G is an

injective A-module.

2. Čech Cohomology

As usual for a covering of X in the E-topology U = (Ui
φi−→ X) we can define the Čech complex

C•(U/X, P ) for any presheaf P , and denote its cohomology groups by Ȟp(U/X, P ). There is a

canonical map P (X)→ Ȟ0(U/X, P ) which is an isomorphism whenever P is a sheaf.

We have a natural analog of refinement of coverings and any refinement induces maps on coho-

mology groups (which only depends on the two coverings). Define the Čech cohomology groups of P

over X to be the filtered colimit over a suitable set of coverings. Similarly we have Ȟp(U,P ) for any

U ∈ C/X and let Ȟ
p
(XE , P ) denote the presheaf U 7→ Ȟp(U,P ).

Proposition 3.31. The functors Ȟp(U/U,−) are the right derived functors of Ȟ0(U/U,−) : PSh(XE)→
Ab for any U ∈ C/X.

Lemma 3.32. Ȟp(U/U, P ) = 0 for p > 0 if P is injective.

Corollary 3.33. The Čech cohomology groups Ȟp(X,−) compute the derived functor cohomology

Hp(X,−) on sheaves iff for every s.e.s. of sheaves there is a functorially associated long exact sequence

of Čech cohomology groups. This will be true for example if for every surjection F → F ′′ of sheaves

the map

colim(
∏

F (Ui0...ip)→
∏

F ′′(Ui0...ip))

is surjective where the limit is taken over all suitable coverings of X.

Example 3.34. Let Y → X be a finite Galois covering with Galois group G. Then there is an

isomorphism of the complex of inhomogeneous cochains of G with values in P (Y ) and the Čech complex

C•(Y/X,P ) of the covering Y → X. Thus Ȟp(Y/X,P ) is canonically isomorphic to Hp(G,P (Y )).

Proposition 3.35. Let U → X be in C/X and U be a covering of U . There are spectral sequences

Ȟp(U/U,Hq(F )) =⇒ Hp+q(U,F )

Ȟp(U,Hq(F )) =⇒ Hp+q(U,F )

Hp(X,Hq(F )) =⇒ Hp+q(X,F )

Proposition 3.36. For all U → X in C/X we have Ȟ0(U,Hq(F )) = 0 for q > 0.

Intuitively this says for any s ∈ Hq(U,F ), q > 0 there is a covering U ′ → U such that s|U ′ = 0.

Corollary 3.37. For any sheaf F and any U → X in C/X there are isomorphisms

Ȟ0(U,F ) ∼= H0(U,F )

Ȟ1(U,F ) ∼= H1(U,F )



and an exact sequence

0→ Ȟ2(U,F )→ H2(U,F )→ Ȟ1(U,H1(F ))→ Ȟ3(U,F )→ H3(U,F )

Proposition 3.38. Let F be a sheaf on XE. TFAE.

a F is flabby.

b Ȟq(U/U, F ) = 0 for all q > 0 and U → X in C/X and any cofinal systems of coverings.

c Ȟq(U,F ) = 0 for all q > 0.

Corollary 3.39.

a If F is flabby then F |U is flabby for any U → X in C/X.

b If π : X ′E′ → XE and F is flabby then so is π∗F .

c If F is injective then Hom(G,F ) is flabby for any G.

Next we consider about the relation between Čech cohomology and derived cohomology.

Proposition 3.40. Let F be a quasi-coherent OX-modules on XZar and assume X is separated.

Then there are canonical isomorphisms Ȟp(XZar, F )
∼→ Hp(XZar, F ) for all p.

Theorem 3.41. Let X be a quasi-compact scheme such that every finite subset of X is contained

in an affine open (for example X is quasi-projective over an affine scheme) and let F be a sheaf on

Xet. Then there are canonical isomorphisms Ȟp(Xet, F ) ∼= Hp(Xet, F ).

Theorem 3.42 (Hochschild-Serre spectral sequence). Let π : X ′ → X be a finite Galois covering

with Galois group G and let F be a sheaf on Xet. There is a spectral sequence

Hp(G,Hq(X ′et, F )) =⇒ Hp+q(Xet, F )

Proof. Note Γ(X ′,−)G = Γ(X,−) and Hp(G, I(X ′)) = Ȟp(X ′/X, I). �

Remark 3.43.

a The same argument shows that if F is a sheaf for the flat site then there is also a spectral sequence.

b If X ′ → X is an infinite Galois covering with Galois group G, by considering finite quotients and

taking inverse limit we still could get a spectral sequence.

Example 3.44. Let X be a regular integral quasi-compact scheme. We shall compute some of the

cohomology groups of Gm on the etale site. Recall that there is an exact sequence

0 −→ Gm,X −→ g∗Gm,η −→ DX −→ 0

so we are left to compute Hr(Xet, DX) and Hr(Xet, g∗Gm,η).

The Leray spectral sequence for iv : v → X is

Hp(X,Rq(iv)∗Z) =⇒ Hp+q(v,Z)

Note that H0(v,Z) = Z, H1(v,Z) = 0, H2(v,Z) = Hom(Gv,Q/Z). Also R1(iv)∗Z = 0. Thus

H0(X, (iv)∗Z) = Z, H1(X, (iv)∗Z) = 0, H2(X, (iv)∗Z) ↪→ Hom(Gv,Q/Z)

We have similar results for DX since the cohomology commutes with direst sums in this case.

Similarly for g : η → X the Leray spectral sequence is

Hp(X,Rqg∗Gm,η) =⇒ Hp+q(η,Gm)

Note the stalk of Rqg∗Gm,η at x is Hq(Kx,Gm) where Kx is the field of fractions of the strictly

Henselization of X at x. Thus R1g∗Gm,η = 0 by Hilbert’s 90. Write K = K(X), it follows that

H0(g∗Gm,η) = K∗, H1(g∗Gm,η) = H1(K,Gm) = 0, H2(g∗Gm,η) ↪→ H2(K,Gm)

Put the results together we get exact sequence

0→ Γ(X,OX)∗ → K∗ →
⊕
v

Z→ H1(X,Gm)→ 0



and in particular H1(X,Gm) = Cl(X) = Pic(X) = H1(Xzar,Gm).

We shall mainly focus on two special cases.

Case (a) : X is a smooth curve over an algebraic closed field k. Then Hr(Xet, DX) = 0 for r > 0.

As we would see in next chapter that in this case both K and Kv are all C1 fields so Hr(K,Gm) =

Hr(Kv,Gm) = 0 for all r > 0. Then it follows easily that Hr(X,Gm) = 0 for r > 1.

Case (b) : X is a proper smooth curve over a finite field k. Then Hr(K,Gm) = 0 for r > 2. The

class field theory for function fields implies

H2(X,Gm) = 0, H3(X,Gm) = Q/Z, Hr(X,Gm) = 0 for r > 3

Remark 3.45. When computing the stalk, the following fact might be useful : Let Y → X,Z → X

be morphisms of schemes. Then points s of Y ×X Z are in one to one correspondence with (x, y, z, p)

where x ∈ X, y ∈ Y, z ∈ Z such that y and z map to x and p is a prime ideal of OY,y ⊗OX,x OZ,z and

in addition the stalk of s is just (OY,y ⊗OX,x OZ,z)p.

Proposition 3.46 (Mayer-Vietoris). Let U, V be opens in X and let F be a sheaf on some site

(C/X)E. Then there is a long exact sequence

· · · → Hn−1(U,F )⊕Hn−1(V, F )
φ−→ Hn−1(U ∩ V, F )

−→ Hn(U ∪ V, F )→ Hn(U,F )⊕Hn(V, F )→ . . .

where φ(s, t) = s− t.

Proposition 3.47. Let A be a ring. Then the diagram commutes

ShA(Xet)
forget //

RΓ
��

Sh(Xet)

RΓ
��

A−Mods
forget // Ab

i.e. as abelian groups the cohomology in A-Mods is the same as in Ab.

3. Comparison of Topologies

Changing C/X

Proposition 3.48. Let C/X be a subcategory of C ′/X and let f : (C ′/X)E → (C/X)E be the

morphism induced by identity. Then

a The functor f∗ is exact and F → f∗f
∗F is an isomorphism for any sheaf F on (C/X)E.

b The functor f∗ is fully faithful.

c The canonical maps

H i(X, f∗F
′)→ H i(X,F ′) and H i(X,F )→ H i(X, f∗F )

are isomorphisms.

Remark 3.49. The proposition implies in particular that the small E-site gives the same coho-

mology groups as the big E-site.

Changing E

Proposition 3.50. Let E2 ⊂ E1 be two classes of morphisms satisfying the conditions at the

beginning of Chapter 2. Let C2/X be a subcategory of C1/X and let f : (C1/X)E1 → (C2/X)E2 be the

morphism induced by identity. Assume that for each U in C2/X and every covering of U in E1-topology

there is a covering of U in E2-topology that refines it. Then f∗ is exact hence H i(XE2 , f∗F )
∼−→

H i(XE1 , F ) for any F on XE1.



Example 3.51. The above proposition applies in the following cases of E2 ⊂ E1 :

affine etale ⊂ separated etale ⊂ qc etale ⊂ etale

and qc etale ⊂ smooth by Proposition 1.70, and finite type flat ⊂ flat LFT and quasi-finite flat ⊂
flat LFT by Proposition 1.38.

Noetherian Sites

Definition 3.52. A site is called Noetherian if every covering (Ui → U) has a finite subcovering,

for example if X is qc and C/X is the category of schemes of finite type over X then any class E

whose morphisms are open would give a Noetherian site.

Proposition 3.53. Let (C/X)E be a Noetherian site. Then the category of sheaves in the usual

sense is equivalent to the category of sheaves with only finite coverings taken into consideration.

Remark 3.54.

a Combine all the results together, to compute the cohomology of some sheaves on the big etale site, it

suffices to consider the small etale site with finite coverings and the covering map being affine etale.

b On a Noetherian site the presheaf colimit of a (pseudo)filtered system of sheaves is a sheaf by Remark

2.35. Cohomology commutes with (pseudo)filtered colimits.

Quasi-coherent Modules

Proposition 3.55. Let f : Xfl → XZar be the induced map from identity. Let F be a quasi-

coherent OX-module and W (F ) be the corresponding sheaf on Xfl. Then there are canonical isomor-

phisms

H i(XZar, F )
∼−→ H i(Xfl,W (F ))

Remark 3.56. The proof essentially comes from the f.f. descent. Similarly we also have H i(XZar, F )
∼−→

H i(Xet,W (F )).

Flat and Etale

Theorem 3.57. Let G be a smooth quasi-projective commutative group scheme over X, then the

canonical maps

H i(Xet, G) −→ H i(Xfl, G)

are isomorphisms.

Remark 3.58. The theorem holds if G is represented by a smooth commutative algebraic space.

This implies for any sheaf F on Xet, the canonical maps F → f∗f
∗F and H i(Xet, F )→ H i(Xfl, f

∗F )

are isomorphisms.

Etale and Complex

We first introduce an important lemma which is useful when inducting on the dimension.

Definition 3.59. A morphism f : X → S is called an elementary fibration if there is a commuta-

tive diagram

X
j //

f

""

X

f

��

Y
ioo

g

||
S

such that

a j is an open immersion dense in each fibre, and Y = X −X with i closed immersion;

b f is smooth and projective with geometrically irreducible fibres of dimension 1;



c g is finite etale and each fibre of g is nonempty.

This would imply, for example, X is dense in X and f is surjective. One should think of X as a family

of curves of same genus over S and X the same family with each curve removing the same number of

points.

An Artin neighborhood relative to S is an S-scheme X with a sequence

X = Xn
fn−→ Xn−1

fn−1−→ · · · −→ X0 = S

with each fi an elementary fibration.

Lemma 3.60. Let X be a smooth scheme over an algebraically closed field k. Then any closed

point x of X has an open neighborhood U that is an Artin neighborhood relative to k.

We also recall the Riemann Existence Theorem.

Lemma 3.61. Let X be a scheme LFT over C and let Xan be the associated complex analytic space.

The functor Y 7→ Y an gives an equivalence between the category of finite etale coverings Y/X and the

category of finite topological locally analytic isomorphism coverings of Xan.

It is quite reasonable to expect the etale cohomology and classical complex cohomology have some

relations over C since etale cohomology should be an analogue of the complex cohomology in algebraic

geometry. Just as for the fundamental groups, for nontorsion coefficient groups their behavior might

be different since π1(Xet) is profinite. For example if X is smooth proper curve of genus g over C then

H1(X(C),Z) = Z2g but

H1(Xet,Z) = Homcont.(π1(Xet,Z)) = 0

However as we shall see

H1(X(C),Z/nZ) = (Z/nZ)2g = H1(Xet,Z/nZ)

Theorem 3.62. Let X be a smooth scheme over C. For any finite abelian group M , H i(X(C),M) =

H i(Xet,M).

Sketch of proof : Induct on i.

For i = 0 we need to show X(C) and X have the same number of connected components. This

could be shown by applying the elementary fibration and inducting on the dimension.

For i = 1 the theorem says that there is a one to one correspondence between the Galois coverings

of X(C) with automorphism group M and the similar coverings of X. This is a direct corollary of the

Riemann Existence Theorem.

For i > 1 let Xan
et be the small site associated to the class of morphisms of complex analytic spaces

that are locally analytic isomorphisms. Then we have a natural map of sites Xan
et → X(C) which

induces isomorphisms on cohomology H i(Xan
et ,M) = H i(X(C),M). Also there is a map an : Xan

et →
Xet under which the inverse image of an etale covering U over X is Uan. This makes sense since

the implicit function theorem implies that Uan → Xan is a local isomorphism. Thus there is a Leray

spectral sequence

H i(Xet, R
j(an)∗M) =⇒ H i+j(Xan

et ,M)

and it remains to show Rj(an)∗M = 0 for j > 0, which follows from the next lemma. �

Lemma 3.63. Let γ ∈ H i(Xan
et , F ) for some i > 0 and F locally constant sheaf with finite fibres.

Then for any x ∈ X(C) there exists an etale morphism U → X whose image contains x and such that

γ|Uanet = 0.

Proof. We shall induct on n = dim(X). We may assume F is constant and that f : X → S is an

elementary fibration. All computations will be relative to the topology of local analytic isomorphisms.



There are Leray spectral sequences

H i(Sanet , R
jf∗F ) =⇒ H i+j(Xan

et , F ) and (Rpf∗)(R
qj∗)F =⇒ Rp+qf∗F

then j∗F is the same constant sheaf on X, R1j∗F is the pushforward of a constant sheaf on Y and

Rqj∗F = 0 for q > 1 by similar arguments as purity which would be discussed later. Also as f is

proper and smooth, Rif∗ preserves locally constant sheaves by similar arguments as smooth proper

base change which would be discussed later. It turns out that f∗F is again constant, R1f∗F is locally

constant with finite fibres and Rif∗F = 0 for i > 1. Therefore we get a long exact sequence

· · · → H i(Sanet , f∗F )→ H i(Xan
et , F )→ H i−1(Sanet , R

1f∗F )→ . . .

By induction there is an etale map U ′ → S whose image contains f(x) and such that γ|U ′anet =

γ′|U ′anet = 0 for any given γ ∈ H i−1(Sanet , R
1f∗F ) and γ′ ∈ H i(Sanet , f∗F ) with i > 1. Thus we may take

U = U ′ ×S X for some suitable U ′. �

Remark 3.64. The theorem might be generalized to varieties over C (not necessarily smooth) and

torsion sheaves on Xet.

4. Principal Homogeneous Spaces

All group schemes will be flat and locally of finite type (hence f.f.).

Definition 3.65. Let G be a group scheme over X, then an action of G on an X-scheme S is a

morphism S ×X G→ S inducing group action of G(T ) on S(T ) for every T over X. For example the

multiplication G×X G→ G defines an action of G on itself.

Proposition 3.66. Let G act on S. TFAE.

a S is f.f. and LFT over X and the morphism

S ×X G −→ S ×X S , (s, g) 7−→ (s, sg)

is an isomorphism.

b there is a covering (Ui → X) for the flat site such that S(Ui) is isomorphic to G(Ui) with its

action.

Definition 3.67. A scheme S with a G-action satisfying the equivalent conditions above is called

a principal homogeneous space or torsor for G over X. A torsor isomorphic to G itself is called a

trivial torsor.

Note that S is trivial iff S(X) is nonempty. Denote PHS(G/X) the set of all isomorphism classes

of torsors for G over X and the trivial torsors give a distinguished element. The proposition above

says every torsor is locally trivial for the flat site.

Proposition 3.68. If G is smooth/etale/proper and so on over X then so is any G-torsor.

Corollary 3.69. If G is smooth then every G-torsor is locally trivial for the etale site.

Example 3.70. If G is a commutative finite group then a G-torsor is a Galois covering of X with

Galois group G thus PHS(G/X) = Homcont.(π1(X), G).

In general to compute PHS(G/X) we need three steps. Firstly we define the concept of a sheaf

being a G-torsor and investigate which sheaf torsors are representable by schemes. Secondly we show

that the sheaf torsors are classified by certain cohomology group. Finally we compute the cohomology

group.

Definition 3.71. Let G be a group scheme over X and let S be a sheaf of sets on (LFT/X)fl with

a G-action. Then S is called a principal homogeneous space or torsor for G if it is locally trivial for

the flat site. Clearly a G-torsor scheme S defines a G-torsor sheaf, and two schemes are isomorphic

as G-torsors iff they are isomorphic as sheaf torsors.



Theorem 3.72. A G-torsor sheaf S on Xfl is representable in the following cases :

a G is affine over X.

b G is smooth and separated over X and X has dimension ≤ 1.

c G is smooth and proper over X with geometrically connected fibers and is regular.

d G is quasi-projective over X and S becomes trivial on some X ′ finite f.f. over X.

e G is an abelian scheme projective over X and S defines a torsion element of Ȟ1(Xfl, G).

Let G be a sheaf of groups on XE and let U = (Ui → X) be a covering. A 1-cocycle for U with

values in G is a family (gij ∈ G(Uij)) satisfying

(gij |Uijk)(gjk|Uijk
) = (gik|Uijk)

Two cocycles g and g′ are cohomologous if there is a family (hi ∈ G(Ui)) such that

g′ij = (hi|Uij )gij(hj |Uij )−1

this is an equivalence relation and the set of cohomology classes is written Ȟ1(U/X,G). It is a set

with a distinguished element (gij = 1). The set Ȟ1(X,G) is the direct limit over all coverings. If G

is abelian, the definition is the same as the usual Čech cohomology since filtered colimits of sets and

modules agree.

A sequence 1→ G′ → G→ G′′ → 1 of sheaves of groups is exact if for every U in C/X, G′(U) is

the kernel of G(U)→ G′′(U) and every s ∈ G′′(U) can be locally lift to a section of G.

Proposition 3.73. To any exact sequence of sheaves of groups as above there is associated exact

sequence of pointed sets

1→ G′(X)→ G(X)→ G′′(X)
d→ Ȟ1(X,G′)→ Ȟ1(X,G)→ Ȟ1(X,G′′)

Let S be a sheaf torsor for G and (Ui → X) be a flat covering that trivializes S. In particular S(Ui)

is nonempty. Choose si ∈ S(Ui) then there is a unique gij ∈ G(Uij) such that (si|Uij )gij = (sj |Uij ).
Then (gij) defines a 1-cocycle and the corresponding cohomology class is independent of the choice of

si or the isomorphic torsor. Thus S defines an element c(S) ∈ Ȟ1(X,G).

Proposition 3.74. The map S → c(S) is bijective between isomorphism classes of sheaf torsors

for G and Ȟ1(X,G) under which the trivial class corresponds to the distinguished element.

Corollary 3.75. There is a canonical injection PHS(G/X)→ Ȟ1(Xfl, G). If G is commutative,

it is also an injection PHS(G/X)→ H1(Xfl, G). If G/X satisfies (a), (b), (c) of Theorem 3.72 then

the map PHS(G/X)→ Ȟ1(X,G) is an isomorphism of pointed sets.

Remark 3.76. When G is commutative, it is possible to give a direct description of the composition

law of sheaf torsors induced by the map S 7→ c(S) and the addition on Ȟ1(Xfl, G). If S is a sheaf of

sets on which G acts then S/G is defined to be the sheaf associated to the presheaf U 7→ S(U)/G(U). If

S1, S2 are torsors then let S1∨S2 = S1×S2/G where G acts on the product by (s1, s2)g = (s1g
−1, s2g).

It is again a torsor and c(S1 ∨ S2) = c(S1) + c(S2).

Proposition 3.77 (Hilbert’s 90). The canonical maps

H1(XZar,Gm) −→ H1(Xet,Gm) −→ H1(Xfl,Gm)

are isomorphisms. In particular H1(Xet,Gm) = Pic(X).

Proof. Consider flat site for example. Let f : Xfl → XZar be the map induced by identity. It

suffices to show R1f∗Gm = 0. Taking stalk we get H1((OX,x)fl,Gm). So it follows from the next

lemma. �

Lemma 3.78. Let A be a local ring and U = SpecA. Then

H1(Ufl, GLn) = 0



Proof. Here GLn is the sheaf U 7→ GLn(Γ(U,OU )). Let α ∈ Ȟ1(Ufl, GLn). Then there is some

affine V faithfully flat of finite type over U such that α ∈ Ȟ1(V/U,GLn). Let B = Γ(V,OV ) and let

β ∈ GLn(V ×U V ) = GLn(B⊗AB) be a cocycle lift of α. Then β may be regarded as an isomorphism

(B ⊗A B)n → (B ⊗A B)n or Bn ⊗A B → B ⊗A Bn. The fact that β is a cocycle implies that (Bn, β)

is a descent data. Thus there is an A-module M with M ⊗A B = Bn. Since Bn is flat and finite over

B by descent so is A. Hence M is finite free and β is a coboundary. �

As a corollary if we take X = Spec k then H1(k,Gm) = Pic(k) = 0.

With everything interpreted into torsors, this lemma states that vector bundles on the flat or etale

site are the same as on the Zariski site. To see this recall there is a general principle :

Let T be a sheaf of sets on Xet and G = Aut(T ). Then there is a natural bijection

{isomorphism class of G-torsors} 1: 1←→ {isomorphism class of forms of T}
P 7−→ (P × T )/G

Isom(F, T )←− [ F

where a sheaf S is called a form of T if it is locally isomorphic to T .

Clearly if we take T = OnX then the forms of T are just vector bundles while the left side is

GLn-torsors.

Kummer Theory

For any scheme X and n, the Kummer sequence gives rise to

0→ µn(X)→ Γ(X,OX)∗
n→ Γ(X,OX)∗ → H1(X,µn)→ Pic(X)

n→ Pic(X)

Thus H1(X,µn) is the set (modulo isomorphism) of pairs (L, φ) where L is an invertible sheaf on

X and φ : OX
∼→ L⊗n. The image of (L, φ) in Pic(X)[n] is [L]. If L is trivial by ψ : OX → L, then

(L, φ) is the image of some a ∈ Γ(X,OX)∗ where

OX
φ−→ L⊗n

(ψ−1)⊗n−→ O⊗nX
can−→ OX

is multiplication by a−1. The µn-torsor corresponding to (L, φ) is S = SpecB where B is the coherent

OX -algebra
⊕n−1

i=0 L
⊗i with multiplication B ⊗B → B given by φ−1 ◦ can or can depends on whether

i + j ≥ n. In particular if X = SpecA is affine and there is an isomorphism ψ : A → L such that

(ψ(1))⊗n = aφ(1) for a ∈ A∗ then B = A[T ]/(Tn − a).

If n is invertible in Γ(X,OX), for example X is over a field k and n is prime to char k, then

noncanonically there is an identification µn → Z/nZ.

Now assume X is a proper smooth curve of genus g over an algebraically closed field k whose char

is prime to n. Recall Pic(X) = Pic0(X)⊕ Z and Pic0(X) = J(k) where J is the Jacobian of X. As J

is an abelian variety of dimension g, J(k)[n] = (Z/nZ)2g and J(k) is divisible. Thus we get

H1(X,Z/nZ) = (Z/nZ)2g

which agrees with the computation over C. If in addition we could show H2(X,Gm) = 0 then

H2(X,Z/nZ) = Z/nZ.

For the Artin-Schreier sequence and infinitesimal sequence we could have similar descriptions. Re-

fer to Milne’s book for more details.

Weak Mordell-Weil Theorem

The above theory has many arithmetic applications.

Theorem 3.79. Let A be an abelian variety over a number field K. For any integer n, A(K)/nA(K)

is finite.



Proof. There is an open subset U of the spectrum of the ring of integers in K such that A has

good reduction at every point of U , that is, A is the generic fibre of an abelian scheme A′ over U . We

may assume n is invertible on U . Then there is an exact sequence of sheaves on Uet

0 −→ N −→ A′
n−→ A′ −→ 0

since multiplication by n is etale on A′ by looking at each fibre. The cohomology group of the sequence

is

· · · → A′(U)
n→ A′(U)→ H1(Uet, N)→ H1(U,A′)→ . . .

Since A = A′ ×U SpecK we know A′(K) = A(K) and by valuative criterion for properness A′(K) =

A′(U). Thus it suffices to show H1(U,N) is finite. We may replace U by an open and again by a

Galois covering. Thus we are in the situation where N is constant sheaf killed by n and Γ(U,OU )

contains the n-th roots of unity. Since cohomology commutes with direst sum in this case, we may

just assume N = Z/nZ. Now consider the s.e.s.

0→ Γ(U,OU )∗/Γ(U,OU )∗n → H1(Uet,Z/nZ)→ Pic(U)n → 0

Fundamental theorems in algebraic number theory tell us that Γ(U,OU ) is finitely generated and has

finite ideal class group. Hence the middle term is also finite. �



CHAPTER 4

The Brauer Group

Our main goal in this chapter is to prove the next theorem.

Theorem. Let X be a smooth curve over an algebraically closed field and let K(X) be its function

field. For any x ∈ X closed let Kx be the fraction field of OX,x. Then we have

H i(L,Gm) = 0 for i > 0

if L = K(X) or L = Kx.

For i = 1 it follows from Hilbert’s 90. For i = 2 the group H2(L,Gm) is usually called the Brauer

group of L, classifying similarity classes of central simple algebras over L.

We will firstly generalize these notions to schemes and then prove this theorem.

1. Azumaya Algebras

In schemes what plays the role of central simple algebras over fields is called Azumaya algebras.

Definition 4.1. Let R be a local ring and A an R-algebra which is not necessarily commutative.

We assume A has an identity element and the map R→ A sending r to r ·1 identifies R with a subring

of the center of A. Let A◦ denote the opposite algebra to A, i.e. the algebra with the multiplication

reversed. Then A is called an Azumaya algebra over R if it is of finite rank as an R-module and the

map A⊗R A◦ → EndR−mod(A) sending a⊗ a′ to (x 7→ axa′) is an isomorphism.

Proposition 4.2.

a If A is an Azumaya algebra over R and R′ is a local R-algebra then A⊗R R′ is an Azumaya

algebra over R′.

b If A is free of finite rank as an R-module and A = A⊗R (R/m) is an Azumaya algebra over

R/m then A is an Azumaya algebra over R.

c If A and A′ are Azumaya algebras over R then so is A⊗R A′.
d The matrix ring Mn(R) is an Azumaya algebra over R.

Proposition 4.3 (Skolem-Noether). Let A be an Azumaya algebra over R. Every automorphism

of A as an R-algebra in of the form a 7→ uau−1 with u ∈ A∗.

Corollary 4.4. The automorphism group of Mn(R) as an R-algebra is PGLn(R) = GLn(R)/R∗.

Now let X be a scheme.

Definition 4.5. An OX-algebra A is called an Azumaya algebra over X if it is coherent as an

OX-module and for all points x ∈ X, Ax is an Azumaya algebra over Ox.

Proposition 4.6. Let A be a coherent OX-module. TFAE.

a A is an Azumaya algebra over X.

b A is locally free as an OX-module and A(x) = Ax⊗κ(x) is a central simple algebra over κ(x)

for all x ∈ X.

c A is locally free as an OX-module and the canonical morphism A⊗OX A′ → EndOX−mod(A)

is an isomorphism.
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d There is a covering (Ui → X) for the etale/flat topology on X such that for each i, A ⊗OX
OUi = Mri(OUi) for some ri.

Proposition 4.7 (Skolem-Noether). Let A be an Azumaya algebra on X. Any automorphism φ

of A is locally for the Zariski topology on X, an inner automorphism, i.e. there is a covering (Ui) of

opens in X such that φ|Ui is of the form a 7→ uau−1 for some u ∈ Γ(Ui, A)∗.

Let GLn be the presheaf S 7→ GLn(Γ(S,OS)) = Mn(Γ(S,OS))∗. Then it is representable by an

affine scheme, hence is a sheaf for the flat site or coarser topology.

Let PGLn be the presheaf S 7→ Aut(Mn(OS)). Then it is also representable hence is a sheaf for the

flat site or coarser topology. To see this note that any automorphism of Mn(OS) as an OS-algebra may

be regarded as an endomorphism of Mn(OS) as an OS-module. Thus PGLn is a subpresheaf of Mn2 .

The condition that an endomorphism be an automorphism of algebras is described by polynomials,

hence PGLn is represented by a closed subscheme of Mn2 .

As a corollary of Skolem-Noether we have

Lemma 4.8. There is a s.e.s. of sheaves of groups on XZar, Xet, Xfl

1 −→ Gm −→ GLn −→ PGLn −→ 1

We shall denote the map H1(Xet, PGLn)→ H2(Xet,Gm) by δn.

2. Brauer Groups

Definition 4.9. Let X be a scheme. The cohomological Brauer group BrCoh(X) is defined to be

H2(X,Gm)tor.

We shall try to understand BrCoh(X) geometrically by relating it with Azumaya algebras.

Definition 4.10. Let Br(X) be⋃
n

(Im δn : H1(Xet, PGLn)→ H2(X,Gm))

This should be the collection of all Azumaya algebras. However in priori we do not even know this

is a subgroup.

Note that H1(Xet, PGLn) is also the isomorphism classes of PGLn-torsors. Using Čech cohomol-

ogy we could make δn explicit. Let [T ] ∈ H1(Xet, PGLn) be a PGLn-torsor split by some U → X.

On U ×X U the descent data is given by some element in Γ(U ×X U,PGLn) satisfying the cocycle

condition. After refining U , we can lift the descent data to s ∈ Γ(U ×X U,GLn) and the cocycle

condition implies that

π∗23s ◦ π∗12s ◦ (π∗13s)
−1 ∈ Γ(U ×X U ×X U,Gm)

and this element is a 2-cocycle representing δn([T ]) ∈ Ȟ2(Xet,Gm) ↪→ H2(Xet,Gm). It is the obstruc-

tion to lifting T to a GLn-torsor.

Now to relate Azumaya algebras with PGLn-torsors recall the general principle that forms of a

sheaf T corresponds to Aut(T )-torsors. By Skolem-Noether we know the sheaf Mn(OX) has automor-

phism groups PGLn hence PGLn-torsors are the same as forms of Mn(OX) which are just Azumaya

algebras by Proposition 4.6.

Remark 4.11. Actually we also have AutX(Pn−1
X ) = PGLn hence PGLn-torsors and Azumaya

algebras also correspond to forms of Pn−1
X which are called Severi-Brauer schemes. By considering the

moduli of certain ideals in Azumaya algebra one can get Severi-Brauer scheme.

The description of δn in terms of Čech cohomology inspires the following definition.



Definition 4.12. Let U → X be an etale covering and α ∈ Γ(U ×X U ×X U,Gm) representing

[α] ∈ H2(Xet,Gm). An α-twisted sheaf is a quasi-coherent sheaf F on Uet with an isomorphism

φ : π∗1F → π∗2F such that

π∗23φ ◦ π∗12φ = α · π∗13φ

Let QCoh(U/X,α) be the category whose objects are α-twisted sheaves and morphisms are morphisms

of sheaves commuting with φ.

It is easy to see if [α] = [β] then there is an equivalence QCoh(U/X,α) = QCoh(X,β). In

particular if [α] is trivial then QCoh(U/X,α) = QCoh(X) by descent.

Proposition 4.13. Let α, β be 2-cocycles for some U/X and Gm as above.

a [α] ∈ Br(X)⇐⇒ ∃α-twisted vector bundle.

b QCoh(X,α) is an abelian category.

c there are functors

⊗ : QCoh(X,α)×QCoh(X,β)→ QCoh(X,α+ β)

Hom: QCoh(X,α)×QCoh(X,β)→ QCoh(X,β − α)

d there are functors

Symn,∧n : QCoh(X,α)→ QCoh(X,nα)

Corollary 4.14. Br(X) is a group.

Proof. Addition corresponds to tensor product of vector bundles and inverse corresponds to dual

of vector bundles. �

Proposition 4.15. Let α be a 2-cocycle for Gm. Then

[α] is trivial ⇐⇒ ∃α-twisted line bundle

Proof. In this case φ is given by some a ∈ Γ(U ×X U,Gm) and δ(a) = α. �

Corollary 4.16. Suppose E is an α-twisted vector bundle of rank n. Then [α] is n-torsion.

Proof. Consider ∧nE. �

Corollary 4.17. We have Br(X) ⊂ BrCoh(X). In particular if X = Spec k then they agree.

Now it is easy to see given α a 2-cocycle representing [α] ∈ Br(X) and an α-twisted vector bundle

E, End(E) is just the corresponding Azumaya algebra and P(E) the Severi-Brauer scheme.

Definition 4.18 (Reduced norm). Let E be an α-twisted vector bundle of rank n and End(E) be

the corresponding Azumaya algebra. Define

Nm : End(E)→ End(∧nE) = OX

given by functorial of ∧.

Proposition 4.19. Given f ∈ End(E)(X). Then f is invertible iff Nm(f) is a unit.

3. Proof of Theorem

Definition 4.20. A field k is called C1 field (quasi-algebraically closed) if any homogeneous poly-

nomial f ∈ k[x1, . . . , xn] of degree d < n has a nontrivial zero.

Theorem 4.21 (Tsen). Let k be a C1 field. Then Br(k) = 0.

Proof. Given [α] ∈ Br(k) we want to find an α-twisted line bundle. Let E be an α-twisted vector

bundle of rank n > 1. Consider the Nm : End(E)(X) → k, this gives a homogeneous polynomial in



n2-variables with degree n. Thus it admits a nontrivial solution f . Regard f ∈ End(E) and let

E′ = ker f . Then E′ is an α-twisted vector bundle of rank < n. Keep going until we will get α-twisted

line bundle. �

Thus for any C1 field k we have H2(k,Gm) = 0. For higher degrees we need to work a little bit

more.

Lemma 4.22. Any algebraic extension of C1 field is again C1.

Proof. We can assume k′/k is finite of degree m with k C1. Let f ∈ k′[x1, . . . , xn] homogeneous

of degree d < n. Then Nmk′/kf(x) is a homogeneous polynomial with coefficients in k, in nm variables

and of degree dm. Then a nontrivial zero of Nmk′/kf(x) will give rise to a nontrivial solution of f . �

Proposition 4.23. Let K be a C1 field. Then H i(K,Gm) = 0 for i > 0.

Proof. This is the standard process as in class field theory. We may reduce to the the case of

finite field extension by inflation-restriction. Then it suffices to prove for H i(L/K,Gm) for all L/K

finite separable Galois.

As K is C1, H i(L/K,Gm) = 0 for i = 1, 2 by Hilbert’s 90 and the inflation-restriction sequence.

If L/K is cyclic then the cohomology groups are 2-periodic by Tate’s theorem so we are done.

If Gal(L/K) is solvable then we can take a normal subgroup H with G/H cyclic and induct on

the size of the Galois group using inflation-restriction sequence.

In general for Gal(L/K) finite consider its p-Sylow subgroup Gp, which is solvable. Then the

restriction map H i(G,M)→
⊕

pH
i(Gp,M) is injective. �

Now let K either be the function field K(X) of a smooth curve X over an algebraically closed

field k, or the fraction field Kx of OX,x. We need to show K is C1.

Assume K = K(X). Let f ∈ K[x1, . . . , xn] be homogeneous of degree d < n. We want to find a

nontrivial zero of f in Kn. Choose an ample divisor D on X and let

Y = Γ(X,O(mD))n → Z = Γ(X,O(dmD +D′))

where the map is given by f and D′ is the poles of coefficients of f . By Riemann-Roch, as d < n and

D ample, for m large enough

dim(Y ) ∼ mn > md ∼ dim(Z)

Since f is a polynomial this is a map of affine spaces over K, hence the dimension of any nonempty

fibre is bigger than 0. Obviously 0 ∈ f−1(0) hence f−1(0) is nonempty hence we can find another

nonzero element.

For the other case where K is the fraction field of a strictly Henselian DVR, refer to Serge Lang,

On Quasi Algebraic Closure.

Here we conclude our computation results for a smooth curve X over algebraically closed field.

Theorem 4.24. Assume n is prime to char(k). If X is proper then

H i(Xet, µn) =


µn if i = 0

Pic(X)[n] if i = 1

Z/nZ if i = 2

0 if i > 2



CHAPTER 5

The Cohomology of Curves and Surfaces

Slogan: The smallest useful class of sheaves containing the finite constant sheaves and preserved

under direct images of proper morphisms is the class of constructible sheaves. The category of con-

structible sheaves is abelian and they are precisely those that can be represented by etale algebraic

spaces of finite type.

Poincare duality for curves.

Lefschetz pencil to compute the cohomology of surfaces.

1. Constructible Sheaves : Pairings

Definition 5.1. A sheaf F on Xet is called finite if F (U) is finite for all quasi-compact U . It has

finite stalks if Fx is finite for all geometric points. These two assumptions do not imply each other.

A sheaf F is locally constant if there is a covering (Ui → X) such that F |Ui is constant for all i.

Proposition 5.2. Let F be a locally constant sheaf on Xet. If F has finite stalks, then it is finite

and is represented by a finite etale group scheme F̃ over X.

Proof. Let (Ui) be a covering of X such that F |Ui is constant. Then the abelian group corre-

sponding to it must be finite. For any qc U the covering (Ui ×X U) contains a finite subcovering.

Therefore F (U) is a subgroup of a finite product
∏
F (Ui×X U) where each one is a finite group after

possibly refining the covering.

Let X ′ =
∐
Ui then F |X′ is represented by a finite etale group scheme F̃ ′/X ′. The canonical

isomorphism p∗1(F |X′)→ p∗2(F |X′) where pi are projections X ′ ×X X ′ → X ′ defines a descent datum

on F̃ ′. By fpqc descent we see F̃ ′ with its descent datum arises from a group scheme F̃ finite etale

over X. �

For convenience we shall write lcc for locally constant sheaves with finite stalks.

Remark 5.3. The proposition above has an obvious converse, the sheaf defined by a finite etale

group scheme is lcc.

Let X be connected. Recall that there is a category equivalence between finite π1(X,x)-sets and

finite etale X-schemes. By the proposition above this induces a category equivalence between finite

π1(X,x)-modules and lcc sheaves under which a sheaf F sends to its stalk Fx and a module M sends

to a sheaf F such that F (U) = Homπ1(HomX(x, U),M) for any U finite etale over X. For such F

there is a finite etale X ′ → X such that F̃ ×X X ′ is a disjoint union of X ′ and F |X′ is constant.

Actually every sheaf F on Xet can be represented by an algebraic space.

Definition 5.4. Let F be a sheaf on Xet. It is called a constructible sheaf if for every irreducible

closed subscheme Z of X there is a nonempty open U in Z such that F |U is lcc.

As mentioned before, the cohomology of nontorsion sheaf disagrees with what we expected in

complex case. Thus we shall firstly consider the category ShZ/nZ(Xet), the sheaves of Z/nZ-modules.

For a lcc sheaf F let F̌ = Hom(F,Z/nZ) called its dual sheaf. The functor F 7→ F̌ is exact and

preserves locally free sheaves. For any scheme X whose residue field characteristics are prime to n,
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µn is a locally free Z/nZ-module of rank 1. Define

(Z/nZ)(r) =


µ⊗rn if r > 0

Z/nZ if r = 0

(Z/nZ)(−r)∨ if r < 0

they are called r-th Tate twists. For any Z/nZ-module F let F (r) = F ⊗ (Z/nZ)(r). If Γ(X,OX)

admits all n-th roots of unity then F is noncanonically isomorphic to F (r) and

Hs(X,F )⊗ (Z/nZ)(r) = Hs(X,F (r))

The reason that twists come into play could be explained in three aspects, namely computation,

orientation and weights. First of all essentially almost all computable results come from our previous

results for smooth curves over algebraically closed fields, where we identify Z/nZ with µn and use the

Kummer sequence. Secondly, when showing similar results in topology over C like Poincare duality

we always need to fix an orientation, which is just an identification of µ2 with Z/2Z. Now in the

etale case over algebraically closed field, identifying µn with Z/nZ is just like choosing an orientation

among all n choices of them, and if we want to move more intrinsically we need to keep track of the

choices. See Tony Feng, Poincare duality for etale cohomology for a detailed discussion. Lastly, as we

shall see later, the twists remember different actions of Z/nZ hence will give rise to different weights.

This is important in particular when proving the Riemann Hypothesis for Weil Conjecture.

Now we shall glue cohomology of torsion sheaves and obtain some results of Q`-sheaves.

Definition 5.5. Let ` be a prime. A sheaf of Z`-modules on Xet is a projective system F = (Fn)

of sheaves such that Fn is a sheaf of Z/`n-sheaf and the transition map Fn+1 → Fn induces isomor-

phism Fn+1/`
nFn+1

∼→ Fn. Bu induction Fm/`
nFm = Fn for any m > n. The (compact supported)

cohomology of F is defined to be

Hr
(c) = limnH

r
(c)(X,Fn)

The ring Z` acts on Hr(X,F ) and on

Hom(F, F ′) = limm colimn Hom(Fn, F
′
m) = limm(Fm, F

′
m)

The sheaf F is called constructible or lcc if each Fn is.

If X is connected then π1(X,x) has a continuous action on Fx = lim(Fn)x when Fx is given the

`-adic topology, and F 7→ Fx induces an equivalence between the category of lcc Z`-sheaves and the

category of π1(X,x)-modules that are finitely generated over Z`.
Similarly we can define twists F (r) by twisting each Fn. Again if X admits all `-power roots of

unity then there are noncanonically isomorphism and the twisting commutes with cohomology.

Definition 5.6. The category of Q`-sheaves is defined to be the localization of the category of

Z`-sheaves at morphisms whose kernel and cokernel are killed by some power of `. For a Q`-sheaf F

its cohomology is defined to be the tensor product of its cohomology as Z`-sheaves with Q`.

If X is connected then F 7→ Fx⊗Q` induces an equivalence between the category of lcc Q`-sheaves

and the category of finite dimensional Q`-vector spaces on which π1(X,x) acts continuously. Hence

we get a continuous representation

ρ : π1(X,x) −→ GLn(Q`)

As π1 is compact, there is always a stable lattice hence ρ is conjugate to a representation into GLn(Z`).
The whole notions above can be generalized to a finite field extension Ω of Q` and A the integral

closure of Z` in Ω.

From now on we shall mainly focus on the sheaves of Z/nZ-modules and leave it to the reader to

check the results remain true for Z`-sheaves or Q`-sheaves. For this the following lemma is useful.



Definition 5.7. A Z`-sheaf F is called lisse if each Fn is flat and lcc.

Lemma 5.8. Let F be a lisse sheaf such that Hr(X,Fn) is finite for all r and n. Then Hr(X,F )

is finite Z`-modules and there are long exact sequences

· · · → Hr(X,F )
`s→ Hr(X,F )→ Hr(X,Fs)→ Hr+1(X,F )→ . . .

Proof. Note that the category of profinite abelian groups is dual to the category of discrete

torsion abelian groups by trivial Pontryagin duality, so inverse limits of exact sequences of finite

abelian groups are exact. Since each Fn is flat, tensoring the s.e.s.

0 −→ Z/`n `s−→ Z/`n+s −→ Z/`s −→ 0

with Fn+s we get s.e.s.

0 −→ Fn −→ Fn+s −→ Fs −→ 0

Fix s and vary n we get compatible short exact sequences. Taking cohomology for each n and passing

to inverse limit over all n we get exact sequence as desired.

As Hr(X,F ) is an inverse limit of `-power-torsion finite groups, no nonzero element of it is divisible

by all powers of `. Thus

limHr+1(X,F )[`n] = 0 and limHr(X,F )/`nHr(X,F ) = Hr(X,F )

This means Hr(X,F ) is complete Z`-module and by a Hensel’s lemma argument we see that Hr(X,F )

is generated over Z` by any subset that generates it modulo `. �

To prepare for the Poincare duality, let us discuss some pairings here. Recall that in an abelian

category A with enough injectives, ExtrA(B,C) can be interpreted as homotopy classes of maps B →
I•[r] where I• is an injective resolution of C. If B → B• is any resolution then it is also the homotopy

classes of maps B• → I•[r]. Thus we can define a canonical pairing

Extr(A,B)× Exts(B,C) −→ Extr+s(A,C)

by taking injective resolutions and compose the corresponding maps.

In particular if A is Sh(Xet) or Sh(Xet,Z/nZ) and A is Z or Z/nZ then the pairings are

Hr(X,F )× Exts(F,G) −→ Hr+s(X,G)

Also if j : X ↪→ X is an open immersion then for sheaves F and G on X we have

Exts(j!F, j!G) = Exts(F,G)

hence we get a canonical pairing

Hr(X, j!F )× Exts(F,G)→ Hr+s(X, j!G)

The Ext pairing behaves well with respect to finite etale coverings.

Lemma 5.9. Let π : X ′ → X be a finite etale map of constant degree d and X is connected. For

any sheaf F on X there is a trace map tr : π∗π
∗F → F functorial in F such that for any F ′ on X ′ the

map

HomX′(F
′, π∗F )→ HomX(π∗F

′, F ) , φ 7→ tr ◦π∗(φ)

is an isomorphism. Thus π∗ is a left adjoint to π∗, and is just π!, and tr is the adjunction map. The

composites

F → π∗π
∗F

tr→ F and Hr(X,F )→ Hr(X ′, F |X′)
tr→ Hr(X,F )

are just multiplication by d.

Proof. We may assume X ′ connected by considering its connected components. Then we may

find X ′′ → X be a Galois morphism with Galois group G which factors through X ′. Then X ′′ → X ′



is also Galois with Galois group H ⊂ G. For any U etale over X we have

Γ(U,F ) ⊂ Γ(U ′, F ) ⊂ Γ(U ′′, F )

and Γ(U,F ) = Γ(U ′′, F )G where U ′ and U ′′ are base changes of U to X ′ and X ′′. For any s ∈
Γ(U, π∗π

∗F ) = Γ(U ′, F ) we define

tr(s) =
∑

σ∈G/H

σ(s|U ′′)

then this is fixed by G hence it lies in Γ(U,F ). Clearly tr defines a map π∗π
∗F → F whose composite

with F → π∗π
∗F is multiplication by d.

If X ′ is disjoint union of d copies of X then it is obvious that HomX′(F
′, π∗F ) = HomX(π∗F

′, F )

by tr. Now since Hom is a sheaf we may pass to a finite etale covering of X, i.e. X ′′ → X. To descent

the result on X ′′ one may need proper base change to be discussed in next chapter. To show X ′′×XX ′

is also copies of X ′′ one may apply Lemma 1.72.

In

Hr(X,F )
res−→ Hr(X ′, π∗F )

∼−→ Hr(X,π∗π
∗F )

tr−→ Hr(X,F )

the composite of the first two is induced by F → π∗π
∗F and the composite of all three is induced by

(F → π∗π
∗F

tr→ F ) = [d]. �

It turns out that the condition of being finite etale of constant degree is nothing more. Actually if

f : Y → X is finite etale with X connected then
∑

y∈f−1x d(y) is constant where d(y) is the extension

degree of κ(y)/κ(x). To see this note that f is finite flat LFT map of locally Noetherian schemes hence

it is finite locally free of constant rank as X connected. Then consider f∗OY as finite free OX -module.

Taking stalks we get
∏
y∈f−1xO

d(y)
Y,y but OY,y = OX,x hence f has constant degree.

Proposition 5.10. Let π : X ′ → X be a finite etale map of constant degree d and X connected.

Suppose there is a pullback diagram

X ′

π

��

� � j′ // X
′

π

��
X �
� j // X

with π finite and j′, j open immersions. For any sheaf F on X we have

(F → π∗π
∗F

tr→ F ) = [d]

and look at stalks we have π∗j
′
! = j!π∗ hence

(j!F → π∗j
′
!π
∗F

tr→ j!F ) = [d]

If in addition X is proper then

Hr
c (X,F )

res−→ Hr
c (X ′, F |X′)

tr−→ Hr
c (X,F ) = [d]

Moreover we have

Hr
c (X ′, F ′) × ExtsX′(F

′, π∗F )

∼
��

// Hr+s
c (X ′, π∗F )

tr
��

Hr
c (X,π∗F

′) × ExtsX(π∗F
′, F )

∼

OO

// Hr+s
c (X,F )

commutes.



Proof. We only need to prove the diagram is commutative. Take injective resolutions of F and

j′!F
′ we only need to consider the diagram

Hom
X
′(Z, j′!F ′) × HomX′(F

′, π∗F )

tr
��

// Hom
X
′(Z, j′!π∗F )

tr
��

HomX(Z, j!π∗F ′) × HomX(π∗F
′, F )

∼
OO

// HomX(Z, j!F )

which is commutative by functoriality of tr. �

Ext pairings are also related to cup products.

Proposition 5.11. Let A be an abelian category with tensor products and let f1, f2, f3 be left exact

functors Sh(Xet)→ A such that any induced sheaf is fi-acyclic. Suppose that there is a morphism of

bi-functors f1(F1)⊗ f2(F2)→ f3(F1 ⊗ F2), then there is a unique family of morphisms of bi-functors

(Rrf1F1)⊗ (Rsf2F2) −→ Rr+sf3(F1 ⊗ F2)

written as (γ1, γ2) 7→ γ1 ∪ γ2 satisfying

a for r = s = 0 it is the given morphism.

b if 0→ F ′1 → F1 → F ′′1 → 0 is split-exact on stalks then for γ1 ∈ Rrf1F
′′
1 and γ2 ∈ Rsf2F2 we

have (dγ1) ∪ γ2 = d(γ1 ∪ γ2).

c if 0→ F ′2 → F2 → F ′′2 → 0 is split-exact on stalks then for γ1 ∈ Rrf1F1 and γ2 ∈ Rsf2F
′′
2 we

have γ1 ∪ (dγ2) = (−1)rd(γ1 ∪ γ2).

Example 5.12. The natural pairing

Γ(X,F1)× Γ(X,F2)→ Γ(X,F1 ⊗ F2)

induces a unique family of pairing

Hr(X,F1)×Hr(X,F2)→ Hr+s(X,F1 ⊗ F2)

Similarly we have pairings

Rrπ∗F1 ×Rsπ∗F2 → Rr+sπ∗(F1 ⊗ F2)

and

Hr
Z1

(X,F1)×Hs
Z2

(X,F2)→ Hr+s
Z1∩Z2

(X,F1 ⊗ F2)

All of them will be referred as cup products.

Remark 5.13. For any sheaves F and G on Xet and any covering U → X there is a pairing of

Čech complexes

C•(U,F )× C•(U,G)→ C•(U,F ⊗G)

that sends f = (fi0···ir) ∈ Cr(U,F ) and g = (gi0···is) ∈ Cs(U,G) to

(f ∪ g)i0···ir+s = fi0···ir ⊗ gir···ir+s
After passing to the colimit of all coverings and taking cohomology we get a pairing

Ȟr(X,F )× Ȟs(X,G)→ Ȟr+s(X,F ⊗G)

When Čech cohomology agrees with derived functor cohomology it is easy to check that these pairings

are just the cup products.

Now for any sheaves F and G on X there are canonical maps

G→ Hom(F, F ⊗G) and Hs(X,Hom(F, F ⊗G))→ Exts(F, F ⊗G)

where the second map comes from the edge morphism in the Local-Global spectral sequence. On

composing we get a canonical map Hs(X,G)→ Exts(F, F ⊗G).



Proposition 5.14. We have a commutative diagram

Hr(X,F ) × Hs(X,G)

��

// Hr+s(X,F ⊗G)

Hr(X,F ) × Exts(F, F ⊗G) // Hr+s(X,F ⊗G)

where the first line pairing is cup product and second line is Ext pairing. In the case X is an open

subscheme of a proper scheme we have similar results for compactly supported cohomology.

2. The Cohomology of Curves

Throughout this section unless otherwise specified X will be a smooth projective/proper curve

over an algebraically closed field k, whose char is prime to n. Let Λ = Z/nZ. We shall only consider

sheaves of Λ-modules and write ExtrU for ExtrShΛ(Uet)
.

Theorem 5.15 (Poincare Duality). For any nonempty open U of X there is a canonical isomor-

phism ηU : H2
c (U, µn)→ Λ.

For any constructible sheaf F on U the groups Hr
c (U,F ) and ExtrU (F, µn) are finite for all r and

zero for r > 2. The canonical pairings

Hr
c (U,F )× Ext2−r(F, µn)→ H2

c (U, µn)
ηU−→ Λ

are perfect for all r.

Proof. Step 5. As F is lcc, F is pseudo-coherent. Also µn is an injective Λ-module. By

Proposition 3.30 we are done. �

Proposition 5.16. If in addition F is lcc then Exts(F, µn) = Hs(U, F̌ (1)). If F is lcc Q`-sheaf

for ` 6= char(k) then the pairings

Hr
c (U,F )×H2−r(U, F̌ (1))→ H2

c (U,Q`(1)) = Q`

are perfect pairings of finite dimensional Q`-vector spaces.

Proof. From the Local-Global spectral sequence

Hr(U, Exts(F, µn)) =⇒ Extr+s(F, µn)

and as in the proof of the theorem Exts(F, µn) = 0 for s > 0.

For Q`-sheaves, pass to an inverse limit and tensor with Q`. �

Corollary 5.17. Let k be a finite field and let n be prime to char(k). Let X be a smooth projective

curve over k and let U be a nonempty open. Then there is a canonical isomorphism ηU : H3
c (U, µn)→ Λ

and for any lcc sheaf F the canonical pairings

Hr
c (U,F )×H3−r(U, F̌ (1))→ H3

c (U, µn)
ηU−→ Λ

are perfect pairings of finite groups.

Proof. Let Γ = Gal(ks/k) and let σ be the canonical topological generator of Γ. For any finite

n-torsion Γ-module M , H0(Γ,M) and H1(Γ,M) are respectively the kernel MΓ and cokernel MΓ of

σ − 1 and Hr(Γ,M) = 0 for r ≥ 2. Moreover if M̌ = Hom(M,Λ) then the canonical pairings

Hr(Γ,M)×H1−r(Γ, M̌)→ H1(Γ,Λ) = Λ

are perfect.

Let X and U be the base change to ks. Apply the Hochschild-Serre spectral sequence to X/X

and U/U to get s.e.s.

0 −→ Hr−1
(c) (U,F )Γ −→ Hr

(c)(U,F ) −→ Hr
(c)(U,F )Γ −→ 0



In particular H3
c (U, µn) = H2

c (U, µn)Γ
ηU−→ Λ and this is ηU . Then check the diagram

0 // Hr−1
c (U,F )Γ

∼
��

// Hr
c (U,F )

��

// Hr
c (U,F )Γ

∼
��

// 0

0 // (H3−r(U, F̌ (1))Γ)∨ // H3−r(U, F̌ (1))∨ // (H2−r(U, F̌ (1))Γ)∨ // 0

commutes and apply the five lemma. �

Remark 5.18. Let U, k, F, n be as in the setting of the theorem and assume U affine. For some

j : V ↪→ U , F |V is locally constant and a modification of Proposition 5.16 shows that H2(U, j∗(F |V ))

is dual to H0
c (U, j∗(F̌ |V )(1)) which is zero since no section of j∗(F̌ |V ) has support on a proper closed

subset of U . Since the kernel and cokernel of F → j∗j
∗F have support in dimension zero, it follows

that H2(U,F ) = 0. By a normalization argument we could show that for any U affine curve over k

not necessarily smooth and F torsion sheaf on U whose torsion is prime to char(k), we would have

Hr(U,F ) = 0 for r ≥ 2.

Remark 5.19. Recall in Remark 2.51 if U is over some field k and k′ is a purely inseparable

extension of k then the functor F 7→ F |U×kk′ is an equivalence of category of sheaves. Thus all the

results above hold if the ground field k is only separably closed.

Remark 5.20. Using class field theory, Artin and Verdier refined the proof of the theorem and

showed that if X is the spectrum of the ring of integers in a number field then there is a canonical

isomorphism η : H3(X,Gm)→ Q/Z modulo 2-torsion and for any constructible sheaf F the pairings

Hr(X,F )× Ext3−r
X (F,Gm)→ H3(X,Gm)

η−→ Q/Z

are perfect pairings of finite groups modulo 2-torsion.



CHAPTER 6

Fundamental Theorems

Slogan: A smooth proper variety of dimension d over a separably closed field behaves cohomolog-

ically like a smooth manifold of complex dimension d.

In particular we shall check the etale cohomology satisfies the requirements made in the definition

of a Weil cohomology theory, i.e. finiteness, vanishing in degree> 2d, Poincare duality, Kunneth

formula and Lefschetz fixed point formula.

1. Cohomological Dimension

Definition 6.1. Let ` be a prime. A sheaf F is (`-)torsion if for all qc U , F (U) is (`-)torsion.

The `-cohomological dimension cd`(C/X)E of a site (C/X)E is the smallest integer n or ∞ such that

H i(XE , F ) = 0 for all i > n and `-torsion sheaves.

Theorem 6.2 (Tate). If K/k is of transcendence degree n then cd`(K) ≤ cd`(k) + n.

Theorem 6.3. If X is a scheme of finite type over a separably closed field k then cd`(Xet) ≤
2 dim(X).

Proof. Induct on n = dim(X). �

Corollary 6.4. Let X be a scheme of finite type over a field k. For all ` 6= char(k), cd`(Xet) ≤
cd`(k) + 2 dim(X).

Proof. Use Hochschild-Serre spectral sequence. �

2. Proper Base Change

Theorem 6.5. Let π : X → S be a proper morphism and F ∈ Sh(Xet) be constructible. Then

Riπ∗F are constructible for i ≥ 0 and (Riπ∗F )s = H i(Xs, F |Xs) for all geometric points s.

Corollary 6.6. For π : X → S proper, the formation of Rif∗F for F constructible (torsion)

commutes with base change.

Proof. Construct a morphism using adjunction and check isomorphism on stalks. �

Key ideas for the Proper Base Change Theorem.

Step 1 Reduce to the case where π is a relative curve.

Step 2 Devissage to the case where F = µn.

Step 3 Consider the exact sequence

0→ π∗µn → π∗Gm → π∗Gm → R1π∗µn → R1π∗Gm → R1π∗Gm → R2π∗µn → 0

where the vanishing of higher direct image for Gm is the relative analogue of the result for

curves over algebraic closed field.

Goal Show Riπ∗µn is representable by quasi-finite S-schemes. Via Grothendieck, the geometric

input is that R1π∗Gm = Pic(X/S) is representable by LFT S-scheme. The sheaf Pic(X/S)

is the sheafification of the presheaf

T 7−→ {line bundles on XT }/{π∗T {line bundles on T}}
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Then we are left to study

ker(Pic(X/S)
[n]−→ Pic(X/S)) and coker(Pic(X/S)

[n]−→ Pic(X/S))

and these two are both representable by scheme-theoretic kernel/cokernel which are quasi-

finite S-schemes. This follows from the structure theory that the identity component is

divisible.

3. Finiteness

4. Smooth Base Change

For any scheme X let char(X) denote the set of primes occurring as charκ(x) for some x ∈ X.

The torsion of a sheaf F is prime to char(X) if p : F → F is injective for all p ∈ char(X) nonzero.

Theorem 6.7 (Smooth Base Change Theorem). Consider a fibre product

Y ′
g′ //

π′

��

Y

π

��
X ′

g // X

with g smooth and π qc. Then for any Torsion sheaf F on Yet whose torsion is prime to char(X) the

natural base change morphism

g∗(Riπ∗F ) −→ Riπ′∗(g
′∗F )

is an isomorphism.

Corollary 6.8. Let π : Y → X be proper and smooth and F lcc sheaf on Yet whose torsion is

prime to char(X). Then Riπ∗F is lcc. In particular if X is connected then the groups H i(Yx, F |Yx)

are all isomorphic.

Proof. We first give a criterion for constructible sheaves to be lcc.

Let x1 ∈ X and x0 specialize x1, i.e. x0 ∈ {x1}. Choose geometric points x1 and x0. Then for any

sheaf G on Xet we can have a cospecialization map Gx0 → Gx1 if we can treat etale neighborhoods of

x0 as etale neighborhoods of x1 in a compatible way. Claim if G is constructible, then it is lcc iff all

cospecialization maps are isomorphisms.

Now by proper base change we know Riπ∗F is already constructible. It suffices to show all

cospecialization maps are isomorphisms. Fix a pair x0 and x1 then we can find a strictly Henselian

normal ring A with separably closed field of fractions and a morphism SpecA → X sending the

generic point to x1 and closed point to x0 such that the cospecialization map on SpecA induced by

the inclusion of A into its field of fractions comes from the given cospecialization map. Since π is

proper Riπ∗F commutes with base change hence we may assume X = SpecA. Denote Y1 the generic

fibre of Y → X then (Riπ∗F )x1 = H i(Y1, F ) and (Riπ∗F )x0 = H i(Y, F ) hence we only need to show

that the restriction H i(Y, F )→ H i(Y1, F ) is an isomorphism.

Consider the commutative diagram

Y1
g′ //

π1

��

Y

π

��
x1

g // X

By Leray spectral sequence for g′ it suffices to show

g′∗g
′∗F = F , Rig′∗(g

′∗F ) = 0 i > 0



These conditions are local on Yet hence after taking an etale covering we may assume F is constant,

F = MY for some finite abelian group M . Apply the smooth base change to this diagram we get

π∗(Rig∗Mx1) = Rig′∗MY1

Since X is normal, g∗Mx1 = MX . Since x1 is separably closed, Rig∗ = 0 for i > 0. This finishes the

proof. �

Corollary 6.9. Let k ⊂ K be two separably closed fields and X a scheme over k. Then for any

torsion sheaf F whose torsion is prime to char k we have H i(X,F ) = H i(XK , F |XK ).

Proof. We may replace these fields by their algebraic closures. Then K = colimAi where Ai is

smooth k-algebras. �

With these two corollaries we can somehow treat the `-etale cohomology of varieties in charac-

teristic p where ` 6= p. Now given any smooth proper variety X over k of char p, the general idea

is :

Step 1: Try to lift it to char 0, i.e. find some DVR R with R/m = k and smooth proper R-scheme

X with Xk = X. The obstruction for formal lifting lives in H2(X,TX) and the obstruction for lifting

formally ample line bundles lives in H2(X,OX). It is known that the lift exists for curves, abelian

varieties, K3 surfaces(Deligne) and hypersurfaces and complete intersections in Pn.

Step 2: Compute the cohomology of XK where K = FracR. By smooth proper base change we

know these cohomologies are related to Xk = X. Then reduce to XK . Let L be the algebraic closure

of Q adding all the coefficients defining X then we have inclusions L ⊂ K and L ⊂ C. Then reduce

to XL and XC and use Artin comparisons.

Before diving into the technical proof we first think about what would happen topologically. By

the structure theorem of smooth morphisms we know locally the smooth morphism is of the form

X × (open ball) → X hence by homotopy equivalence the cohomology does not change. This is the

idea for the acyclic morphism defined below.

Definition 6.10. A morphism g : Y → X is called n-acyclic for some n ≥ −1 if for all X ′

etale of finite type over X and torsion sheaf F on X ′ whose torsion is prime to char(X) the map

H i(X ′, F ) → H i(Y ′, F |Y ′) is an isomorphism for 0 ≤ i ≤ n and injective for i = n + 1 where

Y ′ = X ′ ×X Y .

The morphism g is called acyclic if it is n-acyclic for all n and is called universally (n-)acyclic if

gX′ is (n-)acyclic for all X-schemes X ′.

The morphism g is called (universally) locally (n-)acyclic if for every geometric point y of Y the

map g̃ : Ỹ = SpecOY,y → X̃ = SpecOX,y is (universally) (n-)acyclic.

From the Leray spectral sequence for g′ : Y ′ → X ′ we see g being n-acyclic is equivalent to

F
∼−→ g′∗g

′∗F and Rig′∗(g
′∗F ) = 0 for 1 ≤ i ≤ n if n ≥ 0, or F → g′∗g

′∗F is injective if n = −1. Also

the case n = −1 is needed for induction argument and it is actually a surjectivity condition since any

surjective map is (−1)-acyclic and any qc (−1)-acyclic map is surjective.

Lemma 6.11. A morphism g : Y → X is n-acyclic iff the definition condition holds for any X ′

quasi-finite over X.

Proof. One direction is clear. For the converse it suffices to show F ∼= g′∗g
′∗F and (Rig′∗)g

′∗F = 0

for i ≤ n assuming n ≥ 0.

Firstly we shall need a sublemma.



Sublemma : If f : X ′ → X is quasi-finite then there is a family of commutative diagrams

X ′i
fi //

h′i

��

Xi

hi

��
X ′

f // X

in which fi is finite and hi is qc etale and {h′i} is a covering of X ′et.

Proof. Fix any x′ ∈ X ′ and let x = f(x′). Let X̃ = SpecOhX,x and X̃ ′ = X̃ ×X X ′. By equivalent

criteria for Henselian rings we can find an open subscheme Ũ of X̃ ′ whose image in X ′ contains x′ and

Ũ is finite over X̃. As X̃ = limUv with Uv etale over X, one can see that for some v there is an open

subscheme Ux′ of Uv ×X X ′ finite over Uv and Ũ = X̃ ×Uv Ux′ . Then just take all such Uv and Ux′ .

�

By the sublemma we can assume f : X ′ → X is finite. According to proper base change theorem

g∗f∗F = f ′∗g
′∗F and so

H0(X ′, F ) = H0(X, f∗F )→ H0(Y, g∗f∗F ) = H0(Y, f ′∗g
′∗F ) = H0(Y ′, g′∗F )

is isomorphism if g is 0-acyclic. Similarly we have H0(U,F |U ) = H0(U ′, (g′∗F )|U ′) for any U qc etale

over X ′. Hence F = g′∗g
′∗F . This argument also applies if g is only (−1)-acyclic.

If n ≥ 1 then since f∗ and f ′∗ are exact we have

f∗(R
ig′∗)g

′∗F = Ri(fg′)∗g
′∗F = Ri(gf ′)∗g

′∗F = (Rig∗)f
′
∗g
′∗F = (Rig∗)g

∗f∗F

which is zero for i ≤ n by considering f∗F on Xet. It follows that (Rig′∗)g
′∗F = 0 for i ≤ n. �

Lemma 6.12. A morphism g : Y → X is locally n-acyclic iff for any diagram of pullbacks

Y ′′
f ′ //

g′′

��

Y ′
j′ //

g′

��

Y

g

��
X ′′

f // X ′
j // X

with j etale of finite type and f quasi-finite and any torsion sheaf F on X ′′et whose torsion is prime to

char(X) the base change morphism

g′∗Rif∗F −→ Rif ′∗(g
′′∗F )

is an isomorphism for i ≤ n and injective for i = n+ 1.

Proof. Suppose g is locally n-acyclic. For any geometric point y′ of Y ′ let x′ = g′(y′) and x′ = y′

and consider the diagram

Ỹ ′′
f̃ ′ //

g̃′′

��

Ỹ ′

g̃′

��

X̃ ′′
f̃ // X̃ ′

where X̃ ′ = SpecOX′,x′ , Ỹ ′ = SpecOY ′,y′ , X̃ ′′ = X ′′ ×X′ X̃ ′ and Ỹ ′′ = Y ′′ ×Y ′ Ỹ ′ = Ỹ ′ ×
X̃′ X̃

′′. Then

(g′∗(Rif∗F ))y′ = (Rif∗F )x′ = H i(X̃ ′′, F |
X̃′′) and (Rif ′∗(g

′′∗F ))y′ = H i(Ỹ ′′, F |
Ỹ ′′)

Since g̃′ is n-acyclic and f̃ is quasi-finite the map

H i(X̃ ′′, F |
X̃′′) −→ H i(Ỹ ′′, F |

Ỹ ′′)



is bijective for i ≤ n and injective for i = n+ 1.

Conversely we may assume X affine. Let g̃ : Ỹ → X̃ correspond to a geometric point y of Y .

We must show that for any X̃ ′ etale of finite type over X̃ and F some torsion sheaf on X̃ ′et the map

H i(X̃ ′, F ) → H i(Ỹ ′, F |
Ỹ ′) satisfies the properties. Write X̃ = limXv with Xv affine and etale over

X. Then for some v0 we can find some X ′0 → X0 etale of finite type such that X̃ ′ = X ′0 ×X0 X̃. Then

X̃ ′ = limX ′v and denote hv : X̃ ′ → X ′v. Now the sheaf F on X̃ ′ is a direct limit of constructible sheaves

and any constructible sheaf on X̃ ′ comes from the pullback of a sheaf on X ′v for some v. Hence we

may assume F is of the form h∗0F0 for some F0 on X ′0. Now apply the hypothesis to the diagram

Y ′0
f ′ //

g′0

��

Y0
//

g0

��

Y

g

��
X ′0

f // X0
// X

we find that g∗0(Rif∗F0) → Rif ′∗(g
′∗
0 F0) is bijective for i ≤ n and injective for i = n + 1. But

y can be regarded canonically as a geometric point of Y0 so taking stalks at y gives relations for

H i(X̃ ′, F )→ H i(Ỹ ′, F |
Ỹ ′). �

Corollary 6.13. A morphism g : Y → X that is LFT is locally n-acyclic if g̃ is n-acyclic for all

y such that y is closed in its fibre.

Corollary 6.14. If g is universally locally acyclic then we have the base change theorem.

Proof. Firstly assume π is compactifiable, for example affine of finite type. Then the diagram

becomes

Y ′
g′ //

j′

��

Y

j

��
Y
′ g //

π′

��

Y

π

��
X ′

g // X

where j is open immersion and π is proper. Then

g∗Riπ∗(R
jj∗F ) = (Riπ′∗)g

∗(Rjj∗F ) = (Riπ′∗)(R
jj′∗)(g

′∗F )

by proper base change and the local acyclicity for g. This proves the lemma because we have commu-

tative diagram of spectral sequences

g∗Riπ∗(R
jj∗F )

∼ //

��

(Riπ′∗)(R
jj′∗)(g

′∗F )

��
g∗Ri+jπ∗F // Ri+jπ′∗(g

′∗F )

Since the proposition is local on X we may just assume X is affine. For any V open affine of Y or an

open of an open affine we can write V = limVi where each Vi is affine and of finite type over X or

an open of such a scheme. Since each Vi is compactifiable the result holds for Vi and since the higher

direct images commute with certain inverse limits we know the result holds for V as well. Then apply

the Mayer-Vietoris sequence to conclude. �



We are now left to show smooth maps are universally local acyclic. First we need a criterion for

acyclicity.

Proposition 6.15. If g : Y → X is qc and locally (n − 1)-acyclic such that all geometric fibres

Yx → x with κ(x) algebraic over κ(x) are n-acyclic, then g is n-acyclic.

We only sketch the proof. Consider sheaves on X ′ being the pushforward from a geometric point.

Then reduce to the geometric point to show the results for such sheaves. In general any constructible

sheaf on X ′ can be embedded into a finite direct sum of sheaves pushing forward from geometric points

and use the previous argument.

Corollary 6.16. A morphism g : Y → X is locally acyclic if for any geometric point y of Y and

x of X̃ such that κ(x) algebraic over κ(x) the geometric fibre Ỹx → x is acyclic.

Theorem 6.17. Any smooth morphism is locally acyclic and hence universally locally acyclic.

Proof. Locally any smooth morphism factors into

Y
g0−→ AnX

g1−→ An−1
X → · · · → A1

X
gn−→ X

where g0 is etale. Clearly composition of locally acyclic morphisms is locally acyclic. Thus we only

need to show each gi is locally acyclic. For g0 this is trivial. Hence we may assume Y is the affine line

over X.

Let y be a point of Y closed in its fibre and x = g(y). Assume κ(y) = κ(y)sep and κ(x) is the

separable closure of κ(x) in κ(y). We must show that for any geometric point z of X̃ = SpecOX,x
with κ(z) algebraic over κ(z) the geometric fibre Ỹz → z of g̃ : Ỹ = SpecOY,y → X̃ is acyclic. We may

replace X by X̃ = SpecA with A = OX,x strictly Henselian and then Y = SpecA[T ] and y is a closed

point of the closed fibre A1
κ(x) of Y → X. Note κ(y) could either be the same as κ(x) or be a finite

purely inseparable extension. After a suitable base change we may kill the purely inseparable extension

since it does not affect the cohomology. Hence we may assume y corresponds to a rational point of

the closed fibre and after a translation we may assume Ỹ = A{T} where A{T} is the Henselization of

A[T ] at the ideal generated by maximal ideal of A and T . Thus it suffices to show if A is Henselian

then any geometric fibre of SpecA{T} over A is acyclic.

Finally to finish the proof we apply the computation results for curves over separably closed fields

plus some extra argument to reduce to the case of A being excellent. Details omitted. �

5. Purity

6. The Weak Lefschetz Theorem

7. Kunneth Formula

We want to build up the Kunneth Formula for Z` or Q` sheaves. As usual we look into Z/`nZ
sheaves first. Before stating the main theorem let us recall some background facts from derived

categories.

Let Λ be a finite/torsion ring and consider the ringed site (Xet,Λ) and the category of sheaves of

Λ-modules on this site, denoted by ShΛ(Xet). Denote D(X) for the derived category of ShΛ(Xet).

Then we have

Facts :

1 ShΛ(Xet) is a Grothendieck abelian category. In particular there exists K-flat resolutions

(06YL):

For any complex F • there exists a K-flat complex P • whose terms are flat modules and

a morphism P • → F • which is termwise surjective and quasi-isomorphism;

and K-injective resolutions (079P):



For any complex F • there exists a K-injective complex I• whose terms are injective

modules and a morphism F • → I• which is termwise injective and quasi-isomorphism.

2 We have the derived tensor product −⊗L − in D(X).

3 For any morphism f : (Xet,Λ) → (Yet,Λ) we have the derived pushforward Rf∗ and derived

pullback Lf∗ between D(X) and D(Y ) and Lf∗ is left adjoint to Rf∗ (09T5) and Lf∗

preserves K-flat complexes. Actually since the structure sheaf of rings is always Λ, pullback

is exact so Lf∗ is just f∗.

Let S be a qc scheme and f : X → S be a compactifiable morphism (separated of finite type,

0F41) with a compactification X
j
↪→ X

f−→ S. For any complex of sheaves F • on X write Rcf∗F
• for

Rf∗(j!F
•). By definition this is f∗I(j!F

•) where I(G•) is any K-injective resolution of G•. This is

well-defined up to a quasi-isomorphism.

Suppose S qc and f : X → S and g : Y → S are compactifiable. Then we have a commutative

diagram

X ×S Y
lL

ι

zz
q

  

� _

k

��

X ×S Y

p′

||

� r

i′

$$
X � q

i

""

X ×S Y

p

zz

q

""
h

��

Yo O

j

��
X

f
%%

Y

g

{{
S

Given any complex of sheaves F on X and G on Y we want to construct a canonical map in derived

categories

Rcf∗F ⊗L Rcg∗G −→ Rch∗(F �L G)

where F �L G = p∗F ⊗L q∗G. By definition this is a map

Rf∗(i!F )⊗L Rg∗(j!G) −→ (Rh∗)k!(p
∗F ⊗L q∗G)

Use the adjunction h
∗ a Rh∗ and the fact that (derived) pullback commutes with derived tensor

product it suffices to show

k!(p
∗F ⊗L q∗G)

∼−→ p∗i!F ⊗L q∗j!G

where this map comes from adjunction (−)! a (−)∗. Note that taking stalks is actually a pullback.

Hence we may check on stalks to show it is an isomorphism. More precisely, take a K-flat resolution

T of F . Then p∗T is again a K-flat resolution of p∗F . Moreover i!T is also K-flat resolution of i!F

since i! is exact and we can check by definition of acyclicity on stalks.

The main theorem is as follows.



Theorem 6.18 (Kunneth Formula). Consider the diagram

X ×S Y
p

~~

q

  
h

��

X

f
  

Y

g

~~
S

where S is qc and f, g compactifiable. Let F and G be complex of sheaves on X and Y . Then the

natural map in derived categories

Rcf∗F ⊗L Rcg∗G −→ Rch∗(F �L G)

is a quasi-isomorphism.

Proof.

Rcf∗F ⊗L Rcg∗G
[1]−→ Rcf∗(F ⊗L f∗Rcg∗G)

[2]−→ Rcf∗(F ⊗L Rcp∗(q
∗G))

[3]−→ Rcf∗(Rcp∗(p
∗F ⊗L q∗G))

[4]−→ Rch∗(p
∗F ⊗L q∗G)

�

Next we will explain what are these quasi-isomorphisms [1], [2], [3], [4].

Lemma 6.19 (0F0G). Let f : X → Y be a proper morphism. Then for any E ∈ D(Xet,Z/nZ),K ∈
D(Yet,Z/nZ) the natural map

Rf∗E ⊗L K −→ Rf∗(E ⊗L f∗K)

is a quasi-isomorphism.

Sketch of proof : Take stalks and use proper base change (0F0C) to reduce to the case where Y is

separable closed field and X has finite cohomological dimension (095U). Then apply principal 09PB

and reduce to show derived pushforward commutes with direct sums. This follows from 09Z1 and

07K7. Check these tags and make sure you believe in what is happening here! �

Corollary 6.20 (Projection Formula). Let f : X → S be compactifiable with S qc. For any

F ∈ D(Xet,Z/nZ) and G ∈ D(Set,Z/nZ) the natural map in derived categories

Rcf∗F ⊗L G −→ Rcf∗(F ⊗L f∗G)

is a quasi-isomorphism.

Proof. Let X
i
↪→ X

f−→ S be a compactification. Then by the lemma above

Rcf∗F ⊗L G = Rf∗(i!F )⊗L G
qis−→ Rf∗(i!F ⊗L f

∗
G)

so it suffices to show the natural map

i!(F ⊗L i∗H) −→ i!F ⊗L H

is a quasi-isomorphism for any H ∈ D(Xet,Z/nZ). This can be checked on stalks. �

Proof of [1], [3] : Apply this corollary with Z/nZ replaced by Λ.



�

Lemma 6.21 (0F0C). Consider a Cartesian diagram

X ′
g′ //

f ′

��

X

f

��
Y ′

g // Y

where f is proper. For any E ∈ D(Xet,Z/nZ) the natural morphism

g∗Rf∗E −→ (Rf ′∗)g
′∗E

is a quasi-isomorphism.

Sketch of proof : Use 0A3V to show fibres have bounded dimension. Apply 095U to show the

pushforwards have finite cohomological dimension. Take a K-injective resolution and use the usual

proper base change theorem to show we can compute both sides using this resolution (07K7). Apply

again the usual proper base change theorem. �

Proof of [2] : (See the commutative diagram before the theorem).

f∗Rcg∗G = f∗Rg∗j!G
∼−→ Rp′∗(qi

′)∗j!G = Rp′∗ι!q
∗G = Rcp∗q

∗G

where the third equality comes from the fact that base change commutes with extension by zero

(check on stalks). �

Lemma 6.22. Consider a Cartesian diagram

U �
� i′ //

f ′

��

X

f

��
V �
� i // Y

where f is proper. Then for any complex of sheaves G on U the natural map

i!Rf
′
∗G −→ (Rf∗)i

′
!G

is a quasi-isomorphism.

Sketch of proof : Take a K-injective resolution I of G and check that if I is an injective object

then Rnf∗i
′
!I = 0 for n > 0. This can be shown by taking stalks and applying the usual proper base

change theorem. Then by 095U and 07K7 we can compute both sides using I. Again the usual proper

base change theorem shows that i!f
′
∗I → f∗i

′
!I is termwise isomorphism. �

Proof of [4] : It is enough to show if f : X → Y and g : Y → Z are compactifiable thenRcg∗Rcf∗
∼−→

Rc(gf)∗.



Consider the commutative diagram

X �
� i //

f

��

U �
� k //

f

��

X

h
��

Y �
� j //

g

��

Y

g
��

Z

where Y is a compactification of Y over Z and X is a compactification of X over Y and U is the fibre

product Y ×Y X.

Then Rcg∗Rcf∗ = Rg∗j!Rf∗i!
∼−→ Rg∗Rh∗k!i! = R(gh)∗(ki)! = Rc(gf)∗ where the second equality

comes from the lemma above. �

Remark 6.23. All the results/lemmas above involving a tag can be essentially reduced to these two

facts :

a (0A3V,095U) If f is proper then f∗ has finite cohomological dimension on torsion abelian sheaves.

b (07K7) If F left exact and RnF = 0 for some n then every complex of right F -acyclic objects computes

RF .

Next we will introduce some explicit corollaries and a few variations of the Kunneth Formula.

Corollary 6.24. If F and G are acyclic above and in addition Rrcf∗F is flat for all r then there

are canonical isomorphisms ⊕
r+s=m

Rrcf∗F ⊗Rscg∗G
∼−→ Rmc h∗(F �L G)

Proof. In general if F • and G• are acyclic above complexes then there is a spectral sequence

Er,s2 =
⊕
i+j=s

TorΛ
−r(H

i(F •), Hj(G•)) =⇒ Hr+s(F • ⊗L G•)

We may reduce to the case F • and G• are bounded above and take a bounded above K-flat resolution

P • of F • and look at the double complex P • ⊗ G•. Then the corollary follows from the fact (07K7)

that if F is acyclic above complex of sheaves then Rcf∗F is acyclic above. �

Corollary 6.25. Let X and Y be proper over a separably closed field. Let F and G be sheaves

on X and Y . Assume F and Hr(X,F ) are all flat, then we have isomorphisms⊕
r+s=m

Hr(X,F )⊗Hs(Y,G) −→ Hm(X × Y, F �G)

Remark 6.26. In the case above the natural isomorphism could be obtained using a cup product.

To make this explicit one can use Čech cohomology.

Remark 6.27. The steps [1] to [4] are formal. If for some other morphisms and sheaves we have

the corresponding projection formula and base change theorem then we would get the Kunneth formula

for free. For example, if f is smooth and g qc, Λ is prime to char(S), F is a complex of sheaves on

X quasi-isomorphic to some perfect complex T , G is an acyclic below complex of sheaves on Y such

that Rg∗G quasi-isomorphic to some perfect complex P , then the natural map

Rf∗F ⊗L Rg∗G −→ Rh∗(p
∗F ⊗L q∗G)

is a quasi-isomorphism (0944).



We can also require f to be proper and impose some conditions on the sheaves.

Also see 0F1P : let X and Y be schemes of finite type over a separably closed field k and let F

and G be Λ-modules with Λ torsion and prime to char k then

RΓ(X,F )⊗L RΓ(Y,G)→ RΓ(X × Y, F �L G)

is a quasi-isomorphism.

In particular if k is a separably closed field, X = Ank and Y = Amk , F = G = Λ = Z/`Z, ` invertible

in k, then by induction we would have H i(Ank ,Z/`Z) = 0 if i > 0 and H0(Ank ,Z/`Z) = Z/`Z. This

could also be done by showing AnX → X is acyclic.

Lemma 6.28. Let X be a variety of dimension m over a separably closed field k. For any flat

constructible sheaf F on X, RcΓ(X,F ) is quasi-isomorphic to a complex of finitely generated projective

modules bounded in [0, 2m].

Proof. Since F is constructible, by finiteness theorem we see H∗c (X,F ) are finite, in particular

finitely generated. Since X has dimension m, H i
c(X,F ) = 0 if i > 2m. Thus we see the complex

RcΓ(X,F ) is acyclic above 2m, bounded below 0 with finitely generated cohomology groups. Then

we can find a bounded above complex P with each P i finitely generated flat and P quasi-isomorphic

to RcΓ(X,F ).

Now for any sheaf G on the base, by the projection formula we have

P ⊗G ∼−→ RcΓ(X,F )⊗L G
∼−→ RcΓ(F ⊗G|X)

thus

H i(P ⊗G) = H i
c(F ⊗G|X) = 0

if i < 0. Let B be the image of P−1 → P 0. Then after tensoring G, B ⊗G is still the cokernel of the

map P−2 ⊗G→ P−1 ⊗G thus injects into P 0 ⊗G. Since P 0 is flat, this would imply that B is also

flat. Replace P 0 by P 0/B and we are done with the wanted complex. �

Definition 6.29. A complex of modules over a ring A is called perfect if it is bounded of finitely

generated projective modules.

We shall write Hc(X,F ) for the perfect complex quasi-isomorphic to RcΓ(X,F ) as in Lemma 6.28.

For a general setup, let Ω be a finite field extension of Q` and A be the integral closure of Z` in

Ω. Then A has a unique nonzero prime ideal m which gives rise to the unique extension of valuation

on Ω. Under this valuation Ω is complete. In particular if we set Λn = A/mn, then A = lim Λn.

Proposition 6.30. Let f : X → S be a variety of dimension m over a separably closed field. Let

F = (Fn) be a constructible sheaf of A-modules with each Fn flat Λn-module. Then it is possible to

choose the complexes Hc(X,Fn) so that for all n there are morphisms of complexes Hc(X,Fn+1) →
Hc(X,Fn) inducing isomorphisms

Hc(X,Fn+1)⊗ Λn
∼−→ Hc(X,Fn)

Sketch of proof : By definition we have Fn+1 ⊗Λn+1 Λn
∼−→ Fn so by projection formula there are

quasi-isomorphisms

Hc(X,Fn+1)⊗Λn+1 Λn
∼−→ RcΓ(X,Fn)

∼←− Hc(X,Fn)

Then we can apply the following lemma to get an actual quasi-isomorphism morphism from left to

right.

Lemma 6.31. Let A be any Noetherian ring. Let M
φ−→ L

π←− N be morphisms of complexes

with φ and π quasi-isomorphisms. If M is perfect then there exists a quasi-isomorphism ψ : M → N .

Moreover if π is surjective then πψ = φ.



Now we want this quasi-isomorphism to become an isomorphism. This could be done using the

following lemma.

Lemma 6.32. Let A be a local Artin ring and A0 some quotient ring of A. Let M be perfect A-

complex and N be perfect A0 complex such that there is a quasi-isomorphism ψ : M0 → N . Then there

exists a perfect complex L of A-modules and a quasi-isomorphism φ : M → L and an isomorphism

L0
∼= N whose composition with φ0 is ψ.

�

Let Hc(X,F ) = lim Hc(X,Fn). Similar to LEMMA it is a perfect complex of A-modules and

Hc(X,F )⊗ Λn
∼−→ Hc(X,Fn). Moreover

Hr(Hc(X,F )) = Hr(lim Hc(X,Fn)) = limHr(Hc(X,Fn))

= limHr
c (X,Fn) = Hr

c (X,F )

Corollary 6.33. Let S be a separably closed field. Let f : X → S, g : Y → S be compactifiable.

For any flat constructible sheaves F and G of A-modules on X and Y there is a natural quasi-

isomorphism

Hc(X,F )⊗Hc(Y,G)
∼−→ Hc(X ×S Y, F �G)

Thus there are exact sequences

0→
⊕

r+s=m

Hr
c (F )⊗Hs

c (G)→ Hm
c (F �G)→

⊕
i+j=m+1

TorA1 (H i
c(F ), Hj

c (G))→ 0

Sketch of proof : As A is PID, higher Tor groups vanish. Hence the exact sequences come from

the spectral sequences in Corollary 6.24.

We have quasi-isomorphisms

Hc(Fn)⊗Hc(Gn)
∼−→ Rch∗(Fn �Gn)

∼←− Hc(Fn �Gn)

By Lemma 6.31 we get quasi-isomorphisms

ψn : Hc(X,Fn)⊗Hc(Y,Gn)
∼−→ Hc(X ×S Y, Fn �Gn)

One checks that all constructions are functorial hence ψn+1 ⊗ Λn is homotopic to ψn. After some

modification we can get ψn+1 ⊗ Λn = ψn.

�

Corollary 6.34. There are natural isomorphisms

H∗c (X,F ⊗ Ω)⊗H∗c (Y,G⊗ Ω)
∼−→ H∗c (X ×S Y, (F �G)⊗ Ω)

where Ω is the fraction field of A.

8. Cycle Class Map and Chern Classes

Let k be an algebraically closed field. Let Λ = Z/nZ be the constant sheaf with n prime to char(k).

Let X be a smooth variety over k. Recall that

1 A prime r-cycle on X is a closed integral subscheme of codimension r. An algebraic r-cycle is

an element of the free abelian group Cr(X) generated by prime r-cycles. An algebraic cycle

is an element of the graded group C∗(X).

2 A prime r-cycle W and a prime s-cycle Z intersect properly if each irreducible component

of W ∩ Z has codimension r + s. In this case W · Z is defined and belongs to Cr+s(X)

(0AZL). Two algebraic cycles intersect properly if every pair of prime cycles occurring in

them intersects properly.



3 For any flat map π : Y → X of constant relative dimension, the pullback π∗ : C∗(X) →
C∗(Y ) is defined and it is just the fiber product (02RA). For any proper map π : Y → X,

the pushforward π∗ : C∗(Y ) → C∗(X) is defined. For Z a prime cycle on Y , π∗Z = 0 if

dim(π(Z)) < dim(Z) and π∗Z = d · π(Z) where d is the degree of π|Z otherwise (02R3). If π

is proper flat of constant relative dimension then we have the projection formula (0B0C)

π∗(π
∗W · Z) = W · π∗Z

Denote H∗(X,Λ) to be the graded abelian group
⊕

rH
2r(X,Λ(r)). The cup product makes H∗(X)

into a (anti)commutative graded ring, as can be seen explicitly using Čech cohomology. We shall define

a homomorphism of graded groups clX : Cr(X)→ H2r(X,Λ(r)). If Z is a smooth prime r-cycle then

(Z,X) is a smooth pair of codimension r and we have the Gysin sequence

H0(Z,Λ) −→ H2r(X,Λ(r))

then clX(Z) is defined to be the image of 1 ∈ H0(Z,Λ) under this map.

Lemma 6.35. For any reduced closed subscheme Z of pure codimension r in X, Hs
Z(X,Λ) = 0 for

s < 2r.

Proof. If Z is smooth, this follows from the Gysin sequence. We shall induct on r. If r = dim(X)

then Z is finitely many points hence smooth. In general choose U open in X such that U ∩Z is smooth

and dense in each irreducible component of Z and X − Z ⊂ U . Using the exact sequence for triple

LEMMA we get

· · · → Hs
X−U (X,Λ)→ Hs

Z(X,Λ)→ Hs
U∩Z(U,Λ)→ Hs+1

X−U (X,Λ)→ . . .

Now X − U has codimension at least r + 1 in X and by induction hypothesis Hs
X−U (X,Λ) = 0 for

s < 2(r + 1). Also Hs
U∩Z(U,Λ) = 0 for s < 2r as U ∩ Z is smooth. �

Now let Z be any prime r-cycle. Choose an open subset U in X as in the proof of the lemma.

Then by Gysin sequence we have

H0(U ∩ Z,Λ)
∼−→ H2r

U∩Z(U,Λ(r))
∼←− H2r

Z (X,Λ(r)) −→ H2r(X,Λ(r))

and clX(Z) is defined to be the image of 1 ∈ H0(U ∩Z,Λ) under these maps. It is independent of the

choice of U . Extend linearly we get the map clX .

Lemma 6.36. Let π : Y → X be a map of smooth varieties over k and Z be an algebraic cycle on

X. If for every prime cycle Z ′ occurring in Z, Y ×X Z ′ is integral of the same codimension, then π∗Z

is defined and clY (π∗Z) = π∗ clX(Z).

Proof. We may assume Z is prime and choose open subvarieties on X and Y on which Z and

Z ×X Y are smooth. Then use the functoriality for long exact sequences for triples LEMMA. �

Lemma 6.37. Let i : Z → X be a closed immersion of smooth varieties of codimension c. For any

W ∈ Cr(Z) we have i∗(clZ(W )) = clX(W ) where i∗ is the Gysin map H2r(Z,Λ(r))→ H2(r+c)(X,Λ(r+

c)).

Proof. Varieties are catenary so codimension is additive. Check by functoriality that if i1 : W →
Z then i∗i1∗ = (i ◦ i1)∗ as Gysin maps. �

Lemma 6.38. Let X and Y be smooth varieties. For any W ∈ C∗(X) and Z ∈ C∗(Y ) we have

clX×Y (W × Z) = p∗ clX(W ) ∪ q∗ clY (Z)

Proof. Note that over algebraically closed fields, products of varieties are again varieties. We

may assume W and Z are prime cycles with Z smooth since we can choose dense open and by purity

lower cohomology groups stay stable.



Let i : X × Z → X × Y . Then

i∗i
∗ clX×Y (W × Y ) = i∗ clX×Z(i∗(W × Y ))

= i∗ clX×Z(W × Z)

= clX×Y (W × Z)

where we have used the lemmas above. The assumptions for i∗ are satisfied since Z and Y are smooth,

hence the projections X × Z → X and X × Y → X are flat of constant relative dimension.

On the other hand

i∗i
∗ clX×Y (W × Y ) = clX×Y (W × Y ) ∪ clX×Y (X × Z)

= clX×Y (p∗W ) ∪ clX×Y (q∗Z)

= p∗ clX(W ) ∪ q∗ clY (Z)

where the first equality follows essentially from the local purity R2ci!F = i∗F (−c) and Rji!F = 0 for

j 6= 2c. �

Lemma 6.39. Let W and Z be algebraic cycles on smooth variety X such that W intersects with

Z properly. Then

clX(W · Z) = clX(W ) ∪ clX(Z)

Proof. We may assume W and Z are prime. Then W ×Z intersects with ∆X properly in X×X.

Thus
clX(W · Z) = clX(∆∗(W × Z))

=∆∗ clX×X(W × Z)

= ∆∗(p∗ clX(W ) ∪ q∗ clX(Z))

= clX(W ) ∪ clX(Z)

�

Remark 6.40. The map clX : C1(X)→ H2(X,Λ(1)) is the composite of the canonical maps

C1(X)→ Pic(X) and Pic(X)→ H2(X,Λ(1))

where the first map comes from the fact that smooth varieties are regular hence all local rings are

UFDs (0BE9).

To see this note for any smooth prime cycle Z of codimension 1 we have two exact sequences

coming from the Kummer sequence

H1
Z(X,Gm) //

δ
��

H1
Z(X,Gm)

α //

δ
��

H2
Z(X,Λ(1))

i∗
��

H1(X,Gm) // H1(X,Gm)
β // H2(X,Λ(1))

where the vertical maps are induced by H0
Z(X,−) → H0(X,−) hence just being the Gysin maps.

Now since Z is prime of codimension 1 H1
Z(X,Gm) is just Z and the map δ sends 1 to the line

bundle associated to Z in H1(X,Gm) = Pic(X). Since Z is smooth by purity we have H2
Z(X,Λ(1)) =

H0(Z,Λ) = Λ = Z/nZ. Hence clX(Z) = i∗(1) = i∗α(1) = βδ(1) = β(Z).

Example 6.41. Consider Pm
k . Note that for any linear subspace Lr of Pm

k of codimension r > 0,

the Gysin map Λ = H0(Lr,Λ)
i∗−→ H2r(Pm

k ,Λ(r)) is an isomorphism. Thus H2r(Pm
k ,Λ(r)) is gener-

ated by cl(Lr). Since Pic(Pm
k ) = Z is generated by the class of any hyperplane, cl(L1) is independent

of L1. Also Lr is the transverse intersection of r hyperplanes, Lemma 6.39 tells us that

cl(Lr) = cl(L1) ∪ · · · ∪ cl(L1)



is also independent of Lr. Thus the map

Λ[T ]/Tm+1 −→ H∗(Pm
k )

that sends T r to cl(Lr) is an isomorphism of graded rings.

Next we discuss the Chern classes. We shall only consider quasi-projective smooth varieties.

Let X be a quasi-projective smooth variety. Let E be a vector bundle on X. Associated to E the

projective bundle P(E). It is a variety with a morphism P(E) → X such that each fiber P(E)x is

canonically isomorphic to P(Ex).

Proposition 6.42. Let E be a vector bundle of rank m over X and let P = P(E)
p−→ X be the

associated projective bundle. Let ξ ∈ H2(P,Λ(1)) be the image of the canonical line bundle OP (1) on

P under the map Pic(P )→ H2(P,Λ(1)). Then the map

H∗(X)[T ]/Tm −→ H∗(P )

which is p∗ on H∗(X) and sends T to ξ is an isomorphism of graded H∗(X)-modules.

Proof. Suppose firstly that E is a trivial bundle. Then P = Proj(OX [x1, . . . , xm]) = X×Pm−1.

Since X is smooth, we can do the Kunneth formula for Λ on X and Pm−1 by Remark 6.27. Thus we

get isomorphisms ⊕
r+s=t

Hr(X,Λ)⊗Hs(Pm−1,Λ)
p∗∪q∗−→ Ht(X ×Pm−1,Λ)

hence we get isomorphisms of graded rings after tensoring the twists

H∗(X)[T ]/Tm
∼−→ H∗(X)⊗H∗(Pm−1)

∼−→ H∗(X ×Pm−1)

This shows the result in the trivial bundle case. Since locally any vector bundle is trivial, we then use

Mayer-Vietoris sequences to conclude. �

Now there are unique elements cr(E) ∈ H2r(X) such that

c0(E) = 1 , cr(E) = 0 for r > m

m∑
r=0

(−1)rcr(E)ξm−r = 0

Definition 6.43. The cr(E) is called the r-th Chern class of E, c(E) =
∑
cr(E) is called the

total Chern class of E and c(E)(t) =
∑
cr(E)tr is called the Chern polynomial of E.

Theorem 6.44. The Chern classes satisfy the following properties and are uniquely characterized

by them.

a If π : Y → X is a morphism of quasi-projective smooth varieties and E is a vector bundle on

X then cr(π
∗E) = π∗cr(E).

b If E is a line bundle on X then c1(E) = pX(E) where pX(E) is the image of E ∈ Pic(X)→
H2(X,Λ(1)).

c If 0→ E′ → E → E′′ → 0 is an exact sequence of vector bundles on X then

c(E)(t) = c(E′)(t) · c(E′′)(t)

Proof. Splitting principle. �

Remark 6.45. Property (c) actually tells us that the Chern classes factor through the Grothendieck

group K(X) of vector bundles on X. Since X is smooth, K(X) is the same as the Grothendieck group

of coherent OX-modules. Thus a prime cycle Z on X defines an element γ(Z) = [OZ ] ∈ K(X) and

Z 7→ γ(Z) extends linearly to γ : C∗(X)→ K(X).

Let Kr(X) be the subgroup of K(X) generated by all coherent sheaves supported in codimension

≥ r. Then the groups Kr(X) define a decreasing filtration of K(X) and the associated graded group



GK∗(X) becomes a ring under the product law defined by Tor:

[M ][N ] =
∑

(−1)i[TorOXi (M,N)]

Then the graded homomorphism γ′ : C∗(X) → GK∗(X) preserves products hence induce a surjective

homomorphism of graded rings

φ : CH∗(X)→ GK∗(X)

After suitable modifications of the Chern classes we can get a map of graded rings ψ : GK∗(X)→
H∗(X). Define cl′X to be the composite

C∗(X)→ CH∗(X)
φ−→ GK∗(X)

ψ−→ H∗(X)

then actually this is just clX .

9. Poincare Duality

Let k be an algebraically closed field. Let Λ = Z/nZ where n is prime to char k. We shall write

clX(P ) for the cycle class inside the compactly supported cohomology group.

Theorem 6.46 (Poincare Duality). Let X be a smooth variety of dimension d over k.

a There is a unique isomorphism η : H2d
c (X,Λ(d)) → Λ such that clX(P ) 7→ 1 for any closed

point P of X.

b For any constructible sheaf F of Λ-modules on X the canonical pairings

Hr
c (X,F )× Ext2d−r

X (F,Λ(d)) −→ H2d
c (X,Λ(d))

η−→ Λ

are non-degenerate.

Corollary 6.47. If F is lcc then the cup product pairings

Hr
c (X,F )×H2d−r(X, F̌ (d)) −→ H2d

c (X,Λ(d))
∼−→ Λ

are non-degenerate.

Lemma 6.48. For any variety X of dimension d over k we have H2d
c (X,Λ(d)) = Λ.

Lemma 6.49. Let π : Y → X be a separated qc etale morphism where X is a smooth variety of

dimension d over k. Let P be a closed point of Y and let Q = π(P ). Then the map

π∗ : H2d
c (Y,Λ(d)) −→ H2d

c (X,Λ(d))

induced by R0
cπ∗Λ(d) = π!π

∗Λ(d) −→ λ(d) sends clY (P ) to clX(Q).

Proof of (b) by induction on dimension. The case d = 1.

Write φr(X,F ) for the map Ext2d−r
X (F,Λ(d))→ Hr

c (X,F )∨ induced by the pairing.

Step 1: Let π : X ′ → X be a finite etale map of smooth varieties over k. For any constructible

sheaf F on X ′, φr(X ′, F ) is an isomorphism if and only if φr(X,π∗F ) is an isomorphism.

10. Rationalities
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