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These notes are for GU4043, Algebraic Number Theory, taught in Spring 2024 semester at
Columbia University. The reader is assumed to have taken the standard undergraduate courses
in algebra such as groups, rings and Galois theory (a background in complex analysis and Fourier
analysis will also be helpful but not necessary).

This notes contain more exposition of modern algebraic number theory such as class field
theory and the arithmetic of cyclotomic fields, focusing one understanding the meaning of the
statements rather than their difficult proofs. Some emphasis is also given on the classical aspects,
such as binary quadratic forms, continued fractions and various reciprocity laws.
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1. LECTURE 1. MORDELL’S EQUATIONS

Summary. Introduction; Mordell’s equations; how to find integer solutions using quadratic reci-
procity or unique factorization property.

Content. The Mordell curves or the Mordell’s equations are equations of the form

v =1"+n, ncZ

It’s called a curve because the implicit equation draws a curve in the xy-plane. We can come up
with some immediate number-theoretic questions like the following.

(1) Is there an integer solution?
(2) Is there a rational solution?
(3) How many integer solutions are there?
(4) How many rational solutions are there?

In fact, the Mordell curves are examples of elliptic curves, and finding the rational solutions to
elliptic curves is a hard question related to a very subtle arithmetic invariant of an elliptic curve
(this is the subject of the Birch—-Swinnerton-Dyer conjectures). We will not talk about this, but
we can talk something about the integer solutions, and finding (or not finding) them uses some
elementary but crucial ideas in number theory, such as unique factorization and quadratic
reciprocity.

95% of people cannot solve this!
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Can you find positive whole values

for b., 8&” and %)?

Figure 1. Finding a rational solution to an elliptic curve is very much related to the notorious
“fruit equation meme”.!

The smallest solutions to this equation are
apple = 154476802108746166441951315019919837485664325669565431700026634898253202035277999,

banana = 36875131794129999827197811565225474825492979968971970996283137471637224634055579,
pineapple = 4373612677928697257861252602371390152816537558161613618621437993378423467772036.



Theorem 1.1. The only integer solutions to y*> = 2° + 16 are (x,y) = (0, +4).

Proof. We can write this as 2% = y* — 16 = (y — 4)(y + 4). If y is odd, then (y — 4,y + 4) = 1,
so both y — 4 and y + 4 are odd cubes. No odd cubes differ by 8, so it is a contradiction. Thus,
y is even, so x is even. Since 23 is divisible by 8, y? is divisible by 8, so y is divisible by 4. Thus,
y* — 16 is divisible by 16, so z* is divisible by 16, so x is divisible by 4. Letting z = 4s and y = 4,
we get 4s®> = t? —1,s0tisodd, t = 2n+ 1. So 4s® = 4n? +4n, or s3> = n> +n = n(n+1). Since
(n,n + 1) = 1, this means both n, n + 1 are cubes. The only possibilities of two cubes differing
by 1 aren = —1 (sothatn +1 = 0)and n = 0 (so that n + 1 = 1). Thust = £1, y = +4, and
xz=0. ]

Theorem 1.2. The only integer solutions to y*> = 2* — 1 are (z,y) = (1,0).

Proof. Note that 7 (mod 8) is not a square, so x is an odd number. Note also that 23 = y? + 1 =
(y —i)(y + 1) in Z[i]. Since Z][i] is a Euclidean domain, it is a UFD. Let d be a greatest common
divisor of y — i and y + 4. Then, d divides (y + i) — (y — i) = 2i. Thus, N(d) = dd € N divides
N(2i) = 4. Moreover, d divides y — i, so N(d) divides N(y —1) = (y —i)(y +1i) = y* + 1 = a3,
which is odd. Thus, N(d) = 1, so dd = 1, which means d is a unit. By the unique factorization
of Z[i], both y — i and y + ¢ are cubes up to a unit. On the other hand, if a + bi € Z][i] is a unit,
then N(a + bi) = 1, so a®> + b? = 1, so either (a,b) = (0,41) or (£1,0). This implies that the
units of Z[i] are {1, —1,i, —i}. Since any unit of Z[i] is a cube, this implies that y — i and y + ¢
are both cubes.
Now this means that there are ¢, d € Z such that

y+i=(c+di)® = (c* — 3cd?) + (3c*d — d*)i

This implies that d(3c? — d?) = 3¢*d — d® = 1. Since d divides 1,d = +1.Ifd = 1, 3¢* — d*> = 1,
or 3¢> = 2, which is a contradiction. If d = —1, 3¢> — d?> = —1, or 3¢> = 0, so ¢ = 0. Then,
y+i=(—i)=1i,soy=0andz = 1. O

In the above proof, we used two ingredients, one being that Z[i| is a UFD and the other being
the characterization of the units of Z[i]. In the process, we also used the notion of the norm.

Theorem 1.3. The only integer solutions to y*> = 2° — 2 are (z,y) = (3, £5).

Proof. Note that 6 (mod 8) is not a square, so z is an odd number. Note also that 2% = y* + 2 =
(y — vV=2)(y + v/=2) in Z[/—2|. Since Z[v/—2] is a Euclidean domain, it is a UFD. Let d be a
greatest common divisor of y — /=2 and y + v/—2. Then, d divides (y + v/—=2) — (y — V/-2) =
2v/=2, s0 N(d) = dd divides N(2y/—2) = 8, where a + by/—2 = a — by/—2. On the other hand,
N(d) divides N(y + v/=2) = y* + 2 = 27, which is odd. So, N(d) = 1, which means that d is
a unit. By the unique factorization of Z[/—2], both y — /—2 and y + \/—2 are cubes up to a
unit. On the other hand, if a + bv/—2 € Z[\/—2] is a unit, then N(a + b\/—2) = a® + 20* = 1,
so (a,b) = (£1,0). This means that the units of Z[/—2] are precisely {4-1}. Therefore, all the
units of Z[/—2] are cubes, and y — /—2 and y + v/—2 are both cubes.



Now this means that there are ¢, d € 7Z such that
y+vV—2=(c+dv/-2)=(c - 6cd®) + (3cd — 2d°*)/—2

In particular, 1 = 3c¢*d — 2d* = d(3¢* — 2d?). This implies that d = +1. If d = 1, then
32 —2d*> =1,s0c> =1,s0c=+1. Thusy = FHand x = 3. If d = —1, then 3¢ — 2d*> = —1,
so 3¢ = 1, which is a contradiction. O

As seen above, it is desirable to have a unique factorization property of rings like Z[i] and
Z[+/—2]. But most of the rings like this are not unique factorization domains.

Example 1.4. The ring Z[v/—3] is not a UFD, as
2.2=4=(1+v=3)(1—-v=3),
and 2 is an irreducible element in Z[/—3|.

Proof of the fact that 2 is irreducible in Z[\/—3]. If 2 = xy for some non-units z,y € Z[v/—3],
then using the norm N (a + bv/—3) = (a + bv/—=3)(a — by/—3) = a*> + 3b?, we have 4 = N (2
N(x)N(y). Since x, y are nonunits and N (), N(y) are positive, this implies that N (z) = N(y
2. If 2 = ¢ + d\/=3, then N(z) = ¢ + 3d?, which can never be 2 (mod 3), a contradiction.

) =
) =

However, Z[v/—3] is not a UFD because we are looking at the wrong ring at the first place.
In fact, the correct “number ring” for the field Q(1/—3) is not Z[v/—3] but a slightly larger ring

Z|(3] where
S1+V53
2

is a primitive third root of unity. This contains Z[/—3] but is not equal to it. It is then true that
Z|(3] is a UFD. We will see some justifications later on why Z[y/—3] can never be a UFD in the
first place.

On the other hand, even if we look at the correct number ring, it may still not be a UFD, and
this is the case most of the time. However, an important idea is that the unique factorization of
ideals is always true.

G3

Another important theorem in algebraic number theory is the quadratic reciprocity law.
Definition 1.5 (Legendre symbol). Let p be an odd prime number, and a € Z. Then,
1 ifaisasquare mod p

<2) = 4 —1 if aisnotasquare mod p
p .
0 ifpla

We say that a is a quadratic residue mod p (quadratic nonresidue mod p, respectively) if a is a
square mod p (not a square mod p, respectively).



Theorem 1.6 (Quadratic reciprocity law). Let p, q be distinct odd primes. Then,

() -

The quadratic reciprocity law, coupled with the following Theorem, enables us to compute
any Legendre symbol inductively.

Theorem 1.7. Let p be an odd prime number.
(—1) _J1 ifp=1(mod4)
p) |-1 ifp=3(mod4)
(2) _J1 ifp=1o0r7(mod8)
p) |-1 ifp=3or5 (mods)

There are many proofs to the quadratic reciprocity law. Later in the course we will see three
proofs of the quadratic reciprocity law, one algebraic, one class-field theoretic, and one analytic.

(1) We have

(2) We have

Remark 1.8 (On the “reciprocity laws”). The word “reciprocity” generally means things like “you
take what you give”, "an eye for an eye”, - - - . The quadratic reciprocity law is called a reciprocity
law because how a prime p treats another prime ¢ (in terms of the Legendre symbol) is determined

by how g treats p.

Figure 2. The quadratic reciprocity law.

In general, in algebraic number theory, if there is a role-reversal of some sort in some rule, we
call it a reciprocity law. Although usually not stated in this way, another well-known instance
of reciprocity law is Galois correspondence; here, a role-reversal happens if you pass a subfield of
a Galois extension to the Galois group side, because the larger the field is, the smaller the Galois
group is, and vice versa.

QcMcLCK?

— ©

QK Gal(k/Q) > Gal(K/M) > Gal(K/L) > Gal(K/K) Gal(E/Q)

Figure 3. Galois correspondence as a reciprocity law.



We will see in this course that many big theorems in algebraic number theory are stated as
reciprocity laws.

The quadratic reciprocity law, and more generally the notion of quadratic residues, can be
found useful in the context of Mordell’s equations.

Theorem 1.9. There are no integer solutions to y* = z° + 7.

Proof. If z is even, y?> = 7 (mod 8), which is impossible. So, x is odd, and y is even. Write
v+ 1=2"+8= (v +2)(a* — 21 +4).

Since 22 — 2z +4 = (z — 1) + 3 and since z is odd, 2% — 2x + 4 = 3 (mod 4). This implies that
22 — 22 + 4 has a prime factor p = 3 (mod 4). Because p|(y* + 1), (%) = 1, which contradicts
p =3 (mod4). O

Theorem 1.10. There are no integer solutions to y*> = x> — 5.

Proof. By considering mod 4, we note that y has to be even and = 1(mod 4). Write
V+d=a"—1=(z—1)(2®+z+1).

Since # = 1 (mod 4), 22 + x + 1 = 3 (mod 4), so there is a prime factor p = 3 (mod 4) dividing

y? + 4. This implies that (%) =1,or <%1) = 1, which is a contradiction. O

Remark 1.11. As mentioned above, enumerating all the (Q-solutions to the Mordell equations
are much more difficult. In fact, y?> = 2® — 2 has two Z-solutions, (3, £5), while it has infinitely
many Q-solutions.

Exercise 1.1. Let p be an odd prime, and a € Z. Using that F; is a cyclic group, show that
(g) =q'7 (mod p).
p

Exercise 1.2. This exercise aims to prove Fermat’s theorem: an odd prime number p € N is of
the form p = 2 + y? for some integers x, y if and only if p = 1 (mod 4).
(1) Show that p = z? + y? implies that p = 1 (mod 4).
(2) Conversely, if p = 1 (mod 4), then we have (%1) = 1, so there is an integer n such that
n? = —1 (mod p). This implies that p|(n® + 1).
By using the UFD property of Z][i], show that p has to be a reducible element in Z[i].

(3) Show that p being reducible in Z[i] implies that p = 2 + y* for some integers x, y.



2. LECTURES 2 AND 3. NUMBER FIELDS, RINGS OF INTEGERS

Summary. Number fields; quadratic fields; norms and traces of quadratic fields; Gauss’s lemma;
modules and algebras; integrality; integral closure; integral closure is a subring,.

Content.

Definition 2.1 (Number fields). A number field is a finite field extension K of the field of
rational numbers Q. The degree [K : Q) is called the degree of a number field.

The simplest examples (other than Q) are quadratic fields.
Definition 2.2 (Quadratic fields). A quadratic field is a degree 2 number field.

Every quadratic field is of the form Q(v/d) for some integer d. (Why?)

We want to define the notion of “integers” inside any number field, just like Z C Q for the
field of rational numbers. We have also seen that somehow Z[(3] is better-behaved than Z[v/—3].
It turns out that the correct notion of “integers” for K = Q(v/—3) is those in Z|[(3], not Z[v/—3].

Definition 2.3 (Algebraic integers). An element « in a number field K is an algebraic integer
if it is a root of a monic polynomial f(X) € Z[X] with integer coefficients, i.e. f(a) = 0.

Example 2.4. Indeed, even though the expression

—1++/-3

G =—

“looks like” it has a denominator, it is in fact an algebraic integer, as (5 —1 = 0 (better: (3+(3+1 =
0).

Let’s go through a reality check:

Proposition 2.5. A rational number o € Q is an algebraic integer if and only if « is an integer,
a € Z.

Proof. If o € 7, then « is an algebraic integer, as it is a root of a monic integral polynomial
f(X) = X —a. Conversely, if « € Q is an algebraic integer, there is a monic integral polynomial
f(X) € Z]X] with f(a) = 0. Suppose « is not an integer, and is denoted o« = ™ where m, n are
coprime integers with n > 1. Choose a prime factor p of n. Let f(X) = X9 +a; Xd Ly tag

Then,
m®+am®In+ - + agn?

fla) =

som?+aym?n+---+agm? = 0. Thus, m? = 0 (mod p), so p|m, which is a contradiction. []

nd =0,

What are the algebraic integers in a quadratic field Q(v/d)?
Theorem 2.6. Let d € 7 — {0, 1} be a square-free integer.

(1) Ifd = 2,3 (mod4), an element o € Q(v/d) is an algebraic integer if and only if a €
ZIVd =7 ®Z- .



) Ifd = 1 (mod4), an element o € Q(\/d) is an algebraic integer if and only if o €
2|4l —zoz 154

Before we move on to prove the Theorem, we review the useful notions of norms and traces
for quadratic fields. The notion will later generalize to arbitrary number fields.

Definition 2.7 (Norms and traces, quadratic field case). Let K = Q(+/d) be a quadratic field.
For « = a+ bV/d € K, a,b € Q, the conjugate of o is @ = a — bv/d. The norm of « is
N(a) = aa = a® — db®. The trace of ais Tr(a) = a + @ = 2a.

Note that, for o« € Q(+/d), N(a), Tr(a) € Q.
Proof of Theorem 2.6. Note that, if « € Q(v/d), a is a solution to a monic polynomial
Pa(X) = X? = Tr(a)X + N(a) = (X — a)(X —a) € QX].

Thus, if Tr(a), N () € Z, then « is an algebraic integer. Thus, if « = a+bv/d with a, b € Z, then
« is an algebraic integer. Furthermore, if d = 1 (mod4) and o = a + b%a = (a + g) + g\/a
a,b € Z, then Tr(a) = 2a + b € Z, and

b\ > b\ > 1—d)b?
N(&):(a+§> —d<§> :a2+ab+%€Z.

Therefore, we have shown one direction of the Theorem.

Conversely, suppose o € Q(+/d) is an algebraic integer, so that there is a monic integral
polynomial f(X) € Z[X] with f(a) = 0. We would like to show that p,(X) € Z[X]. If
a € Q is actually a rational number, then we know that o € Z by the previous Proposition, so
Pa(X) = (X — a)(X —a) = (X — a)? is obviously an integer polynomial. Thus, suppose that
a ¢ Q, so that p,(X) is actually irreducible in Q[X].

Now, suppose that p,(X) € Q[X] is not integral, and let M > 1 be the common denominator
of Tr(a), N(a) € Q, so that ¢,(X) := Mp.(X) € Z[X]. Note that ¢,(X) is an irreducible
element in Z[X].

Since 0 = f(a) = f(@), pa(X) is a factor of f(X) in Q[X]. Thus,

f(X) = pa(X)r(X),

for some monic polynomial r(X) € Q[X]. Let N > 1 be the common denominator of the
coefficients of 7(X), and let s(X) := Nr(X) € Z[X]. Then,

MN f(X) = ga(X)s(X),

is a factorization in Z[ X |. Note that Z[X] is a UFD, and by the definition of N, (N, (X)) = 1, so
this implies that N|q,(X). Since ¢, (X) is irreducible, N = 1. In particular, 7(X) € Z[X]. Thus,

Mf(X) = ga(X)r(X),



is a factorization in Z[X]. Since (M, q,(X)) = 1 by definition of M, M divides r(X). This
contradicts with the fact that (X ) is a monic polynomial.

Therefore, we have just shown that, if o« € Q(v/d) is an algebraic integer, p.(X) € Z[X]. If
we let @ = a + bv/d with a, b € Q, this means that

2a,a% — db* € Z.

If @ € Z, then db* € Z, and since d is square-free, this implies that b itself is an integer. If a ¢ 7Z
but 2a € Z, then a = % for some odd integer x. Thus,
2

xr
A ez
1 -

This implies that b ¢ 7Z as well. Since dv? € %Z, and since d is square-free, this implies that b = %
for some odd integer y. Then, we have

2% — dy?
— €7
VI

or
2% = dy® (mod 4).

Note that as x,y are both odd, 22, 5> = 1 (mod 4), so this translates into d = 1 (mod 4). This
implies that, if @ ¢ Z, then d must be 1 (mod 4), and both a, b must be halves of odd integers.
This implies the converse statement we want. O

From the above proof, it seems like the integrality of the minimal polynomial seems to be
what’s important for an algebraic number to be an algebraic integer. This is in fact true.
Theorem 2.8. Let K be a number field, and let o« € K have the minimal polynomialp,(X) € Q[X]
over Q. Then, « is an algebraic integer if and only if p,(X) € Z[X].

Proof. If p,(X) € Z[X], then this gives a monic integer polynomial to which « is a root, so « is
an algebraic integer. Conversely, suppose that « is an algebraic integer, so that there is a monic
integer polynomial f(X) € Z[X] to which « is a root. Then, by the UFD property of Q[X], as
Pa(X) € Q[X] is irreducible, p,(X) divides f(X). Therefore,

f(X) = pa(X)r(X),

for some monic polynomial 7(X) € Q[X]. Let M > 1 (N > 1, respectively) be the least common
denominator of the coefficients of p, (X)) (r(X), respectively). Then, ¢, (X) := Mp,(X), s(X) :=
Nr(X)arein Z[X], (M, q,(X)) = 1land (N, s(X)) = 1, and q,(X) is irreducible in Z[ X]. Then,

MN f(X) = ga(X)s(X).

Since Z[X] is also a UFD, as (N, s(X)) = 1, N divides g, (X). Since ¢,(X) € Z[X] is irreducible,
N is a unit in Z[X], which implies that N = 1. Thus, we have

Mf(X) = ga(X)r(X).

By the same reasoning, M divides r(X). As r(X) is a monic polynomial, this implies that M
divides 1, so M = 1. This implies that p,(X) € Z[X], as desired. O



Remark 2.9. The above proof is based on what’s usually referred as the Gauss’s lemma:

Theorem 2.10 (Gauss’s lemma). Let A be a UFD, and f(X) € A[X] be a monic polynomial.
Then, f(X) as a polynomial in Frac(A)[X] has a factorization into irreducible monic polynomials
in Frac(A)[X].

As a consequence, a monic polynomial f(X) is irreducible in A[X] if and only if f(X) is irre-
ducible in Frac(A)[X].

A famous corollary to this is the following, which has been implicitly used in the course all
the time.

Corollary 2.11. If A is a UFD, then A[X]| is also a UFD.

From the previous examples, it seems like the collection of algebraic integers in a number
field forms a subring of the number field. This is in fact true.

Theorem 2.12. Let K be a number field. Then, the set of algebraic integers in I forms a subring
of K.

Definition 2.13 (Rings of integers). The subring of algebraic integers of a number field K is
called the ring of integers of K, and is denoted O.

The ring of integers O is the correct notion of the integers inside K, generalizing Z C Q.
We will prove Theorem 2.12 by formulating this in a more general commutative algebra lan-
guage. First, we will freely use the language of modules and algebras.

Definition 2.14 (Modules). Let A be a commutative ring with 1. An A-module ) is an abelian
group (expressed additively) together with the notion of “scalar multiplication by elements in A,

(a,m)—a-m

Ax M M.

Namely, this “scalar multiplication” satisfies the following axioms.
(1) a-(my+m2) =a-my+a-mg,fora € A, my,my € M.
(2) (a1 +az)-m=a;-m+ay-m,foray,as € A,m € M.
(3) (araz) -m =ay - (ay-m), foray,ay € A,m € M.
(4) 1-m =m,form € M.

Roughly speaking, the notion of modules is a generalization of the notion of vector spaces,
where we relax the field of scalars to be a commutative ring. Just like a vector space where you
cannot “multiply” two vectors, you cannot “multiply” two elements in a module.

Example 2.15.
(1) For a field K, a K-module is the same notion as a K -vector space.

(2) A Z-module is the same notion as an abelian group.

10



(3) For any commutative ring R with 1 and an ideal / C R, [ is an R-module. There are
many more R-modules than just ideals though.

(4) If R, S are commutative rings with 1 and if there is a ring homomorphism f : R — S,
then any S-module M can be also regarded as an R-module by defining

r-m:= f(r)-m, rée€RmecM.

Definition 2.16 (Various properties of modules). Let A be a commutative ring with 1.

(1) For the A-modules M, N, a homomorphism of abelian groups f : M — N is a homo-
morphism of A-modules (or sometimes just called an A-linear map) if it respects the
scalar multiplication — namely, for any a € Aand m € M, f(a-m)=a- f(m).

(2) The two A-modules M, N are isomorphic if there is a bijective homomorphism of A-
modules f : M — N.

(3) For an A-module M, an abelian subgroup N C M is an A-submodule if it is also closed
under the scalar multiplication by A — namely, for anya € Aandn € N,a-n € N.

Given an A-submodule N C M, one can form the quotient group M /N which can be
given an obvious A-module structure. This A-module is called the quotient module.
The natural map M — M/N is a homomorphism of A-modules.

(4) Given a homomorphism of A-modules f : M — N, the kernel of f, denoted ker f, is
defined as
ker f:={m e M| f(m) =0} C M.

It is an A-submodule of M.
The image of f, denoted im f, is defined as

imf:={f(m)|meM}CN.

It is an A-submodule of N. The module version of one of the Isomorphism Theorems is
that im f is isomorphic to the quotient M/ ker f (Easy; exercise).

The quotient N/ im f is called the cokernel of f, denoted coker f.

(5) Given any set (may be infinite, may be finite) [ and, for each i € I, an A-module M;, the
direct product of M;, denoted [[,_; M, is the A-module defined by

el
HMZ = {(mi)ief | m; € Mz forall i € ]},
icl

with natural addition and scalar multiplication. Namely, this is a collection of tuples of
elementsin M;. If [ = {1,--- ,n} is a finite set with cardinality n, we also just write it as
My X My X -+ x M,.

11



The direct sum of M;, denoted €p,_; M;, is the A-submodule of []._; M; defined by

el i€l

D M; := {(mi)ics | m; € M; foralli € I, m; = 0 for all but finitely many i € I}.

el
If I = {1, -+ ,n} is afinite set with cardinality n, we also just write itas M1 ® My ®- - - @
M,?

(6) An A-module M is finitely generated if there are finitely many elements m,,--- ,my €
M such that any element m € M is expressed as an A-linear combination of my, - -+, my.
Namely, for any m € M, there exist ay,--- ,ay € A such that

m=aym;+---+anmy.

(7) An A-module M is free if it is isomorphic to a direct sum of the copies of the ring A as
an A-module. If it is isomorphic to a direct sum of finitely many copies, let’s say n copies,
of A, then we call n the rank of M.

(8) For the A-modules M, N, the set of all A-module homomorphisms from M, N is denoted
by Hom 4 (M, N). This has a natural structure of an A-module.

Definition 2.17 (Algebra). Let A be a commutative ring with 1. An A-algebra is a ring B with
1 that is also an A-module such that

(1) the addition as a ring is the same as the addition as an A-module,

(2) and the scalar multiplication as an A-module is compatible with the multiplication as a
ring, namely

a-(blbg):(a-b1)62:b1(a-bg), GEA,bl,bQ € B.

Roughly speaking, the notion of algebras is a generalization of the notion of field extensions;
a field extension L of a smaller field K is indeed a K-vector space (=K -module) but also has a
ring structure.

Example 2.18. If f : R — S is ahomomorphism of commutative rings with 1, then S is naturally
an R-algebra. Therefore, any commutative ring with 1 is a Z-algebra.

Conversely, if S is an R-algebra, then there is a natural ring homomorphism f : R — S given
by f(r) = r - 1. Therefore, the R-algebra structure is more ore less the same as giving the ring
homomorphism from R.

Definition 2.19 (Various properties of algebras). Let A be a commutative ring with 1.

(1) Forthe A-algebras By, Bo,amap f : By — B, thatis both ahomomorphism of A-modules
and a ring homomorphism is called a homomorphism of A-algebras.

ZNote that, if I is finite, @i cr M; = Hi cr M;. On the other hand, mathematicians still would like to distinguish
a finite direct sum from a finite direct product for some reason.
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(2) The two A-algebras By, By are isomorphic if there is a bijective homomorphism of A-
algebras f : By — Do.

(3) For an A-algebra B, an A-subalgebra is a subring B’ C B that is also an A-submodule.

(4) An A-algebra B is finitely generated if there are finitely many elements by, --- ,by € B
such that any element b € B is expressed as an A-linear combination of finite products of
by, -+, by (ie. apolynomialin by, - - - , by, with coefficients in A). Namely, forany b € B,
there exists an expresion

_ § : i in
b= aih...,iNbl <. bN y o Qi eiy € A.

0<in, - in<M

(5) For an A-module M, the A-module Hom 4 (M, M) can be given an A-algebra structure
by declaring the composition of A-module homomorphisms as its ring multiplication. We
denote this as End 4 (M), and call it the endomorphism algebra of M.

Remark 2.20 (Warning). By definition, an A-algebra B is also an A-module. However, the notion
of being finitely generated as an A-algebra is different from being finitely generated as an A-
module. In fact, being finitely generated as an A-module is a stronger condition than being finitely
generated as an A-algebra.

For example, let K be a field. Then, the polynomial ring K [X] is naturally a K-algebra. It is
finitely generated as a K -algebra, as any element is a polynomial in a single element, X. However,
it is not finitely generated as a K-module, which is the same as the dimension of K[X] as a
K -vector space is infinite.

Definition 2.21 (Integrality). Let A, B be commutative rings with 1, and let A <— B be an
injective map of rings. Then, we say b € B is integral over A if there is a monic polynomial

f(X) € A[X] such that f(b) = 0.
Example 2.22.

(1) If A, B are fields, then b € B is integral over A if and only if b € B is algebraic over A.

(2) If A = Z and B is a number field, b € B is integral over A if and only if b is an algebraic
integer.

Definition 2.23 (Integral closure). Let A, B be commutative rings with 1, and let A <— B be an
injective map of rings. Then, the integral closure of A in B is the set

{b € B| bis integral over A}.

We say A is integrally closed in B if the integral closure of A in B is A itself.

Using this notion, the ring of integers Ok in K is precisely the integral closure of Z in K.
Thus, Theorem 2.12 will be an immediate corollary to the following Theorem.

Theorem 2.24. Let A, B be commutative rings with 1, and let A — B be an injective map of rings.

13



(1) An element b € B is integral over A if and only if there is an A-subalgebra R C B that
contains b and is finitely generated as an A-module.

(2) The integral closure of A in B is a subring of B.

Before giving the proof, let’s try to understand what this means.

Example 2.25. Let us consider the simple situation of Z C Q. Since % € Q is obviously not inte-

gral over Z, as per Theorem 2.24(1), it should be the case that any Z-subalgebra of QQ containing

1 is not a finitely generated Z-module. In particular, the Z-algebra generated by %,

2
Z[%}:{%mez,kz@,

should not be a finitely generated Z-module. Let’s see why this is the case. Suppose that Z [%}
is a finitely generated Z-module. This means that there are finitely many elements in 7Z [%} SO
that any element in 7Z [%] could be expressed as a Z-linear combination of those basis elements.
However, it is obvious that this is false, as any Z-linear combination of chosen finitely many
elements must have a denominator which divides the common denominator of the basis elements,
and there are elements in Z [ 1| with arbitrarily high powers of 2 in their denominators.

On the other hand, consider the situation of Z C Q(\/Q), and consider the Z-subalgebra of

Q(v/2) generated by v/2, denoted Z[/2]. Note that by definition this is a collection of elements
of the form

2
a0+a1\/§+a2\/§ +, ao,a1,~--EZ,

but by the relation \/52 = 2, any term involving a, with n > 2 is actually redundant, and
therefore Z[v/2] is just a collection of elements of the form

ap + a1V2, ag,a; € 7,

so {1,1/2} is a Z-basis of Z[v/2], making it a finitely generated Z-module. In fact, this is a free
Z-module, meaning that there is no Z-linear relation between 1 and V2. We will see that this is
in fact always true, that Ok is always a free Z-module for any number field K.

Proof of Theorem 2.24.
(1) Consider the A-subalgebra of B generated b, denoted as A[b]. More precisely,

N
Alb] = {Zanbn | N >0,a, EA}.

n=0

Suppose that b is integral over A. Then, we claim that A[}] is a finitely generated A-
module. As b is integral over A, there must be some expression of the form

b =cg 0" 4o, caorycr 0o €A

14



Therefore, any sum of the form Zivzo a,b"™ can be rewritten as an A-linear combination
of 1,b,--- ,b%! using the above expression by inductively reducing any d-th or higher
power of b into an A-linear combinbation of lower powers of b. Thus, any element in A[b]
is able to be expressed as an A-linear combination of 1,b, - - - , 5%~ !, which imlies that A[b]
is a finitely generated A-module.

To prove the converse, it is sufficient to prove that any element b of an A-subalgebra
R C B, finitely generated over A, is actually integral over A. There should be finitely

many elementsry, - -- ,ry € Rsuchthatany elementin R can be expressed as an A-linear
combination of 71, - - - , rn. Therefore, foreach1 < i < N, theremustbea;;, -+ ,a;y € A
such that

N
b’l"i: E aijrj.
j=1

We can write this as a matrix form,

b o - 0 1 a3 Q2 -+ Q1N 1
0 b - 0 T2 Q21 Q22 -+ Q2N T2
= )
o 0 --- b TN aNi an2 -+ QNN TN
or

b—an —ai2 ce —aiN 1 0
—as1 b—axp --- —QaN ol 0
—an;  —an2 -+ b—ann N 0

Let the NV x N matrix on the left hand side expression be denoted as M. Now, consider
the adjugate of M, MY, The Cramer’s rule in linear algebra says that

detM 0 - 0
wpding o |0 detM o0
0 0 - detM

This makes a perfect sense over any commutative ring, as there is no “denominator in-
volved.” Therefore, multiplying on the left by M?Y, we get

det M 0 0 T 0
0 detM --- 0 ro | |0
0 0 - det M rN 0

This implies that (det M)r; = 0 for any 1 < i < N. Since 1 < A C R, taking an
appropriate linear combination, we have det M = 0. On the other hand, det M = p(b),
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where p(X) € A[X] is the characteristic polynomial of the N x N matrix,

aix a2 1N
a1 A22 Q2N

)
ayi an2 -+ AanNnN

and in particular p(X) € A[X] is a monic polynomial! Thus, b is integral over A.

(2) We have to show that, if b0’ € B are both integral over A, then both b + b' and bb’ are
integral over A. Consider the A-subalgebra A[b.b'] C B generated by b, b’. More precisely,

finite
Alb,¥] = {Z aib'h” | a;; € A} .

i’j
Since b, i are both integral over A, there must be relations

bdzcd—lbd_1+"'+cﬂ7 Cd—1,""" 7COEA7

yd’ / 1d'—1 / / /
b :Cd/_lb +“'+CO, Cd/_]_,"‘ ,COEA.

This implies that any linear combination of the form Z?‘}ne

linear combination of b'0"/ with i < d, j < d'. Therefore, A[b, V'] is finitely generated as
an A-module.

a;;b'b"” can be expressed as a

O

Exercise 2.1. Show that every quadratic field is of the form Q(+/d) for some integer d € Z.

Exercise 2.2. Let A be a commutative ring with 1, and let M, N be A-modules. Find the natural
A-module structure on the set Hom 4 (M, N).
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3. LECTURE 4. NORMS, TRACES, DISCRIMINANTS

Summary. Norms; traces; computing norms and traces; transitivity of norms and traces; norms
and traces of algebraic integers; discriminant; computing discriminant; discriminant only de-
pends on the Z-module generated by the basis; formula for D(1, a, - -+ ,a"1).

Content. We would like to generalize the notion of norm and trace for quadratic fields to arbi-
trary number fields. A naive first guess will be, for o in a number field K,

N(a) = H conjugates of o, Tr(a) = Z conjugates of a.

This is indeed a good definition if K /Q is Galois, but not so much when it is not. The correct
definition is as follows.

Definition 3.1 (Norms and traces). Let L/K be a finite extension of fields, and let « € L. The
multiplication by « gives rise to a K -linear map,

me: L — L, x+— ax.
The norm Ny k(o) € K and the trace Try/x(a) € K are defined as
Nk (o) :=det(my), Trpx(a):=Tr(m,).

If the base field K is QQ, then one often omits the subscript for the norm and the trace.

You may compute these concretely by taking a basis and writing the multiplication map as a
square matrix. The matrix itself may depend on the choice of the basis, but its determinant and
trace do not depend on the choice.

Proposition 3.2 (Various properties of the norm and the trace). Let L/ K be a finite extension of
fields.

(1) Fora, 3 € L, we have
NL/K(QB) = NL/K(Oé)NL/K(B)'

(2) The trace Try )k : L — K is a K-linear map.

(3) Both the norm and the trace are transitive. Namely, if M /L /K is a “tower” of finite exten-
sion of fields, then

NM/K = NL/K o NM/La TYM/K = TYL/K o TI"M/L .
(4) If L/ K is Galois, then

Npk(a) = o(a), Trpk(e)= o(a).
ceGal(L/K) ceGal(L/K)
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(5) Fora € L,

NL/K<Oé) = NK(Q)/K<OZ)[L:K(Q)], TI'L/K(Oé> = [L . K(Oé)] TI'K(a)/K(Oé).

(6) In general, the norm and the trace may be computed as follows. Let p,(X) € K|[X] be the
minimal polynomial of o over K, and let M /K be the Galois closure of L/ K. Let oy =
a,- -,y be the roots of p,(X) in M. Then,

n [L:K ()] n
Nk (o) = (H ozz-> o Trpk(a) = [L: K(a)] Zai.

In case when L/K is separable ®, the norm and the trace have the alternative description
as follows. As above, let M /L be a field extension which is normal over K (e.g. the Galois
closure of L/ K, an algebraic closure of L, etc.). Then,

Npk(a) = 11 ola), Trp(a)= > o(a).

all K -embeddings o: L— M all K -embeddings o:L— M

Proof. *
(1) This follows immediately from that m,z = m, o mg.
(2) This follows immediately from that the map
L — Endg (L), o mg,
is a K-linear map. More concretely, this means that, given o, f € L and a,b € K,
Maa+b3 = Mg + bmg,
as K-linear maps from L to itself.

(3) The separable case is an easy consequence of (6). We will not care much about the insep-
arable case; for those who are curious, see the handout by Conrad.

More precisely, let F' be a big enough field extension of M such that it is normal over K
(e.g. an algebraic closure of M). Then, F'// K is Galois, so for « € M, the formula in (6) in
terms of Galois theory becomes °

Nuyr(o) = H o(a).

oceGal(F/K)/ Gal(F/M)

3You may safely assume that this is always the case in this course. For example, if K is either of characteristic 0
or a finite field, any field extension of K is separable over K.

“The logical order of dependence is a bit convoluted, because (3) and (4) will be proved as a consequence of (6).
This is fine because the proof of (6) will not use (3) or (4).

SHere, Gal(F/K)/ Gal(F/M) is merely the set of left cosets, not a group, as M /K is not necessarily a Galois
extension.
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By the same reason,

Nuyp(@) = 11 o(a),

c€Gal(F/L)/ Gal(F/M)

and

Np/k o Nayr(a) = 11 T 11 o(a)

r€Gal(F/K)/Gal(F/L)  \o€Gal(F/L)/Gal(F/M)

= 11 11 7(o(a)).

T€Gal(F/K)/ Gal(F/L) 0€Gal(F/L)/ Gal(F/M)

It is now clear from the above expressions that NM/K(a) = Np/k o NM/L(a). The same
proof works for the trace as well.

(4) This is a special case of (6).

(5) We can choose a K-basis of L in two stages: first, take a K («)-basisof L, say {e1, - ,em};
then, if n = [K () : K], the collection {&’¢; }o<j<n1<j<m} is a K-basis of L. Under this
basis, the nm x nm matrix representing m,, : L — L is just the diagonal block matrix of
m copies of the n X n matrix representing m,, : K(a) — K(«). The desired statement
now follows.

(6) Asbefore, we will only prove the separable case. Without loss of generality, we can assume
that M/ K is the Galois closure of L /K. We first prove the case when . = K («a/) and then
prove the general case.

Note that, if L = K («), then there is a very appealing K -basis of L, namely {1, o, - - - , "'},
where n = [K(a) : K]. Let po(X) = X" 4+ a,—1 X" ' + - + ap € K[X] be the mini-
mal polynomial of a over K. Then, under the choice of this K -basis, m,, is given by the
following n X n matrix:

0 1 0 0 0
0 0 1 0 0
Mae=1"9 0o 0 --- 1 0
0 0 o --- 0 1

—ap —ap —az -+ —0Qp—2 —Ap_1

Thus, Trg )k () = —ay—1, and Nk (o) k() = (—1)"ao.

Over M, the polynomial p,(X) factorizes into p,(X) = [[};(X — a;), with oy = «.

Then, —a,—1 =Y, a;,and (—1)"ag = [[;_, . Note that o;’s are precisely the possible
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conjugates of o in M over K. Therefore, as specifying a K -embedding of L = K («) into
M is the same as specifying a /-conjugate of o in M,

Ng o)/ () = H a; = 11 o(a), Trryx(e) = Z a; = > o(a).

all K-embeddings o:K (a)—M all K-embeddings o: K (a)—M

As per (5), the general case will follow once we prove that there are exactly [L : K(«a)]
many different K-embeddings of L — M lifting a fixed K-embedding K («) — M, or
in other words, given a K -conjugate «; of o, there are exactly [L : K («)] many different
K-embeddings of L — M sending « to «;. Note that there is at least one embedding
sending « to o, as M/ K («) is Galois, and #(Gal(M/K)/ Gal(M/K(«))) = n. Now,
given such embedding, the number of different K-embeddings of L <— M sending « to
«; is really the same as the number of different /& («)-embeddings of L < M sending «
to « (by conjugating by a fixed element in Gal(M/K') sending «; to ), which is the same
as #(Gal(M/K(«))/ Gal(M/L)) = [L : K(«)], as desired.

0
Proposition 3.3 (Norm and Ok). Let K be a number field.
(1) Let L/ K be a finite extension. For any o € Op, Ny k(o) and Trp, i (o) are both in Ok.
(2) Fora € Ok, N(«) = %1 if and only if a € O} is a unit °.
Proof.

(1) By Proposition 3.2(6), N1k (a) (Trr i (v), respectively) is a product (a sum, respectively)
of conjugates of «. Since a conjugate of an algebraic integer is an algebraic integer, both
Np/k (o) and Trp k(o) are algebraic integers.

(2) Suppose that @« € Op. Then, there is another 5 € Oj such that a5 = 1. Then,
N(a)N(B) = N(1) = 1. However, as N(«), N(f3) € Z, it follows that N («) = £1.

Conversely, suppose that N(«) = +1. By Proposition 3.2(5) and the proof of Proposi-
tion 3.2(6), this implies that the minimal polynomial p,(X) € Z[X] of « over Q has the
constant term equal to +1. Let K /Q be the Galois closure of K/Q, so that the minimal
polynomial p, (X) factorizes into p,(X) = [[_(X — «;) for a1 = o, a9, -+ ,a, € K.
As po(X) € Z[X] is also the minimal polynomial of o; over Q (this is because p, (X) is
irreducible), it follows that «; is integral over Z, which means that o; € Of. Note that
s -, = £a~! € K, but also that awas - - - i, € Op. Therefore, a~!is an element
in K integral over Z, so a~! € K is actually an element of Q. Therefore, o € Ofisa
unit.

O

%In general, for a commutative ring R with 1, we use the notation R* for the group of (multiplicative) units in R.
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The concept of norms and traces are extremely useful. One useful byproduct is the notion of
the discriminant of a number field. For the rest of this lecture, we assume that we already know
that, for a number field K, Oy is in fact a finitely generated, free Z-module of rank [K : Q].
This fact will be proved in the next lecture.

Definition 3.4 (Discriminant with respect to a Q-basis). Let K be a number field, n = [K : Q),
and {ey, -+ ,e,} be a Q-basis of K. Then, the discriminant of K with respect to the basis

{e1, - ,en}is
Dfe, -+, en) = det({Trx/qleie;) hr<ij<n) € Q.

Here, {Trg q(eie;) }1<ij<n represents an n x n matrix with its (4, j)-th entry equal to Tr g (e;¢;)
(called the Gram matrix).

We note the following.
Proposition 3.5. Let K be a number field, and let {ey,- - - , e, } be a Q-basis of K. Let L/Q be the
Galois closure of K/Q, and let o1, - - - , 0,, be the distinct Q-embeddings K — L. Then,
D(er, -+ eq) = det({oi(ej) hr<ijzn) ™.
Proof. By Proposition 3.2(6),
Tri g(eie;) = Zok(eiej).
k=1

Therefore,

n

Dfey, -+ ,en) = det {Z Uk(ei)ak(ej)} = det ({or(ei) hr<insn{on(e;) bk i<n)

k=1
= det ({o3(¢;)}1<ig<n)”
[
Proposition 3.6. IftwoQ-bases{ey, - ,e,} and{ fi,--- , fn} of K generate the same Z-submodule

of K, namely if
Z'€1€B'-—EBZ'€nIZ'fléB“'@Z'fnCK,
then
D<617”' 76n):D(f17“' afn)

Proof. That the two Q-bases generate the same Z-module means that the change-of-basis matrix
M between the two bases has the property that both M and M ! have only integer entries. This
means that det M and det M ~! are both integers. Since det M det M~! = 1, this implies that
det M = £1.

Let us be a little more precise. The matrix M has the (i, j)-th entry equal to a;;, where

n
€; = E @ijfj'
Jj=1
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Therefore,

n

Tricjgleies) = Traso( Y amfrajfi).
k=1

Therefore,
{Triqleie;) <ijen = M{Trx o(frf) hicricn M7,

where M7 is the transpose of M. This implies that

D(elv"' 7671) = (detM)D(flv 7fn)<detMT) = (detM)2D(f17"' >fn) = D(fla 7fn)7
as det M = +1. 0J

Therefore, assuming that Oy is a finitely generated free Z-module of rank [K : Q], we can
define the discriminant of a number field by using the basis coming from Ok.

Definition 3.7 (Discriminant of a number field). Let K be a number field, and n = [K : Q).
Let {e1, - ,e,} be a Z-basis of Ok (namely, Ok is generated by {e1,--- ,e,} as a Z-module,
and there is no Z-linear relation between ey, - - ,¢,). Then, the discriminant of K, denoted
disc(K), is defined as D(ey, - - ,e,). This is independent of the choice of a Z-basis of Ok by
Proposition 3.6.

The discriminant is a fundamental invariant of a number field that is later related to the
notion of ramification of primes. On the other hand, at the moment, this is also useful in
the computation of the ring of integers O in certain cases — so far we only explicitly know the
ring of integers of (Q and quadratic fields, and the general definition of Oy is pretty abstract.

One key trick to compute O using the discriminant is the following.

Proposition 3.8. Let K be a number field of degree n, and {ey,--- ,e,} be a Q-basis of K such
thateq,--- ,e, € Ok. Let
S=Z-e1® - ®L-e, C Ok,

be a Z-submodule of O. Then,
D(ey, -+ ,e,) =[Ok : S)* disc(K).
As a consequence, if D(ey, -+ ,e,) = disc(K), then {e1,--- ,e,} is a Z-basis of Ok.

Proof. Let f1,--- , f, be a Z-basis of Ok. Then, this means that the change-of-basis matrix from
{fi,--+, fu} to{e1, -+ ,e,} has integer entries (although its inverse may not have integer en-
tries). Namely, there are relations

n
€; = E aijfj7 aij € Z
Jj=1

Let M be the n x n matrix whose (4, j)-th entry is a;;. Then, as in the proof of Proposition 3.6,
D(ey, -+ ,e,) = (det M)?disc(K). We want to show that |det M| = [Of : S].
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This can be seen easily by what’s known as the elementary divisor theorem, but let us
sketch another elementary proof without using this theorem. We can think of an actual Z-lattice
(namely, a Z-module) L generated by the vectors v; = (a;1,--+ ,a;) € R, i = 1,--- n. This
is a sublattice of the integer lattice Z" = {(z1,---,x,) | ; € Z} C R". Then, the index
Ok : S] = [Z" : L] is the ratio of the densities of the points in L and those of Z", respectively.
Namely, let’s define Dp to be the open ball in R™ centered at the origin with radius 7, and then
we have : )

n 1 .. #F(DrNZ"
Ok : S| =[Z .L]—}%l_r};om.
On the other hand, # (Dr NZ") is roughly the volume of Dp, and similarly # (Dr N L) is
roughly’ the volume of Dy, divided by the parallelipiped P generated by 'y, - - - , #,. Thus

. vol(D
Ok : S| =[z": L] = éﬁ&% = vol(P) = | det M|,
vol(P)
as desired. O]

Corollary 3.9. Let K be a number field of degree n. If there is a Q-basis {ey,--- ,e,} of K such
thatey,--- e, € Og and D(ey,- - ,e,) is a square-free integer, then {e,-- - ,e,} is a Z-basis of

Ok.

We now have one strategy to compute Of: find a nice Q-basis of K consisted of algebraic
integers, and hope that its discriminant is a square-free integer.

Remark 3.10. There are certainly a lot of examples of number fields whose discriminants are
not square-free, so that Corollary 3.9 is not applicable. For example, disc(Q(1/2)) = 8.

One particular example of a simple Q-basis of K of algebraic integers is when K = Q(«a) with
a € Ok; then, one can take the Q-basis {1, a,--- ,a" '}, where n = [K : Q]. The discriminant
with respect to this basis has a nice formula.

Proposition 3.11. Let K = Q(«) witha € Ok, n = [K : Q|, and let p,(X) € Z[X] be the
minimal polynomial of o over Q. Suppose that p,(X) factors into [[;_, (X — «;) over the Galois
closure of K/Q. Then,

_ n(n—1)
D(LCY,"' ’an 1) = H (ai_aj)Q = (_1) 2 NK/Q(p:x(a»
1<i<j<n
’One can make this very precise, that
. VOI(DR) n—1
’#(DROL) vol(P) < CR" 7,

for a very explicit constant C' (note that vol(Dpg) grows to the order of R™). This kind of inequality has been proved
by many mathematicians, starting from Gauss.
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Proof. Note that

D(1,a,---,a"") = det({Trg@)o(a™) h<ij<n)

n
= det E oz?”
k=1 1<i,j<n

= det ({a?ﬂ}lgi’kgn {O‘i}gmgn)

= det ({043}19491)2

2
= ( H (o —aj)> (Vandermonde matrix)
1<i<j<n

n(n—1)
= (=1) > H (a; — o)

1<i,j<n, i#j

n(n—1)

= (D [Irle) = (DT Nigolpl (o).

O

Remark 3.12. This together with the primitive element theorem implies that disc(K) is not
zero (see Exercise 3.2).

Remark 3.13. The quantity [ [, ;. (a; — ;)? can be computed purely in terms of the coeffi-

cients of p,(X) and p/, (X ) by computing the determinant of a large matrix called the resultant.

Example 3.14 (Discriminant of the quadratic fields). Let’s compute disc(Q(v/d)), for a square-
free nonzero integer d. Of course, the case of d = 1 (mod4) is different from the case of d =
2,3 (mod4).

(1) Ifd = 1 (mod 4), then disc(Q(v/d)) = D(1, o) where o = ”2\/3. The minimal polynomial
of v over QQ is

1—d
Pa(X) :X2—X+T € Z[X].

Thus, by Proposition 3.11,

disc(Q(Vd)) = D(1,a) = =Ny g 0(2a — 1) = —=Ng(vao(Vd) = d.

(2) If d = 2,3 (mod 4), then disc(Q(v/d)) = D(1,a) where o = v/d. The minimal polyno-
mial of « over Q is
pa(X) = X? —d € Z[X].

Thus, by Proposition 3.11,
disc(Q(Vd)) = D(1, a) = —Nya o(2Vd) = 4d.
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Example 3.15. Let f(X) = X® — X — 1. This is irreducible in Q[X], as it has no rational roots.
Therefore, if we let o be a root of f(X), then K = Q(«) is a degree 3 number field, and by
definition, the minimal polynomial of « is f(X), which has integer coefficients, so & € Of. Let
a1 = a, (g, a3 be the three roots of f(X) in the Galois closure of K. Since f/'(X) = 3X? — 1,

Nicja(F'(@)) = Nijg(3a? — 1) = (302 — 1)(3a3 — 1)(303 — 1)

= 27030303 — 9(atad + afal + axad) + 3(ad + ad +af) — 1.

Note that
ap+as+a3 =0, ooy + ajag+ asag =—1, ayasag = 1.

Thus,
af + 03+ o = (o + a2 + a3)” — 2(oe + aras + asas) = 2,

2 2 2 2 2 2
ajas + ajag + apa; = (g + aqas + asas)” — 2anasas(ag + s + ag) = 1.

Therefore, we have
NK/Q(f'(a)) =27T—94+6—1=23,

so D(1, o, &*) = —23, which is square-free. Therefore, we see that O = Z[a].

Exercise 3.1. Let f(X) = X3 + aX + b, a,b € Q, such that f(X) is irreducible in Q[X] (i.e.
f(X) has no rational roots). Let a be a root of f(X), and let K = Q(«) be a degree 3 number
field. Show that

D(1,a,a?) = —27b* — 4a®.

Exercise 3.2. Read the proof of the Primitive Element Theorem. Using the Primitive Element
Theorem, we aim to prove that, for a number field K, disc(K') # 0.

(1) Use the Primitive Element Theorem to show that one can find o € Ok satisfying K =

Q).
(2) Show that D(1,a,--- ,a"" ') # 0, where n = [K : Q]. Deduce that disc(K) # 0.

Exercise 3.3. Let n > 1 be an integer, and choose a primitive n-th root of unity ¢,, € C. This is
an algebraic integer, and the field Q((,,) is called the n-th cyclotomic field. We will focus on
the case when n = p® is a prime power.

(1) Prove the Eisenstein’s irreducibility criterion: given a polynomial
fX)=X"+a, 1 X" '+ +a; X +ay € Z[X],
if there is a prime number p such that the following two Conditions are satisfied, then

f(X) is irreducible in Z[X] (and thus Q[X], by Gauss’s Lemma).
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Condition 1. p divides a,,_1, a,_2,- - , ao.

Condition 2. p? does not divide ay.

(2) Using the Eisenstein’s irreducibility criterion, show that the minimal polynomial of (ya
over QQ is

a—1

D, (X) = XP =) o xpt T e-2)  xrtT T

This polynomial is called the p®-th cyclotomic polynomial.

Hint. First, note that the minimal polynomial of (,« must divide
xXrt -1
1 Y
Then, use the Eisenstein’s irreducibility criterion to ®,. (X + 1).

(3) Deduce that the conjugates of (e« are ¢f., 1 < k < p% (k,p) = 1, and that Q({pe)/Q is
Galois with

Gal(Q(¢pe)/Q) = (Z/p"2) .

In particular, Q((,«) does not depend on the choice of a primitive p®-th root of unity.

Exercise 3.4. Let p be a prime number, and a > 1.

(1) Compute D(1, Gy, - - 7@?{‘3’1(17—1)—1)‘

P

(2) Show that Ng(¢ .)/q(1 — (pe) = p. Deduce that, for any k € (Z/p°Z)*,

1—-¢h

X
TG = QG
This kind of a unit is called a cyclotomic unit.

(3) Let p > 5. Show that

_ 2
1_Cpazl+caeox 7
1_Cp“ p @(Cpa)

is of infinite order. This shows that the multiplicative group of units (’)6( () A8an abelian
D

group is infinite.

27

Hint. We have a freedom to choose (,.. Choose (,« = e**, and show that ‘1 e | >1

(the absolute value as a complex number).
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4. LECTURE 5. FINITENESS OoF Ok

Summary. Oy is a finitely generated free Z-module; O};; the discriminant of a subfield divides
the discriminant of a larger field; basis of Ok, in terms of bases of O and Oy, if disc(K) and
disc(L) are coprime.

Content. The following, as promised before, is another very important property of O.

Theorem 4.1. Given a number field K, its ring of integers Oy is a finitely generated, free Z.-module
of rank [K : Q)|. Equivalently, Oy = 72U g5 abelian groups.

Proof. Recall the Fundamental Theorem of finitely generated abelian groups: a finitely generated
abelian group G is always of the form

G 2T X (Z)MZ) X --- x (L)nx L), ny|ng| - |ng.

Let n = [K : QJ, and choose a Q-basis of K, ey, - - - , e,,. Certainly, any element & € Ok can be
expressed as a Q-linear combination of ey, - - - , €,
a=aer+ -t apen, a1,-c0 a0, €Q

Of course, aq,- - ,a, are not necessarily integers and merely rational numbers. However, if
one could somehow show that the common denominator of a4, - - - , a,, always divides some big
integer d, then this implies that ay,--- ,a, € éZ, SO

e e
() Ok CZ - ~a...07 2

d d
Since %, - - - , > have no Q-linear relation (they form a Q-basis), they have no Z-linear relation.

Thus,Z - 5 @ --- © Z - < is a free abelian group (=Z-module) of rank n.

This actually implies that Oy is a finitely generated free abelian group (=Z-module): any
abelian subgroup (=Z-submodule) of a finitely generated free group does not have a non-trivial
torsion element, so by the Fundamental Theorem invoked above, an abelian subgroup of a finitely
generated free group is finitely generated and free.

Note also that for a sufficiently divisible integer N, Na; € Ok. More precisely, we can let N
be any integer divisible by the common denominator of the coefficients of the minimal polynomial
of a; over Q for each . Thus, by replacing a4, --- ,a, with Nay,--- , Na,, we can assume that
ai,--- ,a, € Ok. Then, we have

Z-el@---@Z-enC(’)K.

Therefore, if we prove (19.9), then not only we prove O is a finitely generated free abelian group
(=Z-module), we have

n:rankZ-el@---@Z-enSrankOKgrankZ-%@---@Z-%n:n,

so rank O = n. Thus, all we need to prove is (19.9).
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Consider the symmetric bilinear pairing on I,

() KxK—=Q, (x,y)=Trgi(ry).

Here, “symmetric” means that (x, y) = (y, x), and “bilinear” means that (z+y, z) = (z, 2)+(y, 2)
and (r,y + 2z) = (x,y) = (x, z). Anyway, it is clear that, if x,y € Ok, then (x,y) € Z.
Now consider x € Ok. Then, as {e1,--- ,e,} is a Q-basis of K, there are ¢1,--- ,¢, € Q
such that
Tr=cie;+ -+ Cpén.

We would like to bound the denominators of ¢y, - - - , ¢,,. Note that
n
(z,¢€5) = ch-(e,-,ej%
i=1

which can be written as a matrix form as

(x,e1) (e1,e1) (ea,er) -+ {en,e1) c1
(x%) (z,e2) | _ (6.1i f2> <6.2f t‘iz> e (ens €2) €2
(x,e,) (e1,en) (ea,€n) -+ (en,en) Cn,

Let the n X n matrix in the middle (the Gram matrix) be denoted as M. Note that det M
is precisely the discriminant D(ey,--- ,e,). By Proposition 3.8, this is a nonzero multiple of

disc(K), which is also nonzero by Exercise 3.2. Therefore, M is an invertible matrix. Using
M~ = L_)Madi we obtain

det M
<QL’, €1> C1
1 ad]j <J}, 62> — Ca
det M ce
(x,en) Cn
<£U ) €1>
Since <x',.e.2> and M2 both have the integer entries, the denominators of ¢; divide det M,
(z,en)
which does not depend on z, and this is what we want. O

The proof of Theorem 4.1 gives a yet another interpretation of disc(K).
Definition 4.2 (Dual lattice). Let O}, = {z € K | (z,«a) € Z for all « € Ok}
This is an abelian group that obviously contains O.

Theorem 4.3. The abelian group O}, /O is finite, and

| disc(K)| =[Ok /Ox|.
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Proof. Consider the Q-linear map f : K — Q" defined by

(z,en)

This is an injective map of (Q-vector spaces of the same dimension, so it is bijective. By definition,
the image of O}, under f is Z" C Q". On the other hand, from the equation (xx), the image of
Ok under f is MZ", where M = {(e;, ;) }1<i j<n is the Gram matrix. Therefore, |0}, /Ok| =
| det M| = | disc(K)|. O

From this, we obtain another useful property of the discriminant which will be later useful in
more sophisticated computation of Ok.

Theorem 4.4. Let L/ K be a field extension of two number fields. Then, disc(K) divides disc(L).

Proof. Let a € O}, C K. Then, for any 8 € Oy,
Trq(aB) = Trics(Trr i (af)) = Trigla Trok(B)) € Z,
as Try i (B) € Ok. Thus, O), C OY. Note also that
Ok =0,NO0x COLNOY, CO,NK = O,
so O = Or N O),. Thus, we have an inclusion of finite abelian groups,
0} /O — 0} /Oy.
Theorem follows from Theorem 4.3. U

The proof of Theorem 4.1 has some other interesting consequences.

Corollary 4.5. There is an algorithm (i.e. a deterministic procedure that is guaranteed to stop in a
finite number of steps) that computes O for any number field K .

Proof. In words, the algorithm is as follows.
(1) Choose a Q-basis ey, - -+ , e, of K.
(2) Compute the minimal polynomial p;(X) € Q[X] of e; over Q.
(3) Let N; be the common denominator of the coefficients of p;(X). Then, f; := N;e; € Ok.

(4) Compute D = D(f1,---, fn) € Z\{0}. By the proof of Theorem 4.1, we know that

fl fn
h / K D D
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Now one notices that the index between the two abelian groups sandwiching Oy is (very

big but still) finite:

fl fn . o n
(286 02-5).@ hom oz 1] -0 <o

Therefore, to determine Oy, one has to check whether each of the D" cosets belongs to
Ogk. That is, for 1 < 4y,--- ,14, < D, check whether

1 In

is an algebraic integer.

This very long but still finite check will determine O.
O

Of course, the above algorithm is not at all practical, as the discriminant is usually very big,
and the algorithm needs a power of the discriminant many steps. In practice, when computing
by hand, one usually relies on Corollary 3.9, or the knowledge of the ring of integers of a small
number field combined with the following Proposition.

Proposition 4.6. Let K, L be two number fields, both Galois over Q, such that K N L = Q. Let
{e1, -+ ,em} be aZ-basis of O, and {f1, - , fn} be a Z-basis of Op. If (disc(K), disc(L)) = 1,
then

{Gifjhgigm, 1<5<n
is a Z-basis of Ok, and disc(K L) = disc(K )™ disc(L)™.
Proof. Note that K N L = Q implies that [K'L : Q] = mn, so {e; f; }1<i<m, 1<j<n forms a Q-basis
of K L. Furthermore, K'L/Q is Galois (an exercise in Galois theory). Let

Gal(KL/L)={oy, -+ ,om}, Gal(KL/K)={m, - ,Ta},
so that
Gal(KL/Q) ={oimj |1 <i<m, 1<j<n}
Let o« € Ok, and let

o = Z aijeifj, CLZ']' € @
Z‘?j

We want to show that a;; € Z. Let

m

53‘:26%]‘61‘6-’(, 1<j<n

=1

Then, for 1 < k <n,

(@) =Y m(Bif;) = Zﬁﬂk(fj),

j=1
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as 73 fixes K. Therefore,

() n(f1) n(f2) - 1(fa) Io
() | _ | =(fi) m(fe) - n(fa) || B
Ta() (1) Ta(f2) o Tu(fn) Bn

Let the n X n matrix in the middle be denoted as A. Then, by Proposition 3.5, disc(L) = det(A)>.
Thus,

m1(a) b
a0 [ 2O geqa) | P2
Tn(a> Bn

m1(a)

Note that both A>3 and T2. (a) have their entries in Ok, because a Galois conjugate of an
Tn(@)

algebraic integer is an algebraic integer. Therefore, det(A)f; € Ok for 1 < j < n, which

implies that disc(L)S; € Okr. Now note that disc(L)5; € K, so disc(L)S; € Ok, which means
that

disc(L)B; = Z disc(L)asje;,

has the integer coefficients, namely disc(L)a;; € Z for all 4, j.

We can swap the roles of K and L and go through the argument as above, which will then
yield disc(K)a;; € Z for all 4, j. Since disc(K') and disc(L) are coprime to each other, a;; € Z
for all 7, j, as desired.

To compute the discriminant, we again use Proposition 3.5. Namely, disc(K'L) = det(B)?,
where B is the mn X mn matrix given by

B = {UiTj(ekfl>}1§i,k§m, 1<j,len-

Here, we use the description of the elements of Gal(/K L/Q) and the just-proven fact that {e, f; }
is a Z-basis of O . Note that

oitj(exfi) = oi(ex)7; (1),
so B = C' ® D is the tensor product of the two square matrices C' and D, where C' and D are the
m X m and n X n matrices with entries

C =A{oilex) hi<ikzm, D ={7(fi)h<ji<n,

respectively. Thus,
det(B) = det(C)" det(D)™.

Since Proposition 3.5 implies that disc(K) = det(C')? and disc(L) = det(D)?, we get
disc(K L) = disc(K)"™ disc(L)™.
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Example 4.7. We know that all quadratic fields are Galois over Q. Thus, for example, we can use
Proposition 4.6 to compute the Z-basis of the ring of integers of Q(i, v/—3), because disc(Q(i)) =
—4 and disc(Q(v/—3)) = —3 by Example 3.14. Namely,

disc(Q(i,v/—3)) = disc(Q(4))* disc(Q(v/—3))? = 16 - 9 = 144,

and a Z-basis of Og; ,/=3) can be taken to be

{1@ 1+v—3 z’—\/ﬁ}.

2 2

Exercise 4.1. Let p be an odd prime. In Exercise 3.3, we proved that Q((,)/Q is Galois with Galois
group (Z/pZ)*. As this Galois group is a cyclic group of even order, there is a unique nontriv-
ial group homomorphism Gal(Q((,)/Q) — Z/2Z. By Galois theory, there is a corresponding
subfield K C Q((,), which is the unique quadratic subfield. Show that

K Q(yv/p) ifp=1(mod4)
Q(v/—p) ifp=3(mod4).

Hint. Use disc(K)| disc(Q((p))-

Exercise 4.2. Let K = Q(«) be a number field of degree n with o« € Ok, such that the mini-
mal polynomial p,(X) of a over Q satisfies the Eisenstein’s irreducibility criterion with a prime
number p (we say that p,(X) is Eisenstein at p in short).

(1) Ifag, - ,a,—1 € Z are integers such that
ap+ao+ -+ a, 10" € pOy,

then show that ag,aq,--- ,a,_1 € pZ.
Hint. First, multiply the expression by o~ ! to show that ay € pZ. Then, inductively
show that ay € pZ, as € pZ, - - -.

(2) If z € Ok has an expression
I:bo—i‘bla—f—“‘—i‘bnfl&nil, b0,~-,bn,1€@,
show that each b; € Q has no p in its denominator.

(3) Prove that (p, [Ok : Z[a]]) = 1 by showing that there is no element of order p in the finite
abelian group Ok /Z]«/.

(4) Show that Oy 35, = Z[v/2] as follows.
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e Note that [Og 45, Z[3/2]] divides disc(1, ¥/2, - - - , v/2%), which has only 2 and 5 as
prime factors (compute it).

e 2 does not divide [Og g5 Z[+/2]] as the minimal polynomial of v/2 over Q, X° — 2,
is Eisenstein at 2.

e 5 does not divide [Og 35, : Z[v/2]] as the minimal polynomial of v/2 — 2 over Q,
(X +2)° — 2, is Eisenstein at 5.
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5. LECTURE 6. DEDEKIND DOMAINS

Summary. Dedekind domains; prime and maximal ideals; Noetherian rings and modules; finitely
generated module over a Noetherian ring is Noetherian; normal integral domain; O is a Dedekind
domain.

Content. As we have seen before, the unique factorization property does not hold in general for
Ogk. As the unique factorization property is an extremely useful arithmetic property to have for
number-theoretic applications (e.g. the first Lecture), one may wonder how to retain the unique
factorization property in general number fields. It turns out that the unique factorization property
holds in great generality once we start to work with ideals instead of numbers.

Indeed, the notion of “a divides b” can be reinterpreted in ideal-theoretic terms as “b is an
element of the ideal (a) generated by a”, or even better as “(b) C (a)”. Thus, the discussion of
divisibility of numbers can all be recast in terms of the ideals. We will see that

e the notions like the prime numbers and the unique factorization property all translate
very well in great generality in terms of ideals,

e and that the failure of the unique factorization of numbers is actually the failure of a
general ideal being a principal ideal (i.e. Ok is not UFD if and only if Ok is not a PID,
a principal ideal domain).

We will develop the theory of Dedekind domains in which the unique factorization of ideals
holds, and will prove that the rings of integers of number fields O are always Dedekind domains.

Definition 5.1 (Dedekind domains). A Dedekind domain is a Noetherian, normal integral
domain which is not a field and whose nonzero prime ideals are maximal.

We will explain what these words (in particular “Noetherian” and “normal”) mean in a second.
First, recall the following notions.

Definition 5.2 (Prime and maximal ideals). Let A be a commutative ring with 1.

(1) A proper ideal I C A (i.e. I # A)is a prime ideal if the following condition holds: if
a,b € A satisfies that ab € I, then either a € I or b € I must hold.

In other words, I is a prime ideal if and only if the quotient ring A/I is an integral
domain (Easy).

(2) A proper ideal I C A is a maximal ideal if any proper ideal I C J C A containing
must satisfy [ = J.

In other words, [ is a maximal ideal if and only if the quotient ring A/ is a field (Easy).

From above, it is immediate that all maximal ideals are prime ideals.

Definition 5.3 (Noetherian rings and modules). Let A be a commutative ring with 1, and let M
be an A-module.
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(1) An A-module M is called Noetherian if it satisfies the ascending chain condition: for
any increasing sequence of submodules of M,

M1CM2CM3C"',

there is some n > 0 such that M,, = M,,,1 = M, 2 = ---; i.e. any increasing chain of
submodules eventually stabilizes.

(2) The commutative ring A is called Noetherian if A is Noetherian as an A-module. Equiv-
alently®, for any increasing sequence of ideals of A,

11CIQC13C"',

there is some n > O such that [,, = [,,;1 = [,,42 = - - - ; i.e. any increasing chaing of ideals
eventually stabilizes.

Example 5.4.
(1) Any field is a Noetherian ring, because the only ideals are either (0) or itself.

(2) The ring of rational integers, Z, or more generally any PID is a Noetherian ring. This is
because an ascending chain of ideals is the same as an infinite dividing chain of elements
by taking their generators,

a; is divisible by a is divisible by aj is divisible by - - - |

and as PID is a UFD, after taking the prime factorization of a,, there are only finitely many
prime factors you can strip away from ay, so after a finite amount of steps, a,, @11, G2,

- will all be just off by a unit, which means that the ideals (a,,) = (an4+1) = (ans2) = -+ -
are the same.

(3) Anexample of a non-Noetherian ring is the ring of all algebraic integers in Q, the algebraic
closure of Q, as it has an infinite increasing sequence of ideals,

2)c ) c @ c---.

Another example is the ring of all (R-valued) continuous functions on R (with pointwise
multiplication and addition), as it has an infinite increasing sequence of ideals Iy C I, C
-+ -, where

I, ={f : R — R continuous | f(z) = 0 forall z > n}.

The Noetherianity condition is very close to the notion of finite generation.

Proposition 5.5. Let A be a commutative ring with 1, and let M be an A-module. Then, M is
Noetherian if and only if every A-submodule of M is finitely generated.

8This is because an A-submodule of A is precisely an ideal of A.
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Corollary 5.6. A commutative ring A with 1 is Noetherian if and only if every ideal is finitely
generated.

Proof of Proposition 5.5. Suppose that M is Noetherian, and let N C M be an A-submodule. Sup-
pose on the contrary that /V is not finitely generated. Then, we can inductively choose the finitely
generated submodules N; of NV as follows.

e Choosen; € N, and let Ny = Any C N.

e For each i, NN, is a finitely generated A-module, so N; # N. Therefore, one can choose
niy1 € N\N;, and the A-module

Nii1 = N; + An;y1 C N,
contains N;. Also, asn; 1 € N;11, N; # N

This gives rise to an increasing sequence N; C Ny C --- of A-submodules of M that never
stabilizes, which contradicts the Noetherianity of M.
Suppose for the converse that every A-submodule of M is finitely generated, and let M; C

My C - -- be an increasing sequence of A-submodules of M. Let
N = M.
a>1

One can check very easily that N C M is in fact an A-submodule. Therefore, by the assumption,
N is finitely generated, say by the elements n;,--- ,n; € N. Then,as N = Ua21 M,, for each

n;, there must be a; > 1 such that n; € M, . Taking R = max(ay, - ,a),

niy,no, -+, Ng S MR7
which means that the A-module generated by ny, - - - , ng, which is N, is also contained in Mp.
This means that N = Mg, so Mp = Mpy1 = Mg,o = - - - stabilizes. O

Here are some useful ways to construct Noetherian rings and modules.

Theorem 5.7 (Finitely generated over Noetherian is Noetherian). Let A be a Noetherian ring.
(1) A finitely generated A-module is Noetherian as an A-module.
(2) An A-algebra B that is finitely generated as an A-module is a Noetherian ring.

Proof.
(1) This is Exercise 5.1.

(2) Let I; C I C - - - be an increasing sequence of ideals of B, or B-submodules of B. Then,
these are also A-submodules of B. As B is a Noetherian A-module, this sequence must
stabilize.

36



Corollary 5.8 (Ok is Noetherian). For a number field K, O is a Noetherian ring.

Proof. By Theorem 4.1, Ok is a finitely generated Z-module, and Z is a Noetherian ring as it is a
PID. Thus, by Theorem 5.7(2), Ok is a Noetherian ring. O

Now on to the normality:

Definition 5.9 (Normal integral domains). An integral domain A is normal if A is integrally
closed (recall Definition 2.23) in its field of fractions, Frac(A).

Example 5.10.

(1) Proposition 2.5 implies that Z is normal.

(2) More generally, one can easily prove that any UFD is normal by using the same proof
as that of Proposition 2.5. This explains why Z[/—3] has no chance of being a UFD; it is
not Og,/=3) so not normal!

Even though Of is not in general a UFD, it is always normal!

Theorem 5.11 (O is normal). Let L/ K be a field extension of two number fields. Then, Oy, is the
integral closure of O in L.
In particular, setting L = K, this shows that Ok is normal.

Proof. Let a € L be integral over Of. By Theorem 2.24(1), Ok|] is a finitely generated O-
module. As Ok is a finitely generated Z-module, this implies that O[] is a finitely generated
Z-module. This implies that Z[a] C Ok|[a] is a finitely generated Z-module (=abelian group),
or, in other words, « is integral over Z. Thus, a € Oy. Thus, the integral closure of O in L is
contained in Qy. The reverse containment is obvious. O

Now we can prove what we want.

Theorem 5.12 (O is Dedekind). For a number field K, O is a Dedekind domain.

Proof. Corollary 5.8 and Theorem 5.11 have already proved that O is a Noetherian, normal
integral domain. It is obvious that Oy is not a field, so we only need to prove that all nonzero
prime ideals of O are maximal.

Let p C Ok be a nonzero prime ideal. Then, there is some nonzero integer contained in p
(e.g. for & € p nonzero, N(«) € p), so p’ := pNZis anonzero ideal of Z. Note that, by definition,
the natural map

Z/p/ — OK/p7

is injective. This implies that Z/p’ is a subring of an integral domain, so it is also an integral
domain. Therefore, p’ C Z is a nonzero prime ideal, generated by an actual prime number p.
Therefore, Z/p" = IF,, is a finite field.

Now we use that O is a finitely generated Z-module. Let ey,--- ,e, € Ok generate Ok
as a Z-module. Then, their natural images ey, - - - , e, € Ok /p generate O /p asa Z/p’" = F,-
module. As Ok /p is an integral domain, by Exercise 5.2, this implies that O /p is a field, which
means that p is a maximal ideal. 0
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Next time, we will prove that Dedekind domains have unique factorization of ideals.

Theorem 5.13 (Dedekind domains have unique factorization of ideals). Let A be a Dedekind
domain. Then, any nonzero ideal I C A can be written as a product

I=pip,

of nonzero (not necessarily distinct) prime ideals, and this expression is unique up to rearrangement

of the p;’s.

Remark 5.14. In fact, this is an if-and-only-if statement!

Exercise 5.1. In this exercise, we will prove the following
Theorem. For a Noetherian ring A, any finitely generated A-module is Noetherian.

(1) Let B be any commutative ring with 1 and M be a B-module. Let N C M be a B-
submodule, and let M;, My C M be two B-submodules of M. Show that M; = M, if and

only if My "N = My N N and M%N = M];%N as B-submodules of M%N.

(2) For any commutative ring B with 1, show that a B-module generated by a single element
is of the form B/I for an ideal I C B.

(3) Prove the Theorem by induction on the number of generators of the module.

Exercise 5.2. In this exercise, we will prove the following

Theorem. Let F' be a field, and A be a commutative F'-algebra which is finitely generated as an
F-module. Then, A is an integral domain if and only if A is a field.

As fields are integral domains, we only need to prove one direction. Suppose that A is an integral
domain.

(1) Choose a € A nonzero. Show that the multiplication-by-a map m, : A — A (i.e. m,(z) =
ax) is an injective F-linear map.

(2) Show that A as an F'-vector space is of finite dimension. Deduce that m, is surjective.

(3) Deduce that A is a field.
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6. LECTURE 7. UNIQUE FACTORIZATION OF IDEALS

Summary. Fractional ideals; proof of unique prime ideal factorization of fractional ideals of
Dedekind domains; ged and lem; Chinese Remainder Theorem; ideal class group; ideals in Dedekind
domains are generated by at most two elements.

Content. In this lecture, we will prove the unique factorization of ideals in a Dedekind domain,
Theorem 5.13. Recall that a product of two ideals I, J of a ring A is

finite
1] = {Zaibi|ai el b e J},

(2

which corresponds to a product of two numbers, and a sum is
I+J={a+blacl, be J},

which corresponds to taking the greatest common divisor of two numbers. We in fact prove
slightly more, a unique factorization of fractional ideals.

Definition 6.1 (Fractional ideals). Let A be a Dedekind domain. A fractional ideal of A is a
finitely generated A-submodule of Frac(A). It is always of the form

da={da|a€a}, acC Aideal, d € Frac(A).

It is always of the above form because any fractional ideal I, being a finitely generated O-
module, has some a € A such that al C A is an A-submodule, i.e. an ideal of A.

Definition 6.2. For a nonzero fractional ideal I C Frac(A), define
I!:={a € Frac(A) | al C A},

which is a fractional ideal’.
For two fractional ideals I, J C Frac(A), define

finite
1J = {Zaibilaiel, biEJ},

which is a fractional ideal (easy).

From this, one can define an integer power of a nonzero fractional ideal. Now we state the
unique factorization of fractional ideals.

%It is obviously an A-module. Take e € I nonzero, then I C (e), so ™' C (e)™' = e~ 'A. Then, I"! is an
A-submodule of e~ ! A, which is isomorphic to A as a A-module, so is a Noetherian A-module. Therefore, I -1 s
finitely generated.
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Theorem 6.3 (Unique factorization of fractional ideals). Let A be a Dedekind domain. Then, any
nonzero fractional ideal I C Frac(A) has a prime factorization

=],
i=1

where p1,--- ,p, are distinct prime ideals of A, and ey, --- ,e, are nonzero integers. The prime
factorization of I is unique up to rearrangement of the (p;, €;)’s.

To prove this, we need several lemmas. From now on until the end of this section, A is a
Dedekind domain.

Lemma 6.4. Let a C A be a nonzero ideal. Then, there is a finite collection of maximal ideals

P1,- P C A such thatH?zl p; Ca

Proof. Suppose not. Then, such a cannot be a maximal ideal (as otherwise a = a satisfies the
condition). As a # (0), this implies that a is not a prime ideal (by the definition of Dedekind
domains). Thus, there are a,b € A such that ab € a while a,b0 ¢ a. Thus, b; = a + (a) and
by = a + (b) are strictly bigger than a, and yet b;bs C a. Since a does not contain any finite
product of maximal ideals, at least one of the two ideals by, by satisfy this condition as well. Now
we can iterate this process over and over again to obtain a strictly increasing chain of ideals,
which contradicts the Noetherianity of A. U

Lemma 6.5. Let a C A be a proper ideal. Then, there is ¢ € Frac(A)\ A such that ca C A.

Proof. Pick a nonzero a € a. Then, by Lemma 6.4, (a) D p; - - - p, for some finite collection of
maximal ideals pq,--- ,p, C A. Let r be the smallest possible such integer. As a C A is proper,
there is a maximal ideal p D a containing a. Therefore,

pOad(a)Dpr--pr,

which implies that p D p; for some p; — if not, choose a; € p;\p, thenay---a, € p1---p, Cp
implies that some a; € p, a contradiction. Thus, p = p; for some p;. After reindexing, without
loss of generality, suppose that ¢ = 1.

By the minimality of 7, (a) does not contain ps - - - p,.. Let b € py---p,.\(a). Then, as b ¢ (a),
b € Frac(A)\A. On the other hand, 2a C 2p;. Since b € po---p,, bp1 C pip2---p, C (a), so
bp, c A 0

Lemma 6.6. Let a C A be an ideal, and a € a. Then, there is an ideal b C A such that ab = (a).

Proof. Let b = {b € A |ba C (a)}. This is an ideal of A that satisfies ab C (a). Let ¢ = Zab C A,
which is an ideal. We want to show that ab = (a), or equivalently, ¢ = A. Suppose not. Then,
by Lemma 6.5, there is ¢ € Frac(A)\A such that cc C A. Thus, ab C A, so cab C (a). Note
also that a € a implies that b C ¢, so cb C c¢c C A. Therefore, for any x € cb C A, xa C (a), so
x € b. Thus, cb C b.
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As b is finitely generated, we can pick a generating set by, --- ,b, € b. Then, cb C b implies
that there is an n x n matrix M with entries in A such that

by by

|2 =n |

b, by,

Thus

b 0
b 0
(WL =M) [ 2 =17
b, 0

By multiplying on the left with (yI,, — M )Y, we get

by 0
det(vl, =y | | = [
by, 0

This implies that det(~1, — M) = 0, or pys(7y) = 0, where pp(X) € A[X] is the characteristic
polynomial of M. This implies that v € Frac(A) is integral over A. As A is normal, v € A, which
is a contradiction. U

Lemma 6.7. Leta,b, ¢ C A be ideals such that ab = ac. Then, b = c.

Proof. Using Lemma 6.6, let 9 C A be an ideal such that ad = (a). Then, ab = ac implies that
ab=ac,sob =rc. U

Lemma 6.8. Ifa,b C A areideals,a D b if and only if there exists an ideal ¢ C A such thatb = ac.

Proof. If b = ac, then obviously a D b. Conversely, if a D b, then choose an ideal ¢ C A such
that ac = (a) as per Lemma 6.6. Then, (a) D bc, so A D 1bcis an ideal. Let 9 = 1bc. Then,
ad = fabc = 1(a)b = b. O

Lemma 6.9. For a maximal idealp C A, pp~! = A.

Proof. By definition, pp~! C A is an ideal that contains p. As p is maximal, either pp~' = A or
pp~! = p. If pp~! = p, then by Lemma 6.6, there is an ideal a C A such that ap = (a). Then,
pp~! = p implies that ap™ = (a), or p~! = A. This contradicts Lemma 6.5. O

We can now prove the unique factorization of fractional ideals.

Proof of Theorem 6.3. We first show that for any nonzero ideal I C A, there exists an expression
I =TI, pi" with e; > 0. If not, then there is a nonempty collection of nonzero ideals of A
without such expression. Such collection has a maximal member M as A is Noetherian. Note
that M # A as A is the empty product, so there is a maximal ideal M C p containing M. By
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Lemma 6.8, there exists an ideal N C A such that M = pN. Thus, N D M;if N # M, then N is
a product of prime ideals by the maximality of M, so M = pN is a product of prime ideals. Thus,
N = M, which means that M = pM. Thus, by Lemma 6.7, p = A, which is a contradiction.
Now let I be a nonzero fractional ideal. Then, it is of the form I = 2J ford € Aand J C A
an ideal. Then [ = [[i_, p; [[;_, qj’l, where J = [[;_, p; and (d) = [[;_, p;. Therefore, this
proves the existence part of Theorem 6.3.
Suppose now that two prime ideal factorization expressions are equal to each other,

[Ivi=]]a
i=1 j=1

By rearranging, without loss of generality e; > 0 fori <1, e; < Ofori > 1/, f; > 0for j < ¢,
f; < 0for j > s'. Then, we have

ITee TI a7 = TI »oTLa".
i1 =1

j=s'+1 i=r'+1

which uses Lemma 6.9. Thus, the uniqueness part of Theorem 6.3 follows from the uniqueness
when the exponents are assumed to be nonnegative, namely

sz = H q;,
i=1 j=1

implies that 7 = s and p,’s are permutations of g;’s.

We prove this by the induction on r 4 s. The base case is » + s = 0, which is just A = A. In
general, we have p; D [[/_, p; = szl q;, so for some j, p; D q;, so p; = q;. Thus, we can use
Lemma 6.7 to reduce 7 + s to r + s — 2. This finshes the proof of Theorem 6.3. U

Now that we have the unique factorization of ideals, an analogue of prime factorization, we
have various arithmetic consequences.

Definition 6.10. Let A be a Dedekind domain, and let I, J C A be ideals. Then, the greatest
common divisor of , J, denoted gcd(/, J) or just (I, J), is defined as

ged(I,J) =1+ J.
The least common multiple of I, J, denoted lem(Z, J), is defined as
lem(Z,J) :=1nNJ.

We say I, J are relatively prime (or coprime) if (I, J) = A is the unit ideal. We say that [
divides J if there is an ideal I’ C A such that J = [’ (by Lemma 6.7, this is equivalent to
I>J).

It’s easy to show that the notions defined in Definition 6.10 behave exactly as expected under
the prime factorization of ideals. For example:
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Proposition 6.11. Two ideals I,.J C A are relatively prime to each other if and only if the ideal
factorizations of I and J share no common prime ideal factor.

Proof. This follows from that p + q = (1) for any two differet maximal ideals p, q C A, which is
obvious as p + q is an ideal that contains p and is strictly larger than p. U

Theorem 6.12 (Chinese Remainder Theorem). Let A be a Dedekind domain, and letay,--- ,a, C
A are ideals that are pairwise relatively prime (i.e. gcd(a;, a;) = (1) foralli # j). Then, the natural

map
n n
A/Hal — HA/C(Z',
i=1 i=1
is an isomorphism.

Proof. The natural map arises from the natural map A — [['_, A/a;, and its kernel is precisely
N, ;. Thus, to prove injectivity of the map, we need to show that

n

n
[Ie=Ne
=1

=1

By induction, we are left to prove the case of n = 2. Namely, if a + b = (1), then ab = a N b.
One containment, ab C a N b, is obvious, so we need to prove the other containment. Suppose
a € anb. Then, as a + b = (1), there exist = € a, y € b such that x + y = 1. Then,

a=ar+ay, oar,aycE ab.

Thus, a € ab. This proves the reverse containment.

To prove surjectivity, we need to prove the surjectivity of A — [["_, A/a;. This means that,
forany 1 < i < n,thereisz € Asuchthatz—1 € a;andz € a, forall j # i. Since a,+a; = (1),
we have a; € a;, b; € a; such that a; +b; = 1. Let

r= H(l —a;) = Hbj'
i i
Then, expanding [ ], (1 — a;), it is obvious that z — 1 € a;. Furthermore, x = [, , b; € a; for
all j # 4, which is what we want. OJ

Theorem 6.13. Let A be a Dedekind domain. Then, A is a UFD if and only if A is a PID.

Proof. 1t is in general true that a PID is a UFD, so we only need to prove the converse. Suppose
that A is a Dedekind domain which is also a UFD. Let a C A be any nonzero proper ideal. By
Lemma 6.6, there exist € a and some ideal b C A such that ab = (a). Let

a=upy---pr,

be a prime factorization of a, which comes from that A is a UFD; v € A* isa unit, and py,- - - , p,
are prime elements in A. Then, each p; generates a principal prime ideal (p;), which is maximal
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by the Dedekind-ness of A. Thus, the uniqueness of the prime factorization of ideals implies that
ab = (p1) - - - (p,) means a is a product of principal prime ideals, so a principal ideal. Thus, any
nonzero proper ideal of A is principal, so A is a PID. U

From Theorem 6.13, one sees that, as promised, a Dedekind domain may not be a UFD because
the prime factorization of ideals does not translate to the prime factorization of elements, and this
is because not all ideals are principal. Thus, it is important to measure the “failure of being a UFD”
= “failure of being a PID” in a precise manner.

Definition 6.14 (Ideal class group). Let K be a number field. Then, the set of nonzero fractional
ideals of Ok forms an abelian group, called the ideal group of K, J, where the multiplication
is given by the multiplication of the fractional ideals. Inside J, there is an abelian subgroup of
principal ideals, consisted of the fractional ideals of the form aOy for a € K*. The quotient
group is called the (ideal) class group of K,

CI(K) = JK/PK.

For an ideal I C Ok, one writes [I| € CI(K) for the ideal class that I belongs to.

Thus, CI(K) = {1} precisely if and only if O is a PID (=a UFD). The second milestone of
the course will be to prove the following Theorem.

Theorem 6.15 (Finiteness of the class number; to be proved later). For any number field K, C1(K)
is always a finite abelian group.

Finally, we record that, even though the Dedekind domains are not necessarily PIDs, they are
not too far away from being PIDs.

Theorem 6.16 (Ideals in Dedekind domains are generated by two elements). Any ideal I in a
Dedekind domain Ais generated by two elements. In fact, one can take one of the two generating
elements to be any nonzero element of I.

Proof. Let A be a Dedekind domain, and a C A be an ideal. Then, a has a prime factorization

n
€;
a=]]nl
i=1

Choose any a € a nonzero. Then, (a) C a, so the prime factorization of (a), after rearranging,
can be written as
n
_ fi
(Cl) - H pz )
i=1

where f; > e;.

For each 4, choose z; € pci\p&*!, which is possible as p¢* # p*'. Then, the Chinese Re-
mainder Theorem, Theorem 6.12, implies that there is € A such that x = z; (mod p;]*) for all
1<i<n Asz;epi,xzepi soreca=][]_,p;, whichimplies that (a,z) C a.
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We claim that (a, z) = a. Note that, by definition, (a,z) = (a) 4+ (z) = ged((a), (z)). Let (z)
have the prime factorization

n m n m
=]»# x[[ay =(p2 [ ay
i=1 j=1 i=1 j=1

where q;’s are differet from p;’s. Then,

ng H pmln (fi,91)

Note that g; > 0 is the integer such that x € pJ" and = ¢ p/“. Thus, g; > e;. If f; = e;, then
min(f;, g;) = e;. If f; > e;, then z = x; (mod p{’) and z; ¢ pfiﬂ implies that g; = ¢;, so again
min(f;, g;) = ;. Thus,

(a,2) = (a) + (z) = ged((a Hp

Exercise 6.1. Let A be a Dedekind domain, and let I, J C A be two nonzero ideals with the

prime ideal factorization
r=1Twi 7=]]w"
i=1 i=1
with e;, f; > 0 and pq, po, - - - , p, mutually distinct maximal ideals of A. Show that

ng(I J) =]+ J= Hpmln(ez fz)’ lcm(] J) —INJ= ]i[pmax(ez fz)

=1 =1

Exercise 6.2. Let A be a Dedekind domain.

(1) Prove the weak approxmiation theorem:

Theorem. Let py, - - - , p,, be mutually distinct maximal ideals of A, and let ey, --- , ¢, € Z.
Then, there exists a nonzero b € Frac(A) such that the prime ideal factorization of the
principal ideal (b) has p; appearing with multiplicity exactly e;.

Hint. It is sufficient to prove the theorem for ey, - - - , e, > 0 with the extra requirement
that b € A. Show first that p& /p&t! C A/ peﬁl is nonzero. After that, one can use (a
variant of) the Chinese Remainder Theorem, that A — []I_, A/p$"™" is surjective.
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(2) Prove the strong approximation theorem:

Theorem. Let py, - - - , p,, be mutually distinct maximal ideals of A, and let ey, - - , ¢, € Z.
Then, there exists a nonzero b € Frac(A) such that the prime ideal factorization of the
principal ideal (b) has p; appearing with multiplicity exactly ¢;, and also such that all

the other prime ideal factors of (b) have nonnegative multiplicities.

Hint. Use the version of the weak approximation for e;,--- ,e, > 0 and b € A to first
find a denominator, and then to find an appropriate numerator.
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7. LECTURES 8 AND 9. SPLITTING OF RATIONAL PRIMES

Summary. Ideal norm; splitting of rational primes in quadratic fields; ramification indices; residue
degrees; unramified/ramified primes; the relation between “e, f, g”; Dedekind’s criterion.

Content. We are now interested in how the prime factorization of ideals is done. The first thing
to note is that every nonzero prime ideal in Oy is associated with a prime number.

Proposition 7.1. Let K be a number field, and let p C Og be a nonzero prime ideal. Then,
p NZ = pZ for some rational prime p € Z, and therefore, p divides (p).

Here, the rational prime means that a prime element in Z = O, to distinguish it from the
prime ideals/elements in a general number field. If p N Z = pZ, we call that p lies over (p) C Z
(or p € Z).

Proof. Since p divides a principal ideal, and since any principal ideal (o) divides (Ng/g(c)), p N
Z # (0). Furthermore, it is easy to see that p N Z is a prime ideal of Z. Thus, pN7Z = pZ for some
rational prime p € Z. O

The notion of ideal norm is very useful.

Definition 7.2 (Ideal norm). Let K be a number field, and a C Ok be a nonzero ideal. Then, the
norm of a is defined as

N(a) := #(Ok/na),

which makes sense as O /a is a finite abelian group.

Theorem 7.3. Let K be a number field.
(1) Ifa,b C Ok are nonzero ideals, then N(ab) = N(a)N(b).

(2) Ifp C Ok is a prime ideal that divides (p) for a rational prime p € Z, then N(p) = p® for
some integer a > 1.

(3) For a nonzeroa € Ok, N((o)) = |Ng/g(a)|.
Proof.

(1) By using the prime factorization of b, it is sufficient to prove it when b = p is a prime
ideal. Then,

N(ap) = #(Ox /ap) = #(Ox /a) - #(a/ap),

so it suffices to show that a/ap = Ok /p as finite abelian groups. Note that, as p is a
maximal ideal, Ok /p is a finite field. Also, a/ap is naturally an Ok /p-module, as multi-
plication by an element in Ok on a/ap does not change when you change the element by
an element in p. Thus, a/ap is a nonzero vector space over the finite field O /p.

Suppose on the contrary that dime, s, a/ap > 1. Then, there is a proper nontrivial O /p-
submodule M C a/ap. This translates into the strict containment of Ok-submodules

ap C M C a. Since M C Ok is an Og-submodule of Oy, it turns out that M is an ideal
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of Ok. Therefore, M is an ideal that divides ap and is divisible by a, which by the unique
factorization of ideals means that either M/ = a or M = ap, and both cases are prohibited
by the assumption, hence a contradiction. Thus, dime, /, a/ap = 1, as desired.

(2) This follows from the fact that Ok /p is a field that is a field extension of Z/(p) = F,,
which can be easily checked.

(3) Consider the multiplication-by-a map m,, : Ox — Ogk. It is an injective Z-linear map
(=homomorphism of abelian groups) whose cokernel has the size N((«)), which is of
course equal to | det(mq)| = [Nk/g(a)|.

O

Therefore, for a C Oy, by looking at N(a), you are left with finitely many possibilities for
the prime factors of a. Namely, take the prime factorization of the integer N(a), and for each
prime factor p| N (a), the prime ideals of O lying over p may appear as a prime ideal factor of a.

Thus, the question is: what are the prime ideals of Ok that lie over p € Z? Namely, what is
the prime factorization of (p) C Og? The prime factorization of (p) C Ok is often called as the
splitting of p in K (i.e. how a prime ideal in a smaller field splits off as a product of prime ideals

in a larger field).

Example 7.4 (Factorization of rational primes in quadratic fields). Let us consider the simplest
case, when K = Q(+/d) is a quadratic field. Consider first the simplest case of d = 2,3 (mod 4).
Then, O = Z[\/d], so as a ring, Ok = Z[X]/(X? — d). Thus,

Ok /pOx = ZX]/(p, X* — d) 2 F,[X]/(X? - d).

Since F,[X] is a UFD, we can talk about the prime factorization of X? — d in F,[X]:

X? if d = 0 (mod p)
X2 g X% —-d if p is odd and d is not a square mod p
(X —a)(X +a) ifpisoddandd = a* (modp)
(X —d)? ifp=2.
Thus,
F,[X]/(X?) ifp=2ord=0 (modp)
Ok /pOk = (F, x F, if p is odd and d is a square mod p

Fe if p is odd and d is not a square mod p.

We would like to use the above information in conjuction with the Chinese Remainder Theorem.
Note that N((p)) = [Ngva)0®)| = p?, so (p) has at most two prime factors. Thus, there are
three possibilities:

(1) (p) = (p) itself is a prime ideal in Ok;

(2) (p) = pp’ is a product of two different prime ideals;
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(3) (p) = p? is a square of a prime ideal.

By the Chinese Remainder Theorem, these three cases are completely characterized by the ring
structure of Ok /pOk:

(1) (p) is a prime ideal in Ok if and only if Ok /pOf is a field;

(2) (p) = pp’ is a product of two different prime ideals if and only if Ok /pOf is a product of
two fields;

(3) (p) = p? is a square of a prime ideal if neither of the above holds.

Thus, we see that the prime factorization of (p) in Ok is of the form

(p) if pisoddand d is not a square mod p
(p) = ¢ pp’ if pis odd and d is a square mod p
p?  ifp=2ord =0 (modp).
In fact, one can give a precise description of these prime factors using the Chinese Remainder
Theorem.
Theorem 7.5 (Splitting of rational primes in quadratic fields). Letd = 2,3 (mod 4) be a squarefree
integer. Then, the prime factorization of (p) C Ok, K = Q(\/d), is given as follows.

(p) if p is odd and d is not a square mod p
(1) =3 (p.Vd+a)(p,v/d—a) ifpisodd andd = a? (mod p)
(p,Vd — d)? ifp=2ord=0 (modp).
This will follow from the Chinese Remainder Theorem and the following lemma.

Lemma 7.6. Let A be a commutative ring with 1, and let I C A be an ideal. Then, the natural map
{prime ideals of A containing I} — {prime ideals of A/I}, pw—p/I,
is a bijection.

Proof. Tt is easy to see that if I C p C A is a prime ideal, then p/I C A/I is also a prime
ideal. Furthermore, p — p/I is an injection, as in general the submodules of an A-module M
containing an A-submodule N C M are in one-to-one correspondence with the A-submodules
of M/N.

Thus, we only need to prove the surjectivity. Namely, given a prime ideal p C A/I, the ideal

p:={a€ Ala(modl)ep}CA,

is a prime ideal. But this is obvious; if zy € p, then zy (mod I) € p, so either  (mod I) € p or
y (mod I) € p, hence either x € pory € p. O
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Proof of Theorem 7.5. The general strategy is as follows.

e Describe the ring structure O /pOx explicitly.

e Find the prime ideals of Ok /pOf, and backtrack to obtain the prime ideals of Ok con-
taining (p).

Indeed, knowing what prime ideals contain (p) will give the factorization, because we already
know the multiplicities of the prime factors in each case.

There is nothing to do in the first case of p odd and d non-square mod p. Suppose that we are
in the second case, that p is odd and d = a* (mod p). Then, we have an explicit isomorphism

Ok /pOx = Z[X]/(p, X* —d) = F,[X]/(X* —d) = F,[X]/(X —a) xF,[X]/(X +a) 2 F, xF,,

where the first isomorphism is given by the natural map (this is the Chinese Remainder Theorem
for F,[ X]!). Note that the prime ideals of F,xF,, are ((1,0)) = F,x0and ((0,1)) = 0xF,. In turn,
we see that the prime ideals of F,[X|/(X?—d) are (X —a) and (X +a). Thus, the prime ideals of
Ok = Z[X]/(X? — d) containing (p) are (p,Vd—a) = (p, X —a) and (p, Vd+a) = (p, X +a),
as desired.

Finally, suppose that we are in the third case, that either p = 2 or d = 0 (mod p). In any case,
then X? — d = (X — d)?(mod p), so we have an explicit isomorphism

Ok /pOx = Z[X]/(p, X* — d) = F,[X]/(X* — d) = F,[X]/(X — d)* = F,[X]/(X)?,

where the last isomorphism is given by X — X + d. Note that any element in F,[X]/(X)? is of
the form a + bX for some a,b € F), and if a # 0, then (a + bX)(a™' — ba™?X) = 1,s0 a + bX
is a unit. Therefore, any prime ideal of F,[X]/(X)? must be contained in (X). The only ideals
contained in (X)) are (X) and (0), as (X) C F,[X]/(X)? is an F,-vector subspace of dimension
1. Note that (X) is indeed a prime ideal, as it is a maximal ideal, while (0) is not a prime ideal,
as X - X € (0) but X ¢ (0). Thus, the only prime ideal of F,[X]/(X)?is (X ). Backtracking, the
only prime ideal of O = Z[X]/(X? — d) containing (p) is (p, Vd — d) = (p, X — d). O

The case of K = Q(v/d) with d = 1 (mod 4) will be dealt in Exercise 7.1.

Example 7.7. We can now systematically factorize any ideals I C O for a quadratic field K.
Let us take the example of K = Q(y/—5), so that Ox = Z[/—5]. The ring Ok is not a UFD,

because we have two different prime factorizations of the same element
6=2-3=(1+v-5)(1—-+v-5).

Let’s see how this can be explained with the prime ideal factorization of (6). From our recipe, we
have the prime ideal factorizations of (2) and (3),

(2) = 2V 5+5° =21+ V52 (3)=(3.1+V5)3,1-vV5),

using that —5 = 1% (mod 3). Thus, the prime ideal factorization of (6) is given as
(6) =pPqr, p=(21+V=5), a=(3,1+V=5), t=(3,1— VD).
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Let’s see how the principal ideals (1 + +/—5) and (1 — v/—5) factor. Note that
N((1+V=5)) = |Ng(y=5)/0(1 + V-5)| =6,

so (1 + v/—5) must factor into a product of two prime ideals,
(1+V=5) =paps,  N(p2) =2, N(ps) = 3.

We know already that the only prime ideal of Ok lying over 2 is (2,1 + v/—5), so po = (2,1 +
v/—b). On the other hand, there are two choices for ps, either (3,1 ++/—5) or (3,1 —1/—5). On
the other hand, the factorization (14+/—5) = pop3 implies that p3 is the unique prime ideal of Ok

lying over 3 such that (14+/—5) C p3, or 14++/—5 € p3. Since obviously 1++/—5 € (3, 14++/—5),
we know that p; = (3,1 + +/—5). Thus, we know that

(1+vV=5)=pg=(2,1+V-5)(3,1+v-=5).
Indeed, we can check manually that

(2,14++v=5)(3,1+v=5) = (6,3+3vV—=5,24+2V-5,(1++v-5)?)
= (6,1++-5,(1+v=5)?)
= (1++v-5).

By the same reasoning, we have
(1—+=5)=pr=(2,1+V=5)(3,1—v-5).

Thus, the factorization 6 = 2-3 = (1++/—5)(1 —+/—5) in terms of the prime ideal factorization
can be explained as

par = (p*) - (qv) = (pq) - (pr).
Now, inspired by the tools we used in the quadratic field case, we discuss the case of general

number fields O.

Definition 7.8 (Ramification indices, residue degrees, ramified/unramified primes). Let K be a
number field, and let p be a rational prime. In the factorization of (p) C Ok,

(p) =P~ by,

where pq, - - -, p, are mutually distinct prime ideals of Ok, we call e; the ramification index of
p; over p. If e; > 1 for some p;, we say that p ramifies in K. Otherwise (i.e. ¢; = 1 for all 7), we
say p is unramified in K.

We also have

OK/pZ = ]pri)
for some f; > 1. We call f; the residue degree of p,.
The following is the fundamental relation between the residue degrees, the ramification in-
dices, and [K : Q).
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Theorem 7.9 (Relations on “e, f, g”). If K is a number field and p is a rational prime with a prime
factorization (p) = p$* - - - pg’ in Ok, we have

g

Zeifi =[K : Q).

i=1
Proof. Since O /p; = Fr,, N(p;) = p/i. Thus,

g

P = [Nigjo(p)| = N((p) = [[ N(po) = p=izeids,

i=1
which gives the desired relation. U

We have some special adjectives for the extreme cases of ¢, f, g:

Definition 7.10 (Extreme cases of “e, f, g”). Let K be a number field, and let p be a rational prime
that splits as

(p) =pi"---pg-

e If we have ¢; = f; = 1 for all i (equivalently, ¢ = [K : Q]), then we say p splits com-
pletely in K.

e If we have g = 1 and e; = 1 (equivalently, f; = [K : Q)]), then we say p is inert in K.

e If we have ¢ = 1 and f; = 1 (equivalently, e; = [K : Q]), then we say p is totally
ramified in K.

In the quadratic field case, we saw the following: if Oy = Z[a| = Z[X]/(f(X)) for some
monic f(X) € Z[X], then the prime factorization of (p) in O is governed by how f(X) (mod p)
factorizes in F,,[X]. This is in fact true in general, and gives a very useful and versatile method
to find a prime factorization.

Theorem 7.11 (Dedekind’s criterion). Let K be a number field, and o € Oy be a primitive element
(ie. K = Q(«)). Let f(X) € Z[X] be the minimal polynomial of a over Q. If p € Z is a rational
prime such that (p, [O : Z|a]]) = 1, then we can find the prime factorization of (p) in terms of the
factorization of f(X) (mod p) in F,[X]. More precisely, let f(X) € F,[X] be the mod p reduction
of f(X). Suppose that

FOX) = T (X) - By (X),

is a prime factorization of f(X) inF,[X], where h;(X)’s are distinct monic irreducible polynomials
inF,[X]. For each 1 < i < g, choose h;(X) € Z[X] a monic polynomial whose mod p reduction is
equal to h;(X). Then, (p) C Ok has a prime factorization

(p) =919y, pi= (p, hi(a)).
Furthermore, the residue degree of p; is equal to deg h;(X).
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Proof. Consider the natural inclusion map Z[a| — O, which is a Z-algebra map. By taking mod
p reduction, we get a natural F,-algebra map Z|a|/pZ]a] — Ok /pOk. We claim that this is an
isomorphism.

Indeed, both Ok /pOk and Z|a| /pZ[«a] are [K : Q]-dimensional IF,-vector spaces, so to prove
that the given map is bijective, it is sufficient to prove that the map is surjective. Let v € Ok.
Then, as Ok /7Z[a] is a finite abelian group, [Ok : Z[a]|z € Z[a]. As [Ok : Z]a]] is coprime to
p, there are integers a,b € Z such that a[Ok : Z[a]] + bp = 1. Then, a[Ok : Z[a]|z € Z]a],
so (1 — bp)x € Z|a]. The image of mod p reduction of (1 — bp)z € Z[a] under the natural
map Z[a|/pZ[a] — Ok /pOk is congruent to the mod p reduction of z, so this proves that any
x € Ok /pOf is in the image of the natural map, as desired.

This implies that the natural map gives rise to a ring isomorphism Z[a]/pZ[a] = Ok /pOk.
We now see that

Zlal/pZla) = Z[X]/(p, f(X)) = F,[X]/(f(X)) = HFp[X}/(E(X))“’C

by Chinese Remainder Theorem.
We now wonder what the prime ideals of this product are.

Lemma 7.12. For commutative rings A, B,
{prime ideals of A x B} = {prime ideals of A} U {prime ideals of B},

where a prime ideal p C A (q C B, respectively) corresponds to a prime idealp x B C A x B
(A x q C A X B, respectively).

Proof. 1t is easy to see that the ideals of the form p x B for a prime ideal p C A and A x q for a
prime ideal q C B are prime ideals of A x B. Conversely, if t C A x B is a prime ideal, then it
is an easy exercise that any ideal of A x B is of the form I x J for ideals I C A, J C B. Since
I =tNAx0andJ =tN0x B, C Asatisfy zy € I implies either x € [ ory € I and similarly
for J C B. This implies that [ is either a prime ideal or / = A, and similarly for J. If ] = A and
J = B, then I x J is not a prime ideal by definition. If I C A and J C are both prime ideals,
thenforz € Iandy € J, (z,1)(1,y) = (z,y) € v =1 x Jbut (z,1),(1,y) ¢t =1 x J,soit
contradicts with the primality of t. O

Now, in F,[X]/(h;(X))%, any prime ideal must contain h;(X), as h;(X)% = 0 in this ring.

However, as (h;(X)) C F,[X] is a maximal ideal, (h;(X)) C F,[X]/(h:(X))® is the only prime
ideal. Therefore, the prime ideals of [[?_, F,[X]/(hi(X))¢ are precisely

Fp[X]/ (R (X)) x - x (ha( X)) /(R X)) x -+ X B[ X]/(Rg(X))™, 1<i<yg.

One sees easily that these correspond to the principal ideals

(hi(X)) CFp[X]/(F(X)), 1<i<y



under the natural map. These correspond to the principal ideals
(hi(a)) C Z[o]/pZ[a], 1<i<g
and under the natural map these correspond to the principal ideals
(hi(o)) C Ok /pOk, 1<i<g.
These correspond to the ideals
p; = (p,hi(a)) COk, 1<i<y.

Therefore, we see that p;’s are precisely the prime factors in the prime factorization of (p) C Ok.
Let ¢/ be the ramification index of p; in (p). By looking at the Chinese Remainder Theorem,
we see that, inside Ok /pO, pjgfl 2 pf; = pf;H. By looking at the corresponding ideals in
Ok /pOx = 19, F,[X]/(hi(X)), we see that €] = e;. Finally, since Ok /p; = F,[X]/(hi(X))
is, as a IF,-vector space, of dimension deg h;(X) = deg h;(X), we see that the residue deree of p;
is precisely deg h;(X). O

As we have
disc(1, a, - - -, U = [0 : Z[a])? disc(K),
we have in many cases a way to compute the splitting of a rational prime p in a number field.

Example 7.13. Consider ' = Q(+v/3). We don’t really know whether O is equal to Z[v/3] (it
is in fact equal to each other, by using the technique introduced in Exercise 4.2). On the other
hand, we know that, from Exercise 3.1,

disc(1,V/3, V/32) = —3°.

Thus, by Dedekind’s criterion, any prime p # 3 will factor in K precisely based on how the
minimal polynomial f(X) = X3 — 3 of /3 factors mod p.

e Let p = 2. Then, X3 —3 = (X — 1)(X? + X + 1) is a prime factorization in Fo[X].
Accordingly, we have a prime ideal factorization

(2) =pip2, P =(2,V3 1), po= (2, V32 + V3 +1).
In this case, the residue degrees are f; = 1, fo = 2.

e Let p = 7. Note that no cube is congruent to 3 mod 7 1*=1,2=1,3=-1,4=1,
5% = —1,6% = —1 mod 7). Thus, X® — 3 is irreducible in F;[X], which means that (7)
remains a prime (i.e. 7 is inert) in K.

As mentioned above, using the technique introduced in Exercise 4.2, we can show that O =
Z[+/3] as follows. Namely, we know that the only possible prime factor of [Of : Z[v/3]] is 3, but
(3,[Ok : Z[¥/3]]) = 1 as the minimal polynomial X® — 3 of v/3 is Eisenstein at 3. This implies
that (O : Z[+v/3]] = 1. This means that we can also use Dedekind’s criterion to factor (3).
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e Let p = 3. Then, X3 — 3 = X? is a prime factorization in F3[X]. Accordingly, we have a
prime ideal factorization

(3> = q37 q= (37 \3/5)
In other words, 3 is totally ramified in K.

Challenge. Can you find a rational prime p € Z that splits completely in K?

Remark 7.14. The Dedekind’s criterion can be enhanced into the Dedekind index theorem,
which tells you exactly which prime p divides [Ok : Z[«]]. The handout by Keith Conrad linked
on the website shows that, if there is p dividing [Of : Z|a/]], the Dedekind index theorem even
gives a systematic construction of an algebraic integer x € Ok such that x ¢ Z[a| but pz € Z|a/].

Exercise 7.1. In this exercise, we will describe the prime ideal factorization of (p) C Ok, K =
Q(V/d), in the case of d = 1 (mod 4) squarefree.

(1) Show that the minimal polynomial of LVl ¢ Oy over Q is

2
f(X) :XQ—X+%I € Z[X).

Deduce that Ok /pOx = F,[X]/(f(X)).

(2) If p = 2, then show that f(X) is irreducible in F,[X] if and only if 124 = 1 (mod 2).

(3) If p is an odd prime, show that f(X) is irreducible in [F,,[ X] if and only if d is not a square
mod p.
Hint. f(X) = (X — )" — 4,

(4) Give a complete description of the prime ideal factorization of (p) C Og(va) in the case
of d = 1 (mod 4) squarefree.

Exercise 7.2. Let K/L/Q be a tower of number fields (not necessarily Galois). Let p € Z be a
rational prime.

(1) If p is unramified in the bigger field K, show that p is also unramified in the smaller field
L.

(2) If p splits completely in the bigger field K, show that p also splits completely in the smaller
field L.

Exercise 7.3. Using Exercise 7.1, check that even in the case of d = 1 (mod4) a square-free
integer, for (p, disc(Q(v/d))) = 1 and odd prime,

d
= (4 € (1) = Gal@va)/ @),
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8. LECTURE 10. GALOIS ACTION ON THE SPLITTING OF PRIMES, THE FROBENIUS

Summary. e, f, g when K/Q is Galois; decomposition group; inertia group; Frobenius element;
Frobenius elements in the Galois groups of quadratic fields; Frobenius and splitting of primes.

Content. In the case of K/Q Galois, the splitting of a rational prime p in K has more structure,
with respect to the action of the Galois group Gal(K/Q). It is easy to see that, for 0 € Gal(K/Q)
and a prime ideal p C Ok, then o(p) C Ok is also a prime ideal.

Therefore, if (p) has a prime ideal factorization in O as

(p) = 91" -0y,
then by applying o € Gal(K/Q), we obtain

(p) =a(p) = o(p1)™ - o(py).

As the prime ideal factorization of (p) is unique, this implies that o gives rise to a permutation
of the prime factors py, - - - ,p, of (p) in Of. Namely, we have an action of the group Gal(K/Q)
on the set {py, - ,p,},

Gal(K/Q) X {ph ce 7pg} — {plv e 7pg}a (‘77 pi) = U(pi)'

Theorem 8.1. The action of Gal(K/Q) on the set of prime ideals of O dividing (p) is transitive, i.e.
forany1l <i,j < g, thereiso € Gal(K/Q) such that o(p;) = p;. Consequently, the ramification
indices e; of the prime ideal factors of (p) are all equal, and the residue degrees f; of the prime ideal
factors of (p) are all equal.

Proof. Suppose the contrary that there exist 1 < 4,j < g such that, for every 0 € Gal(K/Q),
o(p;) # p,;. By the Chinese Remainder Theorem (or the weak approximation theorem as
in Exercise 6.2), there exists an element x € Ok such that x € p; but x ¢ o(p;) forall 0 €
Gal(K/Q).

Now consider N q(z) € Z. On one hand, Nko(z) = [[,cqurx/g () € 20k, so
Nk jg(x) € pj. This implies that Nk ,g(x) € Z Np; = pZ. On the other hand, this implies
that

Nig(z)= ] o@ €@ Cpi
ceGal(K/Q)
so by the primality of p;, there exists 0 € Gal(K/Q) such that o(z) € p;. This implies that
x € o !(p;), which is a contradiction. O

As per Theorem 8.1, in the Galois K/Q case, we denote the common ramification indices
(residue degrees, respectively) of the prime ideals dividing (p) as e (f, respectively). Then, The-
orem 7.9 implies that, in the Galois case,

efg=[K:Q]

Now we can give more structure on the Galois group Gal(/K/Q) based on its action on the primes
in K lying over p.
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Definition 8.2 (Decomposition/inertia groups). Let K/Q be Galois, and let p C O lie over a
rational prime p € Z. Then, the decomposition group at p over p is

D(plp) = {0 € Gal(K/Q) | o(p) = p},

which is naturally a subgroup of Gal(K/Q). The inertia group at p over p is
I(plp) = {0 € Gal(K/Q) | o(z) —z € pforall x € Ok},

which is naturally a subgroup of D(p|p) (check this).

Proposition 8.3. Let K/Q be Galois, and let p C O lie over a rational prime p € Z. Then, for
each o € Gal(K/Q),

D(a(p)lp) = oD(plp)o, I(o(p)lp) = ol(plp)o~".
In particular, if Gal(K/Q) is abelian, D(p|p) and I(p|p) do not depend on p and only depend on p.
Proof. Immediate from the definitions. [l

The inertia group can be thought in the following way. Note that
Auty, (O /p) == {f : Ok /p — Ok /p an F-algebra isomorphism},
is a group, with the group multiplication given by the composition of maps.
Theorem 8.4. Let K/Q be Galois, with p lying over p. There is a natural group homomorphism
D(plp) = Autg, (O /p), 0+ o (modp).

This group homomorphism is surjective, with the kernel equal to I (p|p) C D(p|p).

Proof. 1t is immediate that, if 0 € D(p|p), then as o(p) = p, o gives rise to an F,-algebra map
Ok /p — O /p, which is in fact an isomorphism as o~! (mod p) is its inverse. By definition, the
kernel of this map is the inertia group I(p|p).

Let eq,--- , e, be a Z-basis of O. To prove the surjectivity of this map, we want to show
that, for any g € Autg,(Ox/p), there exists 0 € Gal(/K/Q) such that, for any a € O, we have

o(a) = ga (modp).

This can be asserted if we have

U(éz) = gém
where €; € Ok /p is the mod p reduction of e;, for 1 < i < n. Now consider a polynomial in
(n + 1)-variables,

X X0 = ] (Y—io—(ei)xi>eOK[Y,Xl,.--,Xn].

oc€Gal(K/Q)
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Note that, if 7 € Gal(K/Q), we have"

T(f(V, X X)) =[] (Y—ZT(U(@))XZ): 11 (Y—Za(ei)Xz');

c€Gal(K/Q) i=1 ocGal(K/Q) i=1

3

because Cal(K/Q) =% Gal(K/Q) is a bijection of sets, we know that (Y, X1, --- , X,,) has
coefficients in Ogal(K/Q) = O N KGE/Q = O, NQ = Z. Note now that, as there is a term in
the product with o = 1, we have

f<€1X1+"'+€an7X17"' aXn) =0.
This means that, under the natural map
OK[YaXla'“ 7Xn] —» OK[Y7X17“' 7Xn]/(Y_€1X1 - —€an),

the element f(Y, Xy, , X,,) € Ok[Y, Xy, - -+, X;,] is sent to zero.
Let f(Y, Xy, ---,X,) € F,[Y. Xy, --,X,] be the mod p reduction of f(Y, Xy,---,X,).
Namely, let f(Y, X1,---, X, ) be the image of f(Y, X1, -- , X,,) under the natural map

Z[Y7 X17 e JXTL] —> Fp[yy X17 e 7Xn}
Then, we have

f(61X1+"'+€an7X17"' aXn) =0¢€ (OK/p)[Yth 7Xn]7

which means that the element f(Y, X3, - -, X,,) is sent to zero in the bottom right corner of the
diagram

Z[Y7X17"' aXn]C—>OK[Y>X17"' 7Xn] OK[YaXla"' >Xn]/(Y_ €1X1 - —€an)

| | i

FP[Y7 X1> T 7Xn]<_> (OK/p)[K Xla to 7Xn] - (OK/p>[Y>X17 7Xn]/(Y _éle - _EHXH>

Here, the arrows that you take to arrive from the top left to the bottom right do not matter, as
this is a commutative diagram; namely, the arrows you take do not matter (check it yourself).
Applying g € Autg,(Ok /p) on the bottom row, we have an even bigger commutative diagram,

Z[Y7X17"' aXn]C—>OK[Y>X17"' 7Xn] OKD/’XD 7Xn]/(Y_€1X1 - s _ean)

| | i

Fp[ya X1> T 7Xn]<ﬁ (OK/p)[K Tla to 7Xn] - (OK/p>[YvX17 e 7X7L]/(LY _éle - _éan)
FplY, X1, -+, Xl = (Ox /p)[Y, X1, -+, Xo] —= (O /P)[Y, X1, -+ Xo] /(Y — g Xy — -+ — g, X5

YHere, 7(f(Y, X1,--- , X,,)) means that you apply 7 to the coefficients of the polynomial.
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where f(Y, X1, , X)) € Z[Y, Xy, - - , X,)] is sent to 0 in the bottom right corner. On the other
hand, when you go through the veritcal arrows and then the horizontal arrows, you notice that
the image of f(Y, X1, -, X,,) in the bottom middle entry is just

v x,- . x)= ] (Y—Za(éi)Xi)e((’)K/p)[Y,Xl,m,Xn}.

o€Gal(K/Q)

As Ok /pisafield, (Ok/p)[Y, X1, -+, X,] is a domain, so there exists some o € Gal(K/Q) such

that
(Z gEiXZ) - (Z a(éi)XZ) =0€ (Ok/p)[Y, X1, , X,
i—1 i=1
Therefore, 0(¢;) = ge; for all 1 < i < n, which is what we wanted. O

Remark 8.5. In most texts in undergraduate algebraic number theory, this is proved using the
notion of the decomposition fields, but this notion is barely used in practice.

Theorem 8.6. Let K/Q be Galois, with p lying over p. If p is unramified in K, then I(p|p) = 1.
Therefore, if p is unramified in K, we have a natural isomorphism D(p|p) = Autg, (Ok /p).

Proof. Note that Ok /p = F,r, so Autg, (Ok /p) = Gal(F,s /F,) is a cyclic group of order f. On
the other hand, as the Galois group acts transitively on the set of g prime ideals lying over p, the
order of D(p|p) is @ = ef. Thus, if e = 1, then the natural map D(p|p) — Auty,(Ox/p) is a
surjective map between two finite sets of the same cardinality, so is bijective. O

What Theorem 8.6 proves is that, if p is unramified in Galois K/Q, then D(p|p) is also a
cyclic group of order f. Note that Gal(F,s/IF,,), a cyclic group of order f, actually has a natural
generator, called the Frobenius automorphism:

Frp S Gal(Ipr/Fp)> Frp(SB) = aP.

Exercise. Check that Fr), is indeed a generator of Gal(F,s /IF,,).
In terms of Autg, (Ok /), this corresponds to the element

Fr, € Autg, (Ok/p), Frp(z) = 2?.

Definition 8.7 (Frobenius element). Let K/Q be Galois with a prime p € Z unramified in K.
Let Fr(p|p) € D(p|p) be the element correspoding to Fr, € Autg,(Og/p) under the natural
isomorphism D(p|p) = Autg,(Ok/p). In other words, Fr(p|p) € D(p|p) is the unique element
such that

Fr(plp)(z) = ¥ (modp),

for all x € Ok.
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Proposition 8.8. Let K/Q be Galois with a prime p € Z unramified in K. For o € Gal(K/Q),
o Fr(plp)o~! = Fr(o(p)|p). Therefore, Fr(p|p) lies in a single conjugacy class (i.e. a set of elements
conjugate to each other) in Gal(K/Q) regardless of what p is. The conjugacy class is often denoted
as Fr, C Gal(K/Q) and called the Frobenius conjugacy class.

In particular, if Gal(K/Q) is abelian, Fr(p|p) € Gal(K/Q) does not depend on p and only
depends on p, in which case we denote the Frobenius element at p as Fr, € Gal(K/Q).

Proof. Easy exercise. U

The Frobenius elements are extremely important, as we will see in many instances.

Example 8.9. Let K = Q(v/d) with d = 2,3 (mod 4) a squarefree integer. We then know that
Ok = Z[V/d), and we know that splitting of the rational primes:

p?  ifp=2ord=0 (modp)
(p) = ¢ (p) ifpisoddand d is not a square mod p
pp’ if pis odd and d is a square mod p.

Thus, p is unramified in K if and only if p is odd and p does not divide d. Note that K /Q is Galois
with Gal(K/Q) abelian. Let’s compute Fr,, for each unramified p.

e If p is odd and a square mod p, then p splits completely in K. Thus, Fr, € Gal(K/Q) is
the unique element such that Fr,(z) = 2P (mod p) for a prime p lying over p and = € Ok.
We can take p = (p,v/d + a) for d = a? (mod p). Note that there are two elements
in Gal(K/Q), 1 and o, where o(v/d) = —V/d. So, we wonder if v/d' is congruent mod
(p, Vd — a) to either V/d or —V/d. This is the same as

1= Vd (mod (p, Vid — a)).

If you unravel, this is asking what element does X?~! correspond to in F,[X]/(X — a),
so really about what a?~! is congruent to mod p, which is obviously 1 by Fermat’s little
theorem. Thus, this means that Fr, = 1.

e If p is odd and a non-square mod p, then p is inert in K. Thus, Fr, € Gal(K/Q) is the
unique element such that Fr,(z) = 2” (mod p). Thus, we wonder if Vd is congruent mod
p to either \/d or —/d. On the other hand, as \/Ep_1 —d"% = —lasdisa non-square

mod p, we have Vd = —+/dmod p. This means that Fr, = ¢ is the nontrivial element of
Gal(K/Q).

In particular, one can concisely state the above results as follows. Identify Gal(K/Q) with
7./27. = {#1}. Then, for (p,disc(Q(v/d))) = 1 with d = 2,3 (mod 4) squarefree (recall that
in this case disc(Q(v/d)) = 4d),

Fr, = (g) € {+1} = Gal(K/Q).

One can easily check that this continues to hold when d = 1 (mod 4) (exercise).
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The above example tells us that the splitting behavior of a rational prime is somehow related
to what Fr, € Gal(K/Q) is. This is largely true in general, for example:

Theorem 8.10. Let K /Q be Galois, with p a rational prime unramified in K. Then, Fr, = 1 €
Gal(K/Q)" if and only if p splits completely in K.

Proof. As the Frobenius element generates the decomposition group, Fr, = 1 means that the
decomposition group D(p|p) for any prime p lying above p is a trivial group, which is the same
as f = 1. Since e = 1 by assumption, this is equivalent to p splitting completely in K. U

The natural question is then what does it mean for Fr, = 0 € Gal(K/Q) for an element
o € Gal(K/Q)? This is related to the class field theory, which we will briefly see in the section
about the Artin reciprocity. As an example of how Fr(p|p) determines the prime splitting in
general:

Theorem 8.11. Let K/Q be Galois, with p a rational prime unramified in K. Let G = Gal(K/Q)
and H < G be a subgroup, and let L. = K™ be the fixed field of H. Then, the splitting of the rational
prime (p) in Oy, can be described in terms of the Frobenius element in G as follows.

e Choose a prime ideal p of Ok lying over p.

e The Frobenius element Fr(p|p) € G acts on the right on the set of right cosets H\G by
Ho — Ho Fr(p|p).

o The set H\G splits into the orbits under the action of Fr(p|p) as

H\G = {Hoy, Hoy Fr(plp),- - - , Hoy Fr(plp)™ M1 - 1{Ho,, Ho, Fr(p|p), - - , Ho Fr(p|p)™ '},
e Then, the prime ideal factorization of (p) in O, is

(p) =a1--- 4,
where q; = o;p N Op. Moreover, f(q;|p) = m,.

Proof. It is true by generalities of prime ideals that q; = o;p N O, is a prime ideal of O}, lying
over p, and that p is unramified in L. If q; = q;, then o;p and o;p are the prime ideals of O
lying over the same prime ideal of Oy Since K/ L is Galois, by the relative analogue of Theorem
8.1 (which we will develop in the later lectures), o;p = 70o;p for some 7 € Gal(K/L) = H.
Thus, o; '7o; € D(p|p). Since D(p|p) is a cyclic group generated by Fr(p|p), it follows that
o;'tro; = Fr(p|p)* for some k € N. This implies that Ho; = Ho; Fr(p|p)*, so i = j. This
implies that qq, - - - , g, are distinct prime ideals in O.

Note that Oy, /q; — Ok /o;p, which is a field extension of finite fields. Furthermore, O /q; =
F (1, 0 an element in - € O /0;p is an element of the subfield O /q; if and only if P!
x. By definition, for x € Ok, Fr(o;p|p)filP) () = 2P} (mod o;p). By the relative version of

Note that Fr,, is usually well-defined up to conjugation, but 1 € Gal(K/Q) always forms a conjugacy class
with a single element regardless of whether Gal(K/Q) is abelian or not.
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Theorem 8.4, this implies that Fr(o;p|p)flP) = Fr(o;p|q;) € H (the relative version of Frobenius;
again, will be developed later). Therefore, Fr(o:p|p)f P} € H, or o; Fr(p|p)/ /") ¢ Hoy, or
Ho; Fr(p|p)?ilP) = Ho;, which implies that m; < f(q;|p). This implies that

[L:Q] = |H\G| = Zmz <Zf q:lp) = [L : Q]
so it follows that m; = f(q;|p) for all 1 < i < r, as desired. O

Exercise 8.1. Let K /Q be a Galois extension. Suppose that there is a rational prime p which is
inert in K. Show that Gal(K/Q) is a cyclic group.
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9. LECTURE 11. CYCLOTOMIC FIELDS, THE QUADRATIC RECIPROCITY LAW

Summary. Cyclotomic fields; rings of integers of cyclotomic fields; splitting of rational primes
in cyclotomic fields; Frobenius elements in the Galois groups of cyclotomic fields; every quadratic
fields are contained in cyclotomic fields; the first proof of the quadratic reciprocity law.

Content. We study the cyclotomic fields in more detail. Recall:

Definition 9.1. Let m > 1 be an integer. The m-th cyclotomic field is Q((,,), where (,,, € C

is a primitive m-th root of unity (for example, (,,, = e%).

We have seen in Exercise 3.3 that, if m = p® is a prime power, then Q((,«) is independent of
the choice of primitive p®-th root of unity in C, has discriminant equal to =+ of a power of p, and
that is Galois over Q with the Galois group Gal(Q((,.)/Q) = (Z/p°Z)*.

Theorem 9.2. Let m = p® be a prime power, and X = Q((pa).
(1) The ring of integers of K is O = Z[(pa].
(2) Any rational prime { # p is unramified in K.

(3) The element 7 := 1 — (ya is an irreducible element in O, and (p) = (7)?"~ P~V is the
prime ideal factorization of (p) in Ok.

Proof. Itis obvious that (,« € Ok, s0Z[(ye] C Ok. We know from Exercise 3.4 that D(1, (e, - - -, Qg:_l(pfl)*l)

is + apower of p, so forany ¢ # p, (¢, [Ok : Z[(;s]]) = 1. Thus, the prime ideal factorization of (¢)

in Ok can be computed by using the factorization of the minimal polynomial ®,.(X) = Xf:il__l -
mod /. Thus, ¢ is unramified in O if ®,.(X) has no repeated roots mod £. As ®,.(X) divides
XP" — 1, it is sufficient to prove that X?* — 1 has no repeated roots mod /. This can be checked
by whether X?* — 1 and its derivative has any common divisor mod /. Note that the derivative
of XP" — 1is p®X?"~1, s0 as p® is not 0 mod , this obviously is coprime to X?* — 1 in F,[X],
which means that X?" — 1 has no repeated roots mod /. Thus, £ is unramified in K, proving (2).

Note also that in Exercise 3.4 we showed that Nk g(m) = p. This means that 7 is irreducible
in Ok, as otherwise its norm must be a composite number. Therefore, (1) C Oy is a prime ideal.
Let us denote this as

p = (m).
Also, note that

. 1 -l a1
p=vu= I a-¢o={ I S | o,

T
(i,p)=1, 1<i<p® (4,p)=1, 1<i<pa

and the big product is a unit in Ok by Exercise 3.4! Therefore, we have an equality of ideals

(p) = pzp“”(p—l)7

in Ok, and this is therefore the unique prime ideal factorization of (p) in Of. This proves (3).
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What (3) implies is that p is totally ramified in K, so in particular f = 1, or
Z/p — OK/TFOK,

is an isomorphism. This implies that the elements in Ok /7O can be taken to have integers as
representatives, or
O K — Z + 7 O K-

Thus, obviously,
OK - Z[Cpa] + WOK

Multiplying by 7, we get
10k = TZ[(pe] + T Ok.

Thus,
Ok = ZlGp] + 1Ok = Z[Gpa] + 1L[(pa] + 72O = Z[(pa] + 7° Ok

We can repeat this, to get
Ok = Z[(pe] + 1" Ok,

for any m > 1. In particular, if you put m = np®~!(p — 1), then as 7™ is a unit times p", we get
Ok = Z[Gpe] + p" Ok,

for any n > 1. On the other hand, by the proof of the finiteness of O, we know that

D(L,Gr,- G "0k C LG,
so for a big enough n, p"Ok C Z[(ya]. Therefore, this proves that
Ok = Z[Gpe] + " Ok C Z[Gpe],
which implies that O = Z[(a], proving (1). O

Now we can combine the prime-power cases to obtain a general statement.

Theorem 9.3. Let n > 1 be an integer, and let ,, be a primitive n-th root of unity in C, and

(1) We have [K : Q| = p(n),'* and the conjugates of ¢, are C* for1 < k < n, (k,n) = 1. In
particular, K = Q((,) is independent of the choice of the primitive n-th root of unity (,.

12This is the Euler totient function, defined by

Hpe—l 71

when n = pi* - - p& is a prime factorization.
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(2) The field extension K/Q is Galois, with the Galois group

Gal(K/Q) = (Z/nZ)*.
(3) The minimal polynomial of (,, over Q is inductively defined as

X" -1
®,(X) = = H (X = () e Z[X].
Hm\n, m#n (I)m(X) 1<k<n, (k,n)=1

This is called the n-th cyclotomic polynomial.
(4) The ring of integers of K is Z[(,).
(5) Any rational prime { not dividing n does not divide disc(K ), and is unramified in K.

(6) If n = p"m for (m,p) = 1, then the prime ideal decomposition of (p) in Ok is of the form

(p) — (pl .. ps)‘P(PT)7

for some g, where py,--- ,p, are mutually distinct prime ideals in Or. In other words, ¢ =
o(p")-

Proof. Let us prove this Theorem by induction on the number of prime factors of n. The base case
of n being a prime power has already been proved. Suppose that n = p"m for (m, p) = 1. Note
that (?" is a primitive m-th root of unity, while ("™ is a primitive p"-th root of unity. Thus,

@((n) ) @(CPT)Q(Cm)

As (p",m) = 1, there are a, b € Z such that ap” + bm = 1. Thus, (,, = (%" "™ = (% (b, so

@(Cﬂ) - @(Cpr)@(Cm)

Therefore, Q(¢,,) = Q({p)Q((n ), which is independendent of the choice of ¢,,. This implies that
Q(¢,)/Q is, as a compositum of two Galois extensions, Galois. Moreover, the field Q((,,) does
not depend on the choice of (,,, as Q(¢,,) = Q((,r)Q((,,) and the right hand side does not depend
on any choice. Note also that there is a natural homomorphism

Gal(Q(¢n)/Q) = (Z/nZ)*, o+ alo),

where o ((,) = ¢4 (note 0((,,) must be a root of X™ — 1, so it should be a power of (,,). This is
injective, as an automorphism of Q((,,) is determined by where (, is sent to. As

| Gal(Q(¢n)/Q)| = [Q(¢n) - Q] = [Q(¢r) : QI[QGm) = Q] = @(p")p(m) = p(n) = [(Z/nZ)|,

the natural homomorphism is an isomorphism (here, we used that p(ab) = ¢(a)p(b) for (a,b) =
1). This proves (1) and (2).
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By induction, we have

I .= ]I I «-¢

m|n, m#n mln, m#n 1<k<m, (k,m)=1
_ k' _ k!
n=md, d#1 1<k’'<n, (k',n)=d 1<k’<n, (k' ,n)>1

sO
,(X)= ] x-=¢b
1<k<n, (k,n)=1
Therefore, , is a root of ®,,(X), and as [Q((,) : Q] = p(n) = deg ,,(X), we see that ,,(X) is
the minimal polynomial of (,, over Q, proving (3).
By induction, disc(Q((,r)) and disc(Q((,,)) are coprime to each other. Therefore, by Propo-
sition 4.6,

disc(Q(¢,)) = disc(Q(¢pr )P ™ disc(Q(¢n)) ™).

Furthermore, by induction, Og(c,.) = Z[Gyr] and Ogyc,.y = Z[Gn), so again by Proposition 4.6,
O,y = Z[C,], proving (4). Finally, by Dedekind’s criterion, to prove that ¢ not dividing n
is unramified in Q((,), it is sufficient to prove that ®,,(X) has no repeated roots mod /. It is
sufficient to prove that there is a polynomial divisible by ®,,(X) with no repeated roots mod ¢,
so in particular it is sufficient to prove that X™ — 1 has no repeated roots mod /. This statement
is equivalent to that X™ — 1 and its derivative are coprime to each other mod /, i.e.

ged(X™ — 1 (mod £),nX™ ! (mod {)) = 1.

This follows from that gcd(X™—1 (mod ¢), X (mod ¢)) = 1 and ged(X™—1 (mod ), n (mod ¥)) =
1. Thus, we proved (4).

Finally, to prove (6), we have to show that ®,,(X) mod p is the ¢(p”)-power of a polynomial
with no repeated roots. Note first that

X" —1=(X"—1)" (modp).

Therefore,
Xn -1 .
w1 = (X™ —1)?®") (mod p).
Since
X"—1= ][] ®u(X), X" —1= [ @u(X),
alp™m alpm~tm
therefore

Note that X" —1 has no repeated roots mod p by the induction hypothesis on (5), and ®,-,(X) for
alm, a # m, is the ¢(p")-power of a polynomial with no repeated roots mod p by the induction
hypothesis on (6). Therefore, ®,,(X) = ®,r,,(X) is also the ¢(p")-power of a polynomial with
no repeated roots mod p, proving (6). O
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From the definition of the Frobenius element, the following Corollary is obvious.

Corollary 9.4. For a rational prime { not dividing n, Fr, € Gal(Q((,)/Q) corresponds to { €
(Z/nZ)* by the isomorphism in Theorem 9.3(2). Namely, Fr,((,) = ¢t

Corollary 9.5 (Cyclotomic Reciprocity Law). Let p be an odd rational prime, and let q be any
rational prime # p. Let d|(p — 1), and let F; C Q((,) be the unique subfield of degree d over Q.
Then, q is a d-th power mod p if and only if Fr, = 1 in Gal(F;/Q) (i.e. if and only if q splits
completely in F,; by Theorem 8.10).

Proof. Note that H := Gal(Q((,)/Fs) C G = Gal(Q({,)/Q) is the unique cyclic subgroup
of order p%l. Using Theorem 8.11, we know that ¢ splits completely in F} if and only if Ho =
Ho Fryo(c,) for all o € G, where Frooe,) € (G is the Frobenius element of ¢ in G. Since G is
abelian, this is the same as Fr, g(,) € H. Note that Fr, g (,) € G correspondsto g € (Z/pZ)* and
H C G corresponds to the cyclic subgroup of d-th powers in (Z/pZ)*, the statement follows. [J

Remark 9.6. Often the Cyclotomic Reciprocity Law means a special case of Corollary 9.5, that
the cyclotomic polynomial ®,(.X) factorizes into a product of distinct linear factors mod ¢ if and
only if ¢ = 1 (mod p).

Now we are ready to prove the quadratic reciprocity law.

Theorem 9.7 (Quadratic reciprocity law). Let p be an odd prime.
(—_1) )1 ifp=1 (mod4)
p) |-1 ifp=3(modd).
<2> 1 ifp=1,7 (mod8)
p)  |-1 ifp=3,5(mody).
(3) If ¢ # p is an odd prime,
p q p=lg-1
—ll=)=(-1)7 =.
() ()=

Proof. Let ¢ # p be a prime. Then, by Corollary 9.5, (%) = 1 if and only if ¢ splits completely

in the unique quadratic subfield K of Q(,), which by Exercise 4.1 we know that K" = Q(,/ep),
where e = 1if p = 1 (mod4) and e = —1if p = 3 (mod 4). By Exercise 7.3, we know that this

0-)

(1) We have

(2) We have

happens if and only if (Eq—p) = 1, or that



or

)~

Therefore, the statement of (3) in the case of either p or ¢ = 1 (mod4) follows from this (by
possibly swapping the roles of p and ¢).
Now we prove (1) in the case of p = 1 (mod 4). As p # 3, we have

0-6
0-(2)-06)

Therefore, it follows that (%) =1, as desired.

Now we prove (1) in the case of p = 3 (mod 4). Firstly, it is easy to see that (%1) =—1l,as2
is not a square mod 3. If p # 3, then we have

() -()-6E)--6)
H-)-0)G)

Therefore, it follows that <_71> = —1 for all p = 3 (mod 4). This completely proves (1).

but also we have

and

Now we prove the remaining cases of (3), that is that <§> = — (%) ifp=¢q =3 (mod4).

This follows easily from (1) as

0-6)-06)-0)

Now it remains to prove (2). Note that (%) = 1ifand only if 2 splits completely in KX = Q(,/€p).
Note that ep = 1 (mod4) by definition. By Exercise 7.1, 2 is inert in Q(,/ép) if and only if

=2 =1 (mod2), or ep = 5 (mod 8). Thus, (%) = —1lif and only if ep = 5 (mod 8), so either

p =5 (mod8) or p = 3 (mod 8). Thus, (2) follows. O

Remark 9.8. We will later prove the quadratic reciprocity in a more “analytic way”. Also, the
relative theory of splitting gives us more generalized reciprocity laws like Fermat’s “cubic reci-
procity law”

Cyclotomic fields have a very special position in the theory of number fields. These are easy-
to-write number fields whose Galois groups over (Q are always abelian. In particular, any Galois
subfield of a cyclotomic field is an abelian extension of (Q, namely a Galois extension of Q
whose Galois group is an abelian group.

It is a very surprising and fundamental theorem that the converse direction is true!
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Theorem 9.9 (Kronecker-Weber). For any abelian extension K /Q, there exists a cyclotomic field
Q(¢,) which contains K as a subfield.

This Theorem is very difficult and requires the class field theory. We will see later how this
follows from a big theorem of Artin reciprocity law (whose proof we will not be able to cover).
On the other hand, we can see now that the quadratic fields version of the Kronecker—Weber
theorem holds.

Proposition 9.10 (Kronecker—-Weber for quadratic fields). Let K/Q be a quadratic field. Then,
there exists a cyclotomic field Q((,,) which contains K as a subfield.

Proof. Let K = Q(+/d) for a square-free integer d. Suppose first that d is odd. Let d = %p; - - - p,
be a prime factorization. Then, Q((,,) D Q(,/€;p;) for some ¢; € {£1}. Moreover, Q({y) =

Q(V=1). As Q(Capy-p,.) = QC)Q(Gp) - - Q(G, ) is @ compositum, we have

Q(\/—_l, VEIPL, " 5/ €pr) C Q(C4p1-'~pr)'

Therefore, both Q(\/e1 -~ €p1 - -pr) and Q(y/—€; - -~ €.p1 - - - p,) are inside Q((yp,...p,). Thus,
K C Q<<4P1'--pr)'

Now suppose that d is even. Let d = £2p; - - - p, be a prime factorization. Then, we look at
Q((g) instead - note that as Gal(Q((s)/Q) = (Z/8Z)* = (Z/27Z)? is the Klein four group, there
are three quadratic subfields (corresponding to the three order 2 quotients of the Klein four group)
of Q((3) by Galois theory. Note that Gal(Q((s)/Q) = (03,05 | 03 = 02 = 1, 0305 = 0503),
where 0;((s) = (¢. Then, there are three order 2 subgroups of Gal(Q((s)/Q),

Gi={l,03}, Gy={l,05}, G3={1,0305}.

We pick (s = 1“ . Correspondingly, the fixed fields are

Q) = {a+b(Gs + ) + (G + G) +d(G + ) +els | a,b,c,dye € Q)

={(a—e)+ (b—d)V2i|a,bcdecQ} =QH-2),

Q)™ = {a+b(Gs + () + 6§ + d(G5 + &) +eGs + ¢G5 | a, b, ¢, dye, f € Q}
={(a—e)+(c—flilabcde, feQ}=QHW-1),

Q(Cs) = {a+b(Cs + () + c(GF + ¢) + d(¢E + &) +e¢s | a,b,¢,d, e € Q}
—{(a—e)+ (b—d)V2]|a,bc,dec Q) =Q(2).

In particular, both Q(v/2) and Q(+/—2) are inside Q((s). Now, we use the same argument as

above with Q((s, ..., ) instead, we get the same result that both Q(1/2p; - - - p,) and Q(v/—2p1 - - - p;)
are inside Q(Csp,.p, )> 50 K C Q(Cspy-pr)- O

Exercise 9.1. Let K = Q((,) withn > 2.
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(1) Show that there is no real embedding of K.

(2) Show that K = Q(¢, + ¢, ') = Q(cos(2%)) is a subfield of K with [K : K] = 2.
(3) Show that every embedding ¢ : K™ < C is a real embedding.

(4) Show that O+ = Z[(, + ¢, Y.
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10. LECTURES 12 AND 13. FINITENESS OF CLASS NUMBER, BINARY QUADRATIC FORMS

Summary. Geometry of numbers; Minkowski’s theorem; proof of the finiteness of class number;
binary quadratic forms; upper half plane.

Content. Our goal is to prove the following theorem.

Theorem 10.1 (Finiteness of the class number). Let K be a number field. Then, C1(K) is a finite
abelian group.

As CI(K) is obviously an abelian group by definition, the content is to prove that C1(K) is
finite. The order of C1(K) is called the class number of K, and is denoted /.

The idea of the proof is to see a fractional ideal as a lattice. Recall that we know that any
nonzero fractional ideal of K is a free Z-module of rank [K : Q]. The way that we proved certain
domains are Euclidean domains is by embedding the domains into say C and use the distance of
complex numbers. Similarly, for any fractional ideal a of K, we can see this as a lattice in R" x C®.
Here, r, s are respectively the numbers of real and complex embeddings of K. These are more
formally defined as follows.

Definition 10.2 (Real and complex embeddings). Let K be a number field of degree n. Then,
#{o: K — C} =n.

An embedding 0 : K — Cis areal embedding if the image of ¢ is contained in R. The number
of real embeddings of K is often denoted as .

An embedding 0 : K — C is a complex embedding if it is not a real embedding. The
number of complex embeddings is always an even number, as a complex embedding o : K — C
comes in a pair of complex embeddings, with another complex embedding o : K — C by taking
the complex conjugate of 0. Let s be the half of the number of the complex embeddings of K.
Clearly, r 4+ 2s = n.

Definition 10.3 (Lattice). Let V' be a vector space over R of dimension n. A lattice L in V is a
free Z-submodule of rank n, namely

L:Z‘Ul@"'@Z"Uyw

where vy, - - - , v, are linearly independent vectors in V. Given this presentation, a fundamental
parallelopiped is a set

D ={avi +---+ayv, |0< ay, - ,a, <1}

Note that vol(D) is, unlike D, independent of the choice of the basis vectors vy, - - -, vy,.

Using these various embeddings, a fractional ideal of K can be seen as a lattice in some
Euclidean space R” x C* = R"*2¥ = R", The finiteness question is then reduced to the following
type of question.

Question. In a lattice inside a Euclidean space, what is the smallest norm of a nonzero vector?
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This kind of a technique where you transform a question about integers into a question about
geometry is called the geometry of numbers. The specific question as above can be approached
by Minkowski’s theorem.

Theorem 10.4 (Minkowski’s theorem). Let L C V = R”" be a lattice, and let vol(D) be the
volume of a fundamental parallelopiped of L. Let'T" C V be a compact, convex (ie. v,w € T
implies \v + (1 — N)w € T forall0 < X\ < 1) and symmetric (ie. v € T implies —v € T') subset.

I
vol(T') > 2" vol(D),

thenI" contains a nonzero element of L.
Proof. Let A > 1 be a real number, and let \T' = {\t | t € T'}. Then, vol(A\T) = X" vol(T'), so
vol(37T) > vol(D). As R" can be partitioned into

R" = | J(z + D),

zeL

vol (%T) = Jvol (%T N (z + D)) .

z€eL

we have

Forx € L,let D, C D be defined as

D, = (%T—x)ﬂD.

As vol (3T) = >, ., vol(D,) > vol(D), there are two 21, x> € L such that D,, N D,, # 0.
Then, there are t;,t, € T such that % — 1z = % — 9, SO M = x1 — 29 € L\{0}. Since
—t9 € T'by symmetry of 7, % € T by convexity of 7. Thus, M € AT Thus, AT contains
a nonzero element of L, for every A\ > 1.

Suppose now that TN L = {0}. Then, even though 37N L # {0}, it is compact (since T
is compact by assumption and L is closed as L is a homeomorphic image of Z" C R" which is
closed) and discrete (since L is discrete — again, L a homeomorphic image of Z" C R", which

is discrete), so finite. Let %T N L =1{0,z1, - ,zy,}. Then, by assumption, z; ¢ A\, T for some
A; > 1. Taking A = min(Ay, -, A;,), we obtain a contradiction that \T'N L = {0} for A > 1.
Thus, TN L contains a nonzero element. O

In the above proof, we used the following little lemma in topology.

Lemma 10.5. A compact discrete set is finite.

Proof. Let S be a compact discrete set. For each x € S, let U, := {x} C S which is an open subset
(by discreteness). Then, S = J, ¢ U. is an open cover, so there is a finite subcover U,,, - - - , U,,
for z1,-- -, z,. This means that S = |J;_,{z;}, so finite. O

13A5 we use the notion of the volume of T, to be very precise, we need that 7" is a Lebesgue-measurable set. In
practice, T" will be a finite intersection and union of the region defined by real analytic funcitons, so it is always
Lebesgue measurable.
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Now consider the r real embeddings of K,
o1, ,0,: K >R,
and the s pairs of complex embeddings of K,
Ori1, 00415 s Opysy Orgs - K — C.
Consider the map
0=(01," 00, Ops1, -+ ,0rys) : K = R x C* 2R = R",

Proposition 10.6. Let a be a nonzero ideal of Ok. Then, o(a) is a lattice in R™. Furthermore, the
volume of a fundamental parallelopiped is equal to 27°N (a)+/| disc(K)|.

Proof. Let ay, - - - , o, be a Z-basis of a. Note that o(a) is the Z-module generated by the vectors
o(ay), -+ ,0(ay), or in terms of coordinates,

o(a;) = (o1(ai), -+, or(0n), Re(orpa(ai)), Im(op (), - -+ Re(oras (i), Im (s (i)
Let A be the matrix whose i-th row is o(«;). Let B be the matrix whose i-th row is
(01(), - 0n(@), 01 (), 0pa (@), g (@), 07 ps(@s))-
Then, by Proposition 3.8,
| det(B)|* = [D(as, -+, )| =[Ok : a’| disc(K)| # 0,
so det(B) # 0. Through elementary column operations, it is easy to see that
det(B) = (—2i)° det(A).

Therefore,

|det(A)] = 27°N(a)y/| disc(K)|,

which is nonzero. Therefore, o(a) is a lattice. Also, since det(A) is the volume of a fundamental
parallelopiped, we are done. O

The following is a key to the finiteness of the class number.

Proposition 10.7. Let a be a nonzero ideal of Of. Then, there is a nonzero element o € a\{0}

such that
Nia(a)] < (f) N (a) /TR,

T™) nh
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Proof. Note that

|Nijo(a)| = lor(a)] - o (@)|lora (@) - - [orps (@) < (i ol +sn2i:r+l ()] :

by the AM-GM inequality.
For any y > 0, let B(y) C R" x C? be the set of vectors

r+s
B(y): {(371,"' y Ly Ll "0 xr-ﬁ-S)ERTX(CS’ Z’xl +2 Z ’xl‘ <y}

=1 i=r+1

Thus, by Minkowski’s theorem, if vol(B(y)) > 2" vol(D), for D a fundamental parallelopiped of

o(a), we have a nonzero element in B (y) N o(a), which implies that there is a nonzero element
a € a\{0} such that |[Ng/g(a)| < &
Computing vol(B(y)) in terms of y is just a calculus exercise.

Lemma 10.8. We have vol(B(y)) = 2" (2)° %, (as usual, n = r + 2s).

Proof. This is the same as proving the volume of positive x1,--- , z, is (%)s yn—T,L Furthermore,
scaling x, 11, -+ , 2,45 by 2, this is the same as proving that
r r+s n
V01<{(JC1,-'- , Trys) € Ry x C* | sz Z |le<y}> (2 ) ol
=1 i=r+1

For x;, j > r + 1, we use polar coordinates x; = rjei(’j, so that the integral we have to prove is

r+2s
Y

I’I",S(y) = :C'f‘+1 ---ITJFdel '.'dx’l“+s ==
(r +2s)!
Tl Trs 20, T14-+Tr s <y r S)!

We prove this by induction. Note that

Yy Y—Tr+4s Y—Tr4s— " —Tr42 Y—Tr4s— " —Tr41 Y—Tr4s——T1
y) = / errs/ Tpgs—1-"" / Trg1 / e / dxidzy - - -
0 0 0 0 0

Therefore, if s > 1,
y
]r,s(y) = / xr-‘rsjr,s—l(y - xr-i—s)dxr—ks-
0

By induction,

Yy _ r+2s—2 Yy r+2s—2 Yy r+2s—2 _ r+2s—1
I s(y) = / mwdm = / (y — :v)(x—)dx = / e ’ dx
0 0 0

(r+2s —2)! r+2s —2)! (r+2s —2)!
_ 1 yr+2s B yT+28 _ 1 yr+25 _ yr+25
(r+2s—2)l \r+2s—1 r+2s (r+2s=2)! (r+2s—1)(r+2s) (r+2s)!
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Therefore, we only need to prove the formula when s = 0. Again, then by induction

Y Y (y _ wr)rfl Y ‘,L‘rfl "
]r,o(y) = /0 Ir—l,o(y —,)dx, = /0 Wd% = /0 —(7’ — 1)!d$ = E

so the formula follows from the base case

Y
Lio(y) = / dry =y.
0

Therefore, if we take y such that

n

o (Z) Y- > ono=s N(a)/[disc(K)),

2/ nl
then there is a nonzero element a € a\{0} with |Ng/g(a)| < .. We can take y > 0 be such
that
2s

2
y" =n!—N(a)/|disc(K)|,
»n-s

then it satisfies the desired inequality. Thus, we get the the desired upper bound on |Ng q(a)|.
O

We can now prove the finiteness of the class number, and actually can establish an explicit
upper bound (even though the bound is too large to be useful in practice).

Theorem 10.9 (Finiteness of the class number, explicit version). Let K be a degree n number field.

(1) For each [a] € CI(K), there exists an integral ideal representative a C Oj of [a] (which is a
priori a mere equivalence class of fractional ideals) such that

N(a) < % (%) V| disc(K)| =: Bg.

The number on the right is called the Minkowski bound, B,.

(2) The class number hy is finite. For example, there is an explicit bound

hx < (logy, Bk + 2)"BK.

Proof. (1) Choose any integral ideal representative b of [a|™! (this is possible because any
fractional ideal is of the form b/d for some d € Z and b C Ok). Then, by Proposi-
tion 10.7, there is 3 € b not zero such that |Ng/g(8)| < BgN(b). Since b divides
(B), there exists an integral ideal a such that ab = (3). Therefore, a = (3)b~! is
an integral ideal representing the equivalent class of ([a|~')™' = [a]. Furthermore, as

N(@)N(6) = N((3)) = [Nijal#)] we have
Vo) = e <

as desired.
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(2) It is sufficient to show that the number of integral ideals a C Ok with N(a) < Bg
is finite (or, more precisely, bounded above by (log, Bx + 2)"Px). Note that N(a) =
[I;_, »{" < Bk implies that very crudely there are Bx many primes p; can appear in the
prime factorization of N(a), and 0 < e; < log, Bx + 1. For each p; appearing in the
prime factorization of N (a), the part of the prime ideal factorization of a consisted of the
primes lying over p; should be of the form pffl’l - Pis;Seis,, where f(p;q|pi)ein + -+
f(pis;|pi)eis, = e;i. Notethats; < n,and0 < e; ; < e; <log, Bx+1, so there are at most
(logy Bi + 2)™ many choices for the part of the prime ideal factorization of N(a) lying
over p;. Thus, there are at most (log, By + 2)"P% many integral ideals of norm < By.

O

Remark 10.10. The Minkowski bound is quite large, but combined with other information like
prime splitting, one often has good handle of the class group for small examples. On the other
hand, the bound in Theorem 10.9(2) is useless in practice.

We will see later that the class number can be computed with analytic methods.

For the rest of this section, we will compute the class group for some examples, and exhibit
how the knowledge of class number can be useful in number theoretic questions. A general
procedure is as follows.

(1) By Minkowski bound, we have a surjective map of sets

{a C Ok, N(a) < Bx} — CI(K).

(2) The set on the left is finite. Furthermore, multiplicatively, it is generated by the maximal
ideals of Ok of norm < Bp. In particular, you have to consider the prime ideals lying
over a rational prime p for p < By, and the ideal classes of such finitely many prime
ideals will generate C1(K).

(3) The task is now to come up with the relations between the ideal classes of those prime
ideals.

e The splitting of rational primes gives relations between ideal classes.

e To see whether a given (prime) ideal is a principal ideal, the task is to find (or prove
the nonexistence of) a purported generator. The purported generator should have the
norm equal to & the norm of the ideal, so that should give you a clue.

e To come up with a relation between the prime ideals, you have to come up with a
principal ideal whose prime factorization is given by the powers of the prime ideals
of norm < By. This again can be guessed by first looking at @ € Ok whose norm
Nk o(c) has only prime factors < B.

e You can always reuse the fact that any ideal class must be represented by an ideal
aC OK with N(Cl) < BK.

(4) Showing that there are no more relations comes from showing that certain prime ideals
are not principal.
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Example 10.11. Let K = Q(y/14), so that Ox = Z[/14]. We will show that hx = 1. By
Theorem 10.9(1), for each [a] € CI(K), there is a representative a C Oy with

2!
N(a) < V414 = V14 ~ 3.7417.

To prove hx = 1, or CI(K) = 1, it is sufficient to prove that any integral ideal a C Of with
N(a) = 2,3 is a principal ideal. Such an ideal is necessarily a prime ideal, and is a prime ideal
that lies over either 2 or 3. So let’s look at how (2) and (3) splits in K.

(2) = (2.V14)", (3)=(3).

In particular, there is no prime ideal with norm 3. So, the only ideal that has a possibility of being
non-principal is (2, v/14) (whose norm is indeed 2, as N ((2,v/14))2 = N(2) = 4).

If it is indeed a principal ideal, then (2,v/14) = (a) for a € Ok with N(a) = 42. So to
investigate whether this ideal is principal or not, we need to look for an element o = z + /14y
whose norm is +2, or % — 14y = 2. One immediately sees that z = 4,y = 1 is a possibility.

So is (2,/14) the same ideal as (4 — 1/14)? Certainly (4 — /14) C (2,/14), and 2 is a
multiple of 4 — /14, as after all (4 — v/14)(4 + /14) = 4> — 14 = 2. So the problem is whether
V14 is a multiple of 4 — v/14. One may just do the calculation of 4% and get

V4 V@A +VI4) 14+ 414 74 9Vid
4 —+/14 2 2

which indeed confirms our expectation.'

Remark 10.12 (Fun history (non-examinable)). One may wonder whether one can show that
Z[\/ﬁ] is a PID by showing that it is a Euclidean domain. In fact, this is true, but with a funny
twist.

Recall that so far we showed that something is a Euclidean domain by using the most natural
and obvious notion of norm. In that regard, it is natural to believe that, if Z[\/ﬁ] were to be a
Euclidean domain, its division algorithm must use the (absolute value of the) quadratic norm. It
is however known that the quadratic norm on Z[v/14] does not give rise to a division algor-
tihm (the ring of integers of a quadratic field whose absolute value of the norm gives a division
algorithm is called norm-Euclidean; so it is shown that Z[v/14] is not norm-Euclidean). In fact,
[BSD] classified all norm-Euclidean quadratic fields, which is a finite list. On the other hand,
[Har] shows that Z[v/14] is Euclidean! So Z[/14] has a division algorithm, but a weird division
algorithm. The situation is very interesting:

e [BSD] proves that there are finitely many norm-Euclidean quadratic fields: Q(v/d) with d
in the following list:

—-11,-7,-3,-2,-1,2,3,5,6,7,11,13,17,19,21, 29, 33, 37,41, 57, 73.

4 Another way to do this is to use that, if v/14 = (4 — v/14)c for some ¢ € O, then N (c) = N]szi/j%) ===

—7. Then ¢ = d + \/14e with d®> — 14€? = —7. From this one can guess what d, e should be. This kind of approach
may be useful for non-quadratic fields, whenever taking the inverse of an element is not so obvious to calculate.
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e It is a classical problem raised by Gauss (Gauss class number one problem; solved by
Baker and Stark) that there are only finitely many imaginary quadratic fields (i.e. Q(v/d)
with d < 0) with class number 1. The list is Q(+/d) with d one of the following:

—1,-2,-3,—7,—11, 19, —43, —67, —163.

The standard proof of this uses elliptic curves (more precisely, the complex multiplica-
tion theory of elliptic curves).

o It is known that for Q(v/d) with d = —19, —43, —67, —163 (i.e. d in the second list but
not in the first list), Og, va is a PID but not a Euclidean domain.

e Gauss also conjectured that there are infinitely many real quadratic fields (i.e. Q(v/d) with
d > 0) with class number one. This is a major open problem. We don’t even know
whether there are infinitely many real quadratic fields with class number one.
There are more refined conjectures on the class numbers of real quadratic fields under the
name of the Cohen-Lenstra heuristics.

e It is conjectured that the ring of integers of every real quadratic field with class
number one is a Euclidean domain. It is known that the (generalized form of) Rie-
mann Hypothesis implies this statement.

e Thus, for (supposedly) infintely many real quadratic fields, their rings of integers are Eu-
clidean domains with weird division algorithms. In fact, the way that this is proven for a
few examples is not constructive, i.e. it is proven that there is a division algorithm
but we do not know how to write down the division algorithm explicitly. For ex-
ample, this is the case for Q(v/69) where the existence of division algoritmh is proven
indirectly in [Lut].

More examples like this are in the Exercises. We record two more examples indicating that this
approach helps to determine the class group, not just the class number — in both examples, the
class number is 4, but the group structures are different.

Example 10.13. Let K = Q(v/—14), so that Ox = Z[v/—14]. We will to show that Cl(K) =
Z/47Z. The Minkowski bound is, for each [a] € CI(K), there is a representative a C Ok with

214
N(a) < = V414 ~ 4.764.

- 227

Thus, if [a] # 1, then N(a) = 2, 3,4. Therefore, a is either a prime ideal lying over either 2 or 3,
or is a product of two prime ideals lying over 2. Let’s see how (2) and (3) factorizes in O:

(2) = (2,vV/—14)*, (3) = (3,vV/—=14+1)(3,v/—14 - 1).

Let po = (2, vV —14), p3 = (3, vV —14 + 1), pg = (3, vV —14 — 1) Then, N(pg) = 2and N(pg) =
N(p%) = 3. Thus, any nontrivial ideal class in C1(K) is represented by either py, p3, pj; or p3.
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On the other hand, p3 = (2) is principal, so p2 is not an option. Furthermore, [ps]*> = 1 and
[ps][p%] = 1, so CI(K)) is generated by [p,] and [p3]. Note also that Ny /(2 —v/—14) = 2*+ 14 =
18 = 2 - 33, so the prime ideal factorization of (2 — \/—14) is either pop32, popsp}, or pgpgg. Note
that popsp’s = 3po, and 2 — +/—14 is not divisible by 3, this is not an option. Note that

p; = (3, V—-1441)> = (9,3 + 3v/—14, —13 + 2V —14),

paps = (2,vV/—14)(9,3 + 3v/—14, —13 + 2/ 14)
= (18,6 + 6V —14, —26 + 4v/—14,9vV—14, —42 4 3v/—14, =28 — 13v/—14),
and this contains 2 — /—14 as

2 — V14 = 18 — (=26 + 4/ —14) + (—42 + 3/~ 14),

so (2—+/—14) C pop3, which is an equality as both ideals have the same norm." Thus, in C1(K),
[p3]%[p2] = 1, so [p3]? = [p2] ! = [p2). Therefore, [p3] generates C1(K), whose order divides 4, as

[pa]" = [p2]? = 1.
To show that C1(K) = Z /47, therefore, it is sufficient to show that [ps] = [p3]? is not trivial,

or that p, is not a principal ideal. If p, = (a) for a = z + y/—14, 2,y € Z, then Ng/g(o) =
+N(py) = £2, so z* + 14y* = 2. This is clearly impossible. Thus, C1(K) = Z /47, as desired.

Example 10.14. Let K = Q(1/—30), so that O = Z[v/—30]. We will show that CI(K) =
(2/27) x (Z/27). The Minkowski bound is, for each [a] € CI(K), there is a representative
a C O with

21 4
N(a) € Z5—v4-30 ~ 6.974.

Thus, if [a] # 1, then N(a) = 2,3,4,5,6. Therefore, a is either a prime ideal lying over either
2,3, 5, a product of two prime ideals lying over 2, or a product of two prime ideals lying over 2
and 3, respectively. Let’s see how (2), (3) and (5) factorizes in Of:

(2) = (2,V=30)%, (3)=(3,V=30)%, (5)=(5,v~30).

Let po = (2,v/—30), p3 = (3,v/—30), p5s = (5,v/—30). Then, indeed N(p3) = 2, N(p3) = 3,
N(ps) = 5, so a is either py, p3, p3, Ps5, or pop3. Note that p2 = (2) is principal, so this is not an
option. Thus, C1(K) is generated by [ps], [p3], [ps], with [pa]? = [p3]> = [ps]?> = 1.

Note also that Nk /g(v/—30) = 30 = 2- 35, so the prime ideal factorization of (1/—30) must

be
(V—30) = papsps.

Thus, [ps] = [ps]™! = [p2][p3]. Therefore, C1(K) is generated by [ps] and [p3], both of order
dividing 2. Note that [ps], [p3] # 1, or both p and p3 are nonprincipal. This is because, if there is
o = = + yy/—30 where (o) = ps or p3, then Ny (o) = £2 or £3, but N (o) = 22 + 30y,
so this is clearly impossible. So, C1(K) is an abelian group generated by two order 2 elements

IThis is a very explicit calculation, but you could pretty much bypass this - we know for sure that (2 — \/—14)
is either pop3 or pgpg2, and even if it is pgpff, we can just replace p3 with p% and move on.
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(which may be equal). Thus, either C1(K') = Z/2Z (which corresponds to [ps] = [p3]) or C1(K) =
(Z/27) x (Z]2Z) (which corresponds to [ps] # [ps]). Thus, what we want to show is that

[pa] # [p3], or [ps] = [p2][ps] = [p2][ps] ! # 1, or that ps is nonprincipal, This is again because
Ng/g(a) = 2® 4 30y? can never be equal to £5. Therefore, CI(K) = (Z/2Z) x (Z/27).

Let’s see why knowing the class number is useful in solving elementary number theory ques-
tions.

Example 10.15. Let’s go back to the Mordell’s equation, this time with y? = 2® — 14. As seen
above, if we were to make use of

=y 4+ 14 = (y+V-14)(y — V—14),

then we face a problem as we just proved that iy /=17y = 4. On the other hand, it is not a
problem, because what we only need is actually that the class number is not divisible by 3.
Let’s see why, by mimicking the argument we had in the first lecture in the language of ideals.
Suppose there is a solution x,y € Z. If y is even, then x is also even, so writing x = 2a,
y = 2b, we have
4* = 8a® — 14,

which is a contradiction as the left side is divislbe by 4 while the right side is not. Thus, y is odd,
and subsequently z is odd.

Similarly, y is not divisible by 7 — otherwise, = will also be divisible by 7, so 23 — 3*> = 14 is
divisible by at least 49, which is a contradiction.

Then, we have an equation

= (y+V—14)(y — vV-14),

or in terms of ideals,
(2)? = (y + V—14)(y — V—14).

Suppose that the two ideals (y + /—14) and (y — v/—14) have a common prime ideal factor p.
Then, p contains both (y +v/—14) and (y — v/—14), so y +v/—14,y — v/—14 € p. In particular,
2y/—14 € p. Thus, p divides the principal ideal (2/—14), so N(p) divides N((2v/—14)) =
No(v=11 /Q(2\/ 14) = 56 = 23 . 7. Thus, either p lies over 2 or 7. If p lies over 2, then
Y+ \/—1 ,y —+/—14 € p implies that 23 = (y + /—14)(y — V/—14) € p, so N(p) divides
NQ( Nav) /@(x)3 = 2%, which is odd, so this is impossible. Thus, p must lie over 7 (and actually
N(p) = 7). In particular, p dividing (21/—14) implies that p divides (/—14), or /—14 € p,
which implies that —14 € p. Asy + /—14 € p,soy € p. As y and 14 are coprime integers, 1 is
a Z-linear combination of y and 14, which implies that 1 € p, a contradiction again.

What we have proved is that (y + v/—14) and (y — /—14) are coprime ideals, so by the
unique factorization of ideals, (y + /—14) is a cube of an ideal, say (y + /—14) = a* for
a € Og(,/=12)- Now, the upshot is, even though we don’t know a priori whether a is principal,
[a]?> = 1 in C1(Q(+/—14)), and as C1(Q(+v/—14)) has no nontrivial 3-torsion element, [a] = 1,
so a is a principal ideal! Thus, (y —|— V—14) = (¢ + d\/—14)? for some ¢, d € Z (as ideals), so
y + +/—14 is a unit times (¢ + dy/—14)3, the kind of a statement that we would like to obtain in
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the original UFD approach to the Mordell’s equations. Note that a unit in Z[/—14] is 1, so this
means y + y/—14 is just a cube. So

y+ V14 = (c+dv—14)* = (* — 42cd?) + (3c*d — 14d*)v/—14,

so 1 = 3c%d — 14d® = (3¢* — 14d?)d. So, d = +1, so 3¢* — 14 = 3¢®> — 14d* = 41, or 3c* = 15
or 13, which is impossible, a contradiction!

We would like to give a little context on how Gauss got interested in this problem: binary
quadratic forms.

Definition 10.16 (Binary quadratic forms). A binary quadratic form is an expression of the
form

Q(X,Y) =aX?+bXY +cY? a,bcel.

Given a binary quadratic form @, its discriminant is dg := 0* — 4ac. A binary quadratic form
() is nondegenerate if dy # 0. A binary quadratic form () is positive definite if dy < 0 and
a > 0. A binary quadratic form @) is primitive if ged(a, b, c) = 1.

It is easy to see that, if ) is positive definite, then Q(X,Y) > O forany X, Y € R, (X,Y) #
(0,0). Gauss was interested in the following problem:
Question. Given a primitive binary quadratic form (), what is the set {Q(X,Y) | X,Y € Z}?
We say that an integer m is represented (properly represented, respectively) by Q(X,Y) if
m=Q(X,Y) for some X, Y € Z (X,Y € Z with (X,Y) = 1, respectively).

Definition 10.17 (SLy, GL2). Let A be a commutative ring with 1. Then, GLy(A) (the general
linear group) is the group of invertible 2 x 2 matrices with coefficient A. Also, SLy(A) (the
special linear group) is the group of 2 x 2 matrices with coefficients in A and determinant 1.

Definition 10.18. Two binary quadratic forms Q(X,Y) and Q'(X, Y') are equivalent (strongly

2) € GLy(Z) (SL2(Z), respectively) such that Q(X,Y) =

equivalent, respectively) if there is
Q' (aX +bY,cX +dY).

It is obvious that the numbers (properly) represented by two equivalent binary forms are
the same. Note also that a matrix in GLy(Z) has determinant Z* = {%1}, and SLy(Z) is an
index 2 normal subgroup of GL3(Z). The nontrivial element in GLy(Z)/ SL2(Z) is represented

1 0
by <O _1).
Proposition 10.19. For two equivalent binary quadratic forms Q(X,Y") and Q'(X,Y), dg = dg .

Proof. Exercise. O

Proposition 10.20. An integer m is properly represented by some binary quadratic form of dis-
criminant d if and only if d is a square modulo 4m.
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Proof. If m = ax® + bxy + cy? for a,b,c € Z with (z,y) = 1, then there are p, ¢ € Z such that
pr—qy=1.LetZ =2 X +qY and W = yX +pY. Then, Q(Z, W) in terms of X, Y is expressed
as

QZ,W) = a(zX + qV)* + b(xX + qY)(yX +pY) + c(yX + pY)?
= (ax®*+bry+cy?) X2+ (2axq+-brp+bqy-+2cyp) XY +(ag* +bpg+cp®) Y? = mX*+e XY +fY?,

for some e, f € Z. Thus, d = dozw) = e —4mf = e? (mod 4m), which implies that d is a
square modulo 4m.

Conversely, if d is a square modulo 4m, then there is b € Z such that d = b* (mod 4m). Let
d = b® — 4me, ¢ € Z. Then, m is properly represented by Q(X,Y) = mX? + bXY + cY?, as
m = Q(1,0). O

It is thus quite standard to determine whether m is properly represented by some binary
quadratic form of discriminant d. The problem is then to determine how many equivalence classes
of binary quadratic forms of discriminant d there are. In fact, it turns out that the equivalence
classes of binary quadratic forms are closely related to the class group of a quadratic field.

Definition 10.21. A complex number 7 € C is a quadratic number if it is a root of a degree 2
irreducible polynomial p. (X) € Z[X]. If p,(X) = aX? 4+ bX + ¢, then disc(7) := b* — 4dac.

Necessarily, for a quadratic number v, v € Q(4/disc(y)) by the quadratic formula.

Theorem 10.22. Let K = Q(\/n) be a quadratic field, with discriminant d = disc(K), and choose
a complex embedding K — C so that we see numbers in K as complex numbers. Then, there is a
natural map

{quadratic numbers of discriminant d} — {fractional ideals of K},

given by
v = Z+ Lry.

This gives rise to a bijection

{quadratic numbers of discriminant d}/ ~ = CI(K),

where two numbers y; ~ o are equivalent if y; = 3324-(; for some (CCL 2) € GLy(Z).

2-+d

Proof. Let v be a quadratic number, so that it is a root of a X 24+ bX + ¢ = 0 with d = b — 4ac.
We would first like to show that Z + Z~ is a fractional ideal of K. Note that ay € Ok, so it is
sufficient to prove that Za + Zay C Ok is an integral ideal. Note that ay is a root of the monic
polynomial X? + bX + ac = 0 with integer coefficients, so D(1,ay) = b* — 4ac = d. This
implies that Z + Zay C Ok is actually an equality. Thus, to prove that Za + Zay C Ok is
an ideal, it suffices to prove that it is closed under the multiplication by a+, which is obvious as
(ay)? = a(=by — ¢) = —ac — aby. Therefore, the natural map is indeed well-defined.
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To show that the natural map induces a well-defined map from the equivalence classes of
binary quadratic forms of discriminant d to CI(K) that is furthermore an injection, we need to
show that

,  ay+b
’y:
cy+d

for some (CCL b) € Glo(Z) & Z + 7~ = 7B + 73~ for some § € K.

d

The forward direction is as follows. If 7/ = %, then

1
7+ 7y = ——(Z d)+7Z b)).
+ 2y = (e +d) + 2oy + )
Note that d(ay +b) — b(cy 4+ d) = (ad — be)y = £, and a(cy + d) — c(ay 4+ b) = ad — be = +1,
so Z(cy +d) + Z(ay + b) = Z + Z~, which is what we want.

The reverse direction is as follows. If Z + Z~' = 7 + Z 37, then there is (CCZ Z) € GLy(Z)

such that
Y\ _ (a b\ (Bv)_ (aBy+0bB
1) \c d B ) \eBy+ds)-
Thus, 7’:%:‘;@—:‘%:%,&13 desired.

To prove that the induced map is surjective, it suffices to prove that any ideal class [a] of K is
represented by Z + Zry for some 7 € K. This is easy: take a representative a, and take r € aNQ;
then %a is of the form as it has Z in it. This finishes the proof. U

To relate this with the binary quadratic forms, we need to divide into two cases, imaginary
quadratic fields and real quadratic fields. In this notes, we will focus on the case of imaginary
quadratic fields.

Theorem 10.23. Let K = Q(y/n) be an imaginary quadratic field, so that its discriminant
d = disc(K) is negative.
Then, there is a natural bijection

{strong equivalence classes of binary quadratic forms of discriminant d} = C1(K),

given by
aX?+bXY +¢Y? = Z + 7,

where v = _;a\/g so that ay* + by +c = 0.

Proof. Let’s consider a complex embedding K < C which sends v/d to v/d = /|d[i, the purely

imaginary number with positive imaginary part. It is clear that you have a natural map

{binary quadratic forms of discriminant d} — {quadratic numbers of discriminant d},

—b++/d

aX?+bXY +cY? — 5
a
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Therefore, as per Theorem 10.22, it is sufficient to prove that this gives rise to a bijection
{strong equivalence classes of binary quadratic forms of discriminant d} — {quadratic numbers of discriminant d}/ ~ .

It is clear that the original natural map is injective. Also, it is clear that if Q'(X,Y) = ¢/ X? +
VXY +Y?and Q(X,Y) = aX? + bXY + cY? are strongly equivalent, so that there is A =

(; i) € SLy(Z) such that Q'(X,Y) = Q(eX + fY,9X + hY), then if we denote the roots

2 _ / 12 / ;o ey+f ey'+f
of aX® 4+ bX + ¢ = 0 as v, 7/, then the roots of ' X* + V'X + ¢ —Oaremandm.The

natural map picks up the root that has the positive imaginary part (i.e. the root that is in H), and

yir € SLy(R). Thus, we see that

b
d
the induced map on strong equivalence classes is well-defined. The induced map is furthermore
injective as the original map is injective. To see that the induced map is surjective, we observe
that the image of the original natural map is every quadratic number with positive imaginary
part. As any quadratic number z with negative imaginary part is equivalent to —z, which has

positive imaginary part, the induced map is surjective, thus bijective, as desired. U

it is easy to see that, if Im(z) > 0, then Im (%£2) > 0 for CCL

Remark 10.24. The above proof used the distinction between the complex numbers with pos-
itive imaginary parts and those with negative imaginary parts, so it does not translate into real
quadratic case. The real quadratic field version of the above theorem requires some modifica-
tion. In particular, what corresponds to strong equivalence classes of binary quadratic forms are
the classes in the narrow class group, which further takes the positivity of real numbers into
consideration.

This now gives several interesting arithmetic applications.

Example 10.25. We can provide another proof that an odd prime p is of the form p = 22 + 32,
x,y € Z, if and only if p = 1 (mod4). Note that by Proposition 10.20, p is represented by
some binary quadratic form of discriminant —4 if and only if —4 is a square mod 4p, or —1 is a
square mod p, so by quadratic reciprocity, p = 1 (mod 4). Now, the strong equivalence classes
of binary quadratic forms of discriminant —4 are in bijection with C1(Q(?)), as disc(Q(¢)) = —4.
As C1(Q(7)) = 1, it turns out that every binary quadratic form of discriminant —4 is strongly
equivalent to each other, so in particular to Q(X,Y) = X? + Y2 Thus, p = 1 (mod 4) if and
only if p is (properly) represented by Q(X,Y) = X? + Y2,

Example 10.26 (The case of 2% +5y2). Now consider the case of K = Q(1/—5), with discriminant
d = —20. Then, for a prime p not dividing the discriminant (i.e. p # 2,5), p is represented by
some binary quadratic form with discriminant —20 if and only if —20 is a square mod 4p, or
—5 is a square mod p. On the other hand, the equivalence classes of binary quadratic forms of
discriminant —20 are in bijection with Cl(K’). What is C1(K)?

Note that the Minkowski bound gives that, if a represents a nontrivial ideal class [a] € C1(K),

then '
214
N(a) < —=1/20 ~ 2.847.

- 227
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Therefore, N(a) = 2. Therefore, the only possibility of nonprincipal ideal can be found in the
primes in K lying over 2. Note that (2) = (2,v/=5 + 1)(2,/=5 — 1), there is indeed a prime
ideal of norm 2 lying over (2). Furthermore, it is not principal, as there is no norm 42 element
in O (as 2% + 5y? # +2). Therefore, hyx = 2, with the nontrivial element in Cl(K') represented
by the ideal (2,v/—5 + 1).

So, there are two strong equivalence classes of binary quadratic forms of discriminant —20.
What are these? Note that the trivial ideal class is represented by Z + Z+/—5, and the nontrivial
ideal class is represented by Z + Z@. Note that /—5 is a root of X2 + 5, and @ is a root
of 2X? — 2X + 3. Thus, —5 is a square mod p, p # 2,5, if and only if either p = X2 + 5Y2 or
p = 2X? —2XY + 3Y?, for some X,Y € Z. Note that p = 2X? — 2XY + 3Y? is equivalent
to2p = 4X? —4XY 4+ 6Y? = (2X — Y)? + 5Y?, so —5 is a square mod p if and only if either
p=X%2+5Y%0r2p= X2+ 5Y2 forsome X,Y € Z.

Note also that p and 2p cannot be simultaneously represented by X? + 5Y2! Suppose not,
then 2p? = p - 2p = Z? + 5W?, or there is « = Z + W+/—5 € Ok such that N /g(a) = 2p?,
and as —5 is a square mod p, (p) = p1ps for prime ideals p;,py C Ok of norm p. Thus, («) is a
product of one prime ideal lying over 2 and two prime ideals lying over p. On the other hand, as
CUK) = Z/2Z, [p1] = [p2]~* = [p2], so the product of two prime ideals lying over p (can be the
same, can be different) is principal. Thus, this implies that a prime ideal lying over 2 is principal,
which is false, a contradiction.

In fact, Theorem 10.23 can be used to compute the class number of an imaginary quadratic
field K. That is, you can compute the strong equivalence classes of binary quadratic forms of
discriminant disc(K) in a systematic/algorithmic way.

For K = Q(y/m) with —d = disc(K) < 0, given aX? + bXY + c¢Y? of discriminant d, a root
v € K of aX?+bX + c can be naturally regarded as a complex number that is not a real number.
Thus, as per Theorem 10.22, one may translate the problem of finding C1(K') as the problem of
determining the strong equivalence classes of v € K\Q under the action of GLy(Z), where the
action is as given in the proof of Theorem 10.22:

a b\ __ay+ b
cd) T cy+d
In terms of the complex numbers, we have established the following.

# ClI(K) = # ({z:_b;t—a\/_di €C, a,b,ceZ, —d:b2—4ac}/(z~’y-z, VEGLQ(Z))).

1
0
Thus, we can only consider the action of SLy(Z) on those with positive imaginary part.

{z: b+ di

Note that [GLy(Z) : SLy(Z)] = 2 with GLy(Z)/ SLy(Z) = {1,0},0 = ( _01),anda-z = —z

o €C, a,b,ce, —d:b2—4aC}/(ZN’Y'Z,")/GGL2<Z)>
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- 2a

—b+ V/di
_ {Z:+—\/_Ze<c, a,b,c € Z, —d:b2—4ac}/(z~w-z, v € SLa(Z))

Definition 10.27 (The complex upper half plane). Let H = {z € C | Im(z) > 0} C C. Itis
called the complex upper half plane.

In the same way, SLy(Z) acts on H, and the SLy(7Z)-orbits on H have very natural represen-
tatives, called the fundamental domain.

Theorem 10.28. Let 7 C H be the subset defined as

1 1
F = {z cH| — 3 < Re(z) < 3 and |z| > 1; furthermore, |z| > 1 if Re(z) > 0}.

I'-\.._.l"'

Then, for any z € H, there exists a unique z' € F such that 2’ = v - z fory € SLy(Z).

Proof. Note that the following matrices are elements of SLy(Z):

r=(o1) s=( %)

These matrices act on H as:

1
Tz=z+1, Sz:——:—i.
z |2[?
Note that, if z = x + yi, then Sz = —;21352 = —zziyz + xziyzi. Thus, if |z| < 1, then Im(Sz) >

Im(z). More generally, for z = x + yi, it is straightforward to compute

w (%2 +0b Yy
m = .
cz+d lcz + d|?
Note that A := Z + Zz is a lattice in C, so in particular a discrete subset. Therefore, A\{0} has

a vector of the minimal norm, v € A, with v = ez + f, e, f € Z. Note that obviously (e, f) = 1,
as otherwise one may divide v by the gcd and get a vector with a smaller norm. Also, as 1 € A,
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lv| < 1.If |v| = 1, then it tells us that Im(~y-2) < Im(z) forany v € SLy(Z), so z is a number with

the maximum imaginary part in the orbit SLy(Z) - 2. If |v| < 1, then we may find v € SLy(Z)

such that its bottom row is (e f), and then Im(y - 2) = Imf ) and therefore ~ - z is a number

with the maximum imaginary part in the orbit SLy(Z) - 2. In any case, there is a maximum out
of all the imaginary parts of the complex numbers in the orbit SLy(Z) - z, and take a number
2" € SLy(Z) - z realizing the maximum imaginary part.

Now one can apply an appropriate power of T so that —3 < Re(T™2') < 3. Then, 2" = T™2'

also has the maximum imaginary part in the orbit SLy(Z) - z. As Im(S52") = %, it follows
that |2”| > 1. The only possibility of 2” ¢ F happens when |2”| = 1 and Re(2”) > 0. In that case,
|SZ”| = 1 but now Re(S2") = —Re(2”) < 0,s0 Sz” € F. In any case, we have demonstrated

that SLy(Z) - z N F # 0.
To show the uniqueness of the representative, it suffices to show that any two different num-
bers in F are not in the same SLy(Z)-orbit. Suppose that z1,2o € F such that zo = A - z,

A= (CCL Z) € SLy(Z). Without loss of generality, assume that Im(z2) > Im(z1), so that

|cz1 4+ d| < 1. Note that, as z; € F, Im(z;) > \/75 Therefore,

| S

1> ez +d| > |Im(cz; + d)| = || Im(z) > el

or|c| < %, which means that |c| < 1.

a b

e Ifc =0, then A = (O d

) € SLy(Z), so ad = 1, which means that either A or —A is

0 1
n =0,and z; = 25.

of the form (1 n) As A-z = (—A) - z it follows that z = 2z; + n, which means that

e If ¢ = 1, then |z; + d| < 1. By looking at the picture, this is possible only if either d = 0
and |z;| = 1, or d = 1 and z; is the “left tip” of F, namely 2 = —1 + ‘/732
b az a—
5 11 ESLQ(Z),soa—b:Lsozg:%:
azi+(a—1)z; = —(a+1)z;. Therefore, —(a+1) = 1 is the only possibility, and zo = 2;.

Ifd=1and z; = —% + ﬁi, then (a

If d = 0, then € SLy(Z) means b = —1, so zo = a — Z;. Again, this kind of a

a b
10
thing is possible only if either a = 0 and 21,2, € F, sothat 2; =i = 29,0ra = —1 and
21 is the left tip, so that Z; is the right tip and 2, is again the left tip. In any case, z; = 25.
e If c = —1, then one may replace A by —A and use the argument of ¢ = 1.

Therefore, in any case, z; = 25, which shows the uniqueness. O
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Thus, we have

—b+di
a

CI(K):{z: 5 €H, a,b,ceZ, —d:b2—4ac}/(z~7-z,7€SL2(Z))

- 2a

—{ZZMGF, a,b,c € Z, —d:bQ—éLac}

b 1 b +d b? +d

2a 2~ 2a 4a? 42

{ —b+ Vdi
= zr = —

= {a,b,cEZ, a,c>0,d=4ac—V*, —a<b<a, c>a, andifb<0,c>a}.
Finding this set is a finite procedure, as

d = 4ac — b* > 4a® — a* = 3d°,

so there are finitely many possibilities for a, so finitely many possibilities for b, and thus finitely
many possibilities for c. Summarizing, we have the following algorithm for computing % for an
imaginary quadratic field K.

Theorem 10.29 (Algorithm for computing the class number, imaginary quadratic fields). Let K
be an imaginary quadratic field of discriminant —d < 0. Then, hx can be computed as follows.

1. Start with h = 0. Run a loop fora € Z with1 < a < \/g.
2. For each such a, run a loop forb € Z with —a < b < a.

3. For each such b, check if ¢ := % is an integer that is greater than or equal to a, and if
b < 0, further check if c > a. If true, add 1 to h. If not, h stays the same.

4. After everything, the final value of h is h.

It is also easy to find the representatives for each ideal class in C1(K') from the above algo-
rithm.

Remark 10.30. There is also a different story of finding representatives for the ideal classes of
real quadratic fields, using continued fractions. You may find about this in the paper linked on
the website.

Exercise 10.1. Let K = Q(\/@), so that O = Z[\/g] We would like to show that hyx = 1, i.e.
Z[+/6] is a principal ideal domain.

(1) Use the Minkowski’s bound to show that any ideal class has an integral ideal representa-
tive a with N(a) = 2.

88

1
,a,b,c€Z, d=4ac — b, ——<——<§, ——— > 1,andif b < 0, ——— >

|



(2) Show that there is a unique prime ideal p C Oy ideal lying over (2).
(3) Show that p is principal by showing that p = (2 + v/6). Conclude that hx = 1.
Exercise 10.2. Let X = Q(1/10), so that O = Z[v/10]. We would like to show that hx = 2.

(1) Use the Minkowski’s bound to show that any ideal class has an integral ideal representa-
tive a with N(a) < 3.

(2) Show that there is a unique prime ideal po C O lying over (2), with N (ps2) = 2.

(3) Show that there is no element o € O with norm £2. Conclude that p, is not a principal
ideal, and its ideal class in C1(K) is a nontrivial order 2 element.

Hint. Use that (%) =—1L
(4) Show that (3) splits completely in K, with (3) = psp5, so that N(ps) = N(p}) = 3.

(5) Using that N o(4 + v/10) = 6, deduce that the ideal classes of p3 and p) are both the
same as the ideal class of ps. Conclude that hx = 2.

Hint. After possibly switching ps and pj, pops = (4 + +/10), so [pa] ™' = [ps] in C1(K).

Exercise 10.3. Recall that, in the notes, it is proved that hQ( V=) = 4. Using this, we would like
to know when a prime p # 2, 7 is of the form p = % + 14y? for some integers z,y € Z.
Let p # 2,7 be a rational prime number.

(1) Using the binary quadratic forms technique, show that p is properly represented by either
X2 4+14Y2,2X2 +7Y2,3X%2 +2XY +5Y2 or 3X? — 2XY + 5Y?, if and only if —14 is

a square modulo p.
(2) Show that if either p = X? + 14Y2 or p = 2X? + 7Y?, then p = 1 or 7 (mod 8).
Hint. n2 = 0,1,4 (mod ).

(3) Show that p = 3X2+2XY +5Y2 for some X,Y € Zif and only if 3p = Z2 + 14?2 for
some Z, W € Z. Deduce that, if p = 3X? = 2XY + 5Y?, then p = 3 or 5 (mod 8).

(4) Show that p = 2X? + 7Y for some X,Y € Z if and only if 2p = Z2 + 14?2 for some
Z,W e Z.

(5) Combining the above, show that, for p # 2,7,

Either por 2p = X?> 4+ 14Y? < p=1,7 (mod8) and p = 1, 2,4 (mod 7).

(6) Show that the two cases in the left side of (5) are mutually exclusive, namely that there is
no p # 2,7 such that X2 + 14Y2 represents both p and 2p.
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Exercise 10.4. Let K be an imaginary quadratic field with disc(K) = —d < 0. Recall that, in
the notes, we have established

—b di
CIK) = {z: ;——\/_2 e H, a,b,c€Z, —d:b2—4ac} [(z~-z, v €SLy(Z))
a

:{a7b,c€Z, a,c>0,d=4ac—V’, —a<b<a, c>a, andifb<0,c>a}.

For z = %ﬂ € H with a,b,c € Z and —d = b* — 4ac, let [z] € CI(K) be its corresponding
ideal class. For a, b, c € Z with a,c > 0,d = 4ac — b?, —a < b < a,c > a,andif b < 0, ¢ > a, let
la, b, c] € CI(K) be its corresopnding ideal class.

(1) For z = #{fdi € Hwitha,b,c € Zand —d = b? —4ac, show that [—z] = [2] ! in C1(K).

Hint. For a C Ok, show that ad is a principal ideal, where (-) is the nontrivial Galois
conjugation of K /Q.

(2) For a,b,c € Z witha,c > 0,d = 4ac — b*>, —a < b < a,c > a,and if b < 0, ¢ > a, show
that [a, b, c]* = 1 in C1(K) if and only if either b= 0,b = a or ¢ = a.

(3) Show that Ay is an odd number if and only if either X = Q(v/—1), K = Q(v/—2), or
K = Q(y/—p) with p a rational prime = 3 (mod 4).

Hint. Divide into the cases where K = Q(y/m) with m = 1 (mod4) and where K =
Q(y/m) withm = 2,3 (mod 4).
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11. LECTURE 14. LOCALIZATION, DISCRETE VALUATION RINGS

Summary. Localization; discrete valuation rings; some commutative algebra.

Content. We have studied the properties of number fields as extensions of Q. On the other hand,
a lot can be said about the situation where the smaller field is another field that is not necessarily
Q. We had however so far exploited the fact that Op = Z and we can count integers. This is not
the case for general rings of integers, so we need to develop some algebra to prove the analogues
for this general situation.

The basic idea is that we may study a commutative ring one prime ideal at a time'®. For each
prime ideal, you may remove the other prime ideals from the ring, and the resulting ring is often
easier to study.

How do we remove prime ideals from a ring? The idea comes from the notion of field of
fractions. Note that by taking the field of fractions of an integral domain, you removed all the
nonzero prime ideals from the integral domain. It turns out that a similar procedure, called the
localization, can be used to remove the prime ideals in a more selective way.

Definition 11.1 (Localization). Let A be a commutative ring with 1 which is also an integral do-
main. A subset S C A— {0} is called a multiplicative set if it is closed under the multiplication,
ie. s,s € S implies ss' € S. For a multiplicative set S C A — {0}, we define a commutative
ring'” S71A as

14 . g
S A._{SEFrac(AHaeA,sES}.

Example 11.2. (1) Fora € A—{0}, theset S = {1, a,a?,- -} is clearly a multiplicative set.
For such S, S™' A is also often denoted as A[1].

(2) For a commutative subring B C A with 1 (including the case B = A), and for a prime
ideal ¢ C B, theset S = B —q C A — {0} is a multiplicative set (check this; exercise).
For such S, S~!A is also often denoted as Ay, and is called the localization of A at g.

The reason why this construction is called a localization is because it can discard prime ideals
as you would want.

Theorem 11.3. Let A be a commutative integral domain with 1 and S C A—{0} is a multiplicative
set.

(1) Anideal J C S™' A is always of the form J = S™'I := [-S™' A, the ideal of S~' A generated
by I, for some ideal I C A. Furthermore, one can take [ = J N A.

(2) If A is Notherian, S~ A is Noetherian.

(3) If A is normal, S~ A is normal.

1This point of view is fundamental not just in algebraic number theory but also in any kind of algebraic theory,
e.g. algebraic geometry.
Tt is an easy exercise to check that this defines a subring of the field of fractions.
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(4) There is a natural inclusion-preserving one-to-one correspondence
{prime ideals of S™* A} <+ {prime idealsp C A such thatp N S = 0},
such that the correspondence is given by
p—pNA,
The ideal generated by p < p.
(5) In (4), ifp C S~' A corresponds to q C A, then
(571 4)/p =5 (4/0).
where S C (A/q) — {0} is the image of S in A/q.

Proof. (1) Let I = J N A for an ideal J C S~'A. Then, as [ C J, we have S~'] C J. On
the other hand, if z € J, then z = e for somea € Aand s € S. Thus, sx = a € J, so
a € I = JN A. This means that x € S~'I. Thus, J = S~'I.

(2) Let J; C Jo C --- be an ascending chain of ideals in S~ A. Then, letting I,, = J, N A,
we have an ascending chain of ideals Iy C I, C --- in A, which must stabilize. As
J, =511, J, C Jy C --- must stabilize.

(3) Note that F' = Frac(A) = Frac(S™'A). Let * € F be integral over S~' A, which means
that there is a monic polynomial f(X) € (S~'A)[X] such that f(z) = 0. Let

Ay — _ a
f(X):Xn+S_1Xn 1++$_0’ a/n_17...’a0€A’ Sn—ly"'wSOGS»
n—1 0

Lety = so---S,_12. Then,

n n—1 n 4 9n-150"5n—1 n—1 N 08-Sy 1
y Up-1Y ap Y e Yy s
0= f(z) = + +ob— = = :
Sn_‘_sn n—1 n—1 S Sn"'Sn
0 n-1 So " Sp—1°Sn-1 0 0 n—1

Note that the numerator is a polynomial expression in y with coefficients in A, so y is
integral over A. Thus, y € A. Thus, z = . Y ¢ ST1A.

0" *Sn—1

(4) Let us first observe that the map is well-defined. Firstly, let p be a prime ideal of S™'A.
Then, the natural map A — S~'A/p has a kernel ANp,so A/(ANp)— StA/pisan
injection. Thus, A/(A N p) is a subring of S~ A/p, which is an integral domain, so AN p
is also a prime ideal. Furthermore, as any element in S is invertible in S~ A, S is disjoint
from p, so A N p is also disjoint from S.

Conversely, let p C A be a prime ideal disjoint from S. Let v = {,y = 5 € STLA,
a,c € A,b,d € S,such thatzy = 7 € S~1p. This means that b= § forpep,qe S, so
i

bdp = acq. As bdp € p, acq € p, which means that either a, ¢, or ¢ is in p. On the other

92



hand, as ¢ € S, ¢ ¢ p, so either @ € p or ¢ € p, which means that either z € S~1p or
y € S~'p, which means that S~'p is a prime ideal of S™1 A.

We then need to show that the two maps are inverses to each other. Let p C S™'A be a
prime ideal. Then, p N A C p implies that S~'(p N A) C p. On the other hand, if x € p
is of the form z = ¢, a € A, b€ S,thenbr = a € p,soa € pN A, which mean that
r € S7Hp N A). Thus, S™'(p N A) = p. On the other hand, if p C A is a prime ideal
disjoint from S, then as p C S~ 'p, p C (S~ 'p) N A. Conversely, if z € (S~'p) N A, this
means that x € A but also x = 7 where a € p and b € S. This means that a = bz, so as
a € p, either b € p or z € p. On the other hand, b € S, so b ¢ p. Thus, x € p. This implies
that p = (S~!p) N A, as desired.

(5) We saw that A/q < (S7!A)/p is an injection of integral domains. Thus, Frac(A/q) C
Frac((S7'A)/p) is a subfield. Under this, we see that any element in S C A/q C
Frac(A/q) C Frac((S'A)/p) is invertible in (S7'A)/p as it can be expressed as an
element in S. Therefore, we have E_I(A/q) C (S7'A)/p. Conversely, if z € (S71A)/p,
then it has a representative of the form %, a € A, s € S. Then, the corresponding 5 € S

and a € A/q will give rise to 2 = 2.

O

Example 11.4. (1) Ifa € A—{0}, then the prime ideals of A[Z] are precisely the prime ideals
of A that do not contain a.

(2) If B C Aand q C B a prime ideal, the prime ideals of A, are precisely the prime ideals
of A lying over a prime ideal contained in q (i.e. prime ideals p C A such thatpN B C q).
In particular, if B = A, then A, has only one maximal ideal corresponding to .

(3) If S = A — {0}, then S~*A = Frac(A).

Definition 11.5 (Local ring). A commutative ring A with 1 is local if it has exactly one maximal
ideal m.

Definition 11.6 (Residue fields). Let A be a commutative ring, and m be a maximal ideal of A.
The residue field of m is the field A/m. If A is a local ring, then often we call the residue field
of the unique maximal ideal of A just the residue field of A.

The following is immediate.

Proposition 11.7. If A is a local ring with the unique maximal ideal m, then A* = A — m (i.e.
any element not in m is invertible).

From Theorem 11.3, we now know that if A is a Dedekind domain and if p is a nonzero prime
ideal, then A, is a local Dedekind domain.

Definition 11.8 (Discrete valuation rings). A local Dedekind domain which is not a field (i.e. (0)
is not the maximal ideal) is called a discrete valuation ring.

The advantage of the notion of discrete valuation rings is that there are multiple different
persepectives on this notion.
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Theorem 11.9. Let A be an integral domain.

(1) If A is a Dedekind domain with finitely many maximal ideals, then A is a principal ideal
domain. In particular, discrete valuation rings are principal ideal domains.

(2) If A is a discrete valuation ring with the unique maximal ideal m, then every nonzero frac-
tional ideal of A is of the form m™ for somen € Z.

(3) If A is a local principal ideal domain which is not a field, A is a discrete valuation ring.

Proof. (1) Let py,-- -, p, be the maximal ideals of A. Then, by the weak approximation the-
orem and the unique factorization of ideals, for each ey, - -- , e, > 0, there is a € A such
that (a) = p{'ps5? - - - p¢. This implies that in fact each p; is a principal ideal, so any ideal,
which is a product of p;’s, is principal.

(2) This is an immediate consequence of the unique factorization of ideals.

(3) Let A be a local principal ideal domain which is not a field. To show that A is a dis-
crete valuation ring, we need to show that A is normal and the nonzero prime ideals are
maximal.

Suppose = § € Frac(A), a,b € A, ged(a,b) = 1 (meaning that (a, b) is the unit ideal),
is integral over A. We want to show that z € A. Let m be the unique maximal ideal. If
b ¢ m, then b is invertible, so x € A, which is what we want. Thus, let’s assume that
b € m. Then, there exist a,,_1,--- ,a9 € A such that 2" + a,_12" ' 4+ --- 4+ a9 = 0, or
a" + ap_1a" b+ - - + apb™ = 0. This implies that a™ € (b) C m. As m is a prime ideal,
this implies that @ € m, so (a,b) C m, which is a contradiction. Thus, b has to be not in
m, and z € A, as desired.

Suppose that p C A is a nonzero prime ideal. As A is a PID, p = (a) for some a € A
not zero, which has to be irreducible. Let m = (b). Then, as p C m, a = bc for some
¢ € A. This implies that either b is a unit or ¢ is a unit. Since (b) = m is not the whole A,
it follows that c is a unit, so (a) = (b), or p = m. This implies that m is the only nonzero
prime ideal of A. This finishes the proof that A is a discrete valuation ring.

O

Definition 11.10 (Uniformizer). As per Theorem 11.9(1), a discrete valuation ring is a principal
ideal domain. A generator of the unique maximal ideal of a discrete valuation ring is called a
uniformizer.

Example 11.11 (Examples of discrete valuation rings).

(1) The localization Z,) of Z at (p) C Z is by definition a discrete valuation ring. Its unique
maximal ideal is pZ;), and p is a uniformizer.

(2) The ring of formal power series C[[.X]], defined as

C[[X]] := {ZanX" | ag, a1, € c} :
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with the usual multiplication and addition of infinite series, is a discrete valuation ring.
This is because it is local with the unique maximal ideal (X)) (i.e. any infinite series with
nonzero constant coefficient is invertible), and more generally any element f € C[[X]]
can be written uniquely as f = X"u for u invertible and n > 0, so that there is a discrete
valuation on Frac(C[[X]]) (as we will see in a moment). In this case, X is a uniformizer.

From Theorem 11.9(2), one can define a discrete valuation, v : Frac(A) — Z>o U {c0}, as
v(0) = oo and v(x) > 0 is such that the fractional ideal A - z is equal to m*(*). More generally,
one has the following definition.

Definition 11.12 (Discrete valuation). Let F' be a field. A discrete valuation on F' is a map
v: F — Z U {oo} such that the following conditions hold.

(1) v(zy) = v(@) +v(y).
(@) v(@ +y) > min(o(z), v(y)).
(3) v(z) = oo if and only if z = 0.
A discrete valuation is normalized if there exists a € F' such that v(a) = 1.

The following explains the terminology “discrete valuation ring”.

Theorem 11.13. Let A be an integral domain such that there is a discrete valuation v on Frac(A)
and A = {x € Frac(A) | v(z) > 0}. Then, A is a discrete valuation ring.

More concretely, if there is a non-zero non-invertible element m € A such that every element
a € A can be written uniquely as a = ©"u for somen > 0 and u invertible, then A is a discrete
valuation ring, and 7 is a uniformizer.

Proof. First, note that any discrete valuation v : Frac(A) — Z>o U {00} is of the form v = dw
for d > 1 and a normalized discrete valuation w. This is because the image of v in Z forms a
subgroup of 7Z, so it is of the form dZ for some d > 1. Therefore, we can assume that the given
discrete valuation is normalized.

As per Theorem 11.9(3), we would like to show that A is a local principal ideal domain. Let
I = {a € A|v(a) > 1}. This is an ideal as v is additive, and x € A — I is invertible, as
v(z™!) = 0,s0 27! € A. Thus, I is the unique maximal ideal, and A is local. This in particular
means that, if a,b € A are such that v(a) < v(b), then v (g) > (), so 2 € A. Thus, for any ideal
J of A, let m = min(v(x) | z € J), which exists as the set is bounded below, and if we take any
y € J such that v(y) = m, then any element in J is a multiple of m, so (m) = J. Therefore, A is
a local principal ideal domain, so a discrete valuation ring. Taking 7 € A such that v(7) = 1, we

get the concrete description. O

The usefulness of the discrete valuation ring is that it basically retains all the information
about the specific prime that we care about, but also the such rings have much nicer properties
like being a principal ideal domain. The following is another useful lemma that appears a lot in
algebra.
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Lemma 11.14 (Nakayama’s lemma). Let A be a local commutative ring, and I C A be a proper
ideal. Let M be a finitely generated A-module. If N is an A-submodule of M such that N + IM =
M, then N = M. In particular, if IM = M, then M = 0.

Proof. Suppose first that IM = M, but M # 0. Let M be generated by ey, - - - , e, € M, and take
the basis so that n is minimal. By assumption, n > 1. As M = I M, there is an expression

e =x161 + -+ Tpey, Ti,0c, Ty €L

Thus
(1 —m)e; = xgeq + -+ - + Tpep.

Let m be the unique maximal ideal of A. Sincex; € I Cm, 1 —x; ¢ m,s0 1 —x; € A is a unit.
Thus, e; is an A-linear combination of es, - - - , €,,, which contradicts the minimality of n.

Now in the general case, suppose that N + IM = M. Letm € M. Thenm =n+ > . a;m;
for somen € N, a; € A,m; € M. Thus, m+N = ). a;(m; + N),som+ N € M/N is actually
an element of /(M /N). Thus, I(M/N) = M/N, so by the special case as above, M /N = 0, so
M = N, as desired. U

Exercise 11.1. For a rational prime p € Z, let v, : Q — Z U {00} be the map defined as follows.
—For n € 7, v,(n) > 0 is such that p»™ | n but p*™M+1 fn,
For — € Q, n,m € Z, defi (”) (n) — v,(m)
- For — ,n,Mm , define v, | — ) = v,(n) — v,(M).
m r P P
(1) Show that v, is a normalized discrete valuation on Q.

(2) Show conversely that any normalized discrete valuation v on Q is equal to v, for some
rational prime p.

Hint. Show that v(1) = 0, and v(n) > 0 for all n € Z. Then, show that [ = {n €
Z | v(n) > 0} is a prime ideal of Z.

Exercise 11.2. Let A be an integral domain, and let S C A — {0} be a multiplicative set. Let B
be a commutative ring, and let f : A — B be a ring homomorphism, such that f(s) is a unit in
B for every s € S. Show that there exists a unique ring homomorphism g : S~ A — B where
the composition of g with the natural map A — S~ A, a — 1, recovers [ : A— B8

Exercise 11.3. Let Z, (the p-adic integers) be the set defined as follows.
Zy:={(a1,a9,---) | an € Z/p"Z, apy1 (modp™) = ay,} .
Namely, Z,, is the collection of compatible sequences of mod p" congruence classes.

18 general, this kind of a statement is called the universal property.
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(1) Endow Z, with a commutative ring structure, where the addition and the multiplication
are defined entrywise (e.g. (a1, as, )+ (b1, b, -+ ) = (a1 + by, as + by, - - - ). Show that
Z,, is a discrete valuation ring.

(2) Consider the natural ring homomorphism Z — Z,, n — [n] := (n,n,---). Show that,
for any n € Z coprime to p, [n] is a unit in Z,. Deduce that this gives rise to a natural
injection Z,y < Z,.

(3) Show that the natural injection Z,) < Z, is not surjective. Deduce that Q, := Frac(Z,)
is strictly bigger than Q.
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12. LECTURE 15. RELATIVE SPLITTING OF PRIMES

Summary. Relative version of the relation on “e, f, g”; relative version of Dedekind’s criterion;
relative discriminant; ramification and discriminant; different.

Content. Now we apply the theory of localizations and discrete valuation rings to the study of
relative splitting of prime ideals. This means that we study, given an extension of number
fields K /L and a maximal ideal p of Oy, how pOj (the ideal of O generated by p) splits in O.
The key is that the prime ideals of O, are precisely the prime ideals of O lying over p. In fact,
the prime ideal factorization can be completely seen on the level of O ,,.

Theorem 12.1. Let K/ L be a finite extension of number fields, and let p be a maximal ideal of O,
Suppose that Oy has the prime ideal factorization

POK =a1" -~ qy’.

(1) Forl < i < g, the natural map O — O, induces an isomorphism Ok /q; = Ok /0O p-

(2) Inside Ok, which is a Dedekind domain, the prime ideal factorization of pOf , is

POy = (010k )" -+ (9,0K.,p).

(3) If we let fi = [Ok /q; : Op/p]"”, then

g

=1

The relation (3) is the “relative” version of the “relation on e, f, g
Proof.

(1) Note that, by Theorem 11.3(5), Ok ,/q:Ok, = E_I(OK/qi), where S is the image of
S = Op —pin Ok/q;. Since p = q; N Of, this means that any x € S is sent to a
nonzero element in Ok /q;. Since Ok /q; is a field, any nonzero element is invertible, so

5! (Ok/q;) = Ok/q,. It is easy to check that in fact the natural map is an isomorphism.

(2) The equality of ideals is clear, and that this is the prime ideal factorization follows from
the fact that 4,0, is a prime ideal of O .

(3) The crucial fact is that, even though O/ is not in general a principal ideal domain, Oy,
being a discrete valuation ring, is a principal ideal domain! Then we hope to mimic the
proof when L = Q which may have used some special facts about O, = Z.

PIfpN7Z = pZ, then f; = J;(&i‘li)) , where f(q;|p) and f(p|p) are the residue degrees of q;|p and p|p, respectively.

This is therefore the “relative residue degree”.
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Recall that we proved the relation on ¢, f, g originally using the order of the residue field
O /q;’s. Similarly, we would like to use the Chinese Remainder Theorem,

g
Orp/POxcp = [ Orep/ (0:0kp)°".

=1

Note that both sides are O}, /p-modules, or if we denote Oy /p simply as k, a finite field,
then both sides are k-vector spaces. Thus, we would like to use the equality of the k-
dimensions of both sides.

Firstly, I claim that dim;, Ok, /pOk,, = [K : L]. Note that Ok, is already an O, ,-module.
Since Oy, is a PID, we can try to use the general theory of modules over PID. The details
are laid out in the handout by Brian Conrad in the main webpage, but the upshot is that
basically there is a structure theorem for the finitely generated modules over a PID just
like the structure theorem of finitely generated abelian groups (=Z-modules), in that if A
is a PID and M is a finitely generated A-module, then M is of the form

M= A% % Af(ay) % -+ x Af(ay).

In particular, if M is a torsion-free A-module (i.e. if m € M and a € A satisfies am = 0,
then either m = 0 or a = 0), then M is a free A-module. Clearly, being the integral
domain, Ok, is a torsion-free Oy, ,-module, so as an Oy, ,-module, Ok, = OELB; for some
r. You may localize the both sides of the isomorphism by inverting Oy, , — {0}, and obtain
Frac(Ok,p) = Frac(Oy,,)®" as Frac(Op, ,)-modules (=vector spaces). Since Frac(Ok,,) =
Frac(Ok) = K and Frac(Op,) = Frac(Or) = L, this implies that K = L% as L-

~

vector spaces, so 7 = [K : L|. From this, Ok, = (’)jq-i[pK:L] as Oy, ,-modules, and after

taking reduction modulo p, we obtain O ,/pOk, =2 (O1,/pOL )2 E L as Op , /pO -
modules, but by (1), we have Op,,/pOr, = Or/p =k, so [K : L] = dimy, Ok /PO p.

Next, I claim that dimy, Ok, /(q:Ok )¢ = e; f;. Note that we have a chain of k-subspaces

Ok p/(@0kp)" D (4:0k )/ (@0:0kp)" D -+ D (0:0kp) "/ (0:0k )" DO,

so it suffices to show that
dimy(0:0xp)* " /(0:0k )" — dimi(9:0k)" / (0: 0k ) = fi-
By taking the quotient vector space (=quotient module), this is equivalent to
dimy (9:O0k )" /(4:O0k )" = fi-

Note that thisisnotjustak = Op ,/pO}, ,-module, but also a module over Ok, /4, O =
Ok /q;, which is also another field which we denote as £’. By definition, [k’ : k| = f;. Thus,
our ultimate goal is to prove that

dimk’(CIiOK,pyfl/(CIiOK,p)a =1
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We now use that O, is a PID (not a discrete valuation ring as it has in general more than
one maximal ideal, but still there are finitely many). Therefore, 9,0k, = (;) for some
7; € Ok p. Thus, there is a k'-linear map

a—1

Ok p/9i0kp = (0:0k)" ' /(0:0k,)", 70l

This is clearly well-defined and surjective (by (q;Ox,)* ' = (7¢7")), so to show that it
is an isomorphism, we only need to show that (4;0k,)* ' /(q:Ok,)* # 0 (because the
k'-dimension of the source, O, /q;Okp, is 1). This is equivalent to (7¢"') # (7¢), which
is obvious as O, is an integral domain and q;Of , is a proper ideal. Thus, we get the
desired relation.

O

Following Theorem 12.1, we make the following definition.

Definition 12.2 (Ramification indices/residue degrees). Let /L be a finite extension of number
fields, and let q be a maximal ideal of Ok such that ¢ N O, = p. Then e(q|p), the ramification
index, is the power of q in the prime ideal factorization of pO. The residue degree, f(q|p), is

defined as f(q|p) = [Ok/q: O /p].

Definition 12.3 (Ideal norm). Let K /L be a finite extension of number fields, and let q be a
maximal ideal of O, with p = q N Oy. Then, the ideal norm N/ (q) is defined as

NK/L(CI) = pf(qlp)'

From this, one defines the ideal norm for all fractional ideals of /K by extending the definition
multiplicatively.

Definition 12.4 (Unramified, ramified, etc.). Let K /L be a finite extension of number fields, and
let p be a maximal ideal of O;. Let qy, - - , q4 be the prime ideals of Ok lying over p.

e We say that p is unramified in K ife(q;|p) = 1 forall 1 <i < g. Otherwise, we say that
p is ramified in K.

e We say that p splits completely in K if e(q;|p) = f(qi]p) = Lforalll < i < g
(equivalently, g = [K : L)).

e We say that p is inertin K if g = 1 and e(q;|p) = 1 (equivalently, f(q:|p) = [K : L]).

e We say that p is totally ramified in K if g = 1 and f(q;|p) = 1 (equivalently, e(q;|p) =
[K : L))

Once you look at the proof of Dedekind’s criterion, Theorem 7.11, one can realize that the
proof is just immediately generalized to the relative case.
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Theorem 12.5 (Dedekind’s criterion, relative version). Let K /L be a finite extension of number
fields, and let o € O be a primitive element (i.e. K = L(«)). Let f(X) € Op[X] be the minimal
polynomial of o over L. If p € Z is a rational prime such that (p, [Ok : Ora]]) = 1, then for a
prime ideal p C O, lying over p with residue field k = Oy /p, we can find the prime factorization
of pOx in terms of the factorization of f(X) (modp) in k[X]. More precisely, let f(X) € k[X] be
the mod p reduction of f(X). Suppose that

FOX) = (X)7 Ty (X),

is a prime factorization of f(X) in k[X]. For each 1 < i < g, choose h;(X) € OL[X] a monic
polynomial whose mod p reduction is equial to h;(X). Then, pOx has a prime factorization

POk =q7' - --q;°,  qi = (p, hi()).
Furthermore, the residue degree is f(q;|p) = deg h;(X).

Proof. Let me point out what new part we need. The idea is to mimic the proof of Theorem 7.11
for completeness, with Z replaced by Oy..

Consider the natural inclusion map Oy o] — Ok, which is an Op-algebra map. By taking
mod p reduction, we get a natural k-algebra map O[] /pOp[a] — Ok /pOk. We claim that this
is an isomorphism.

Note that, if € Ok, then [Ok : Opla]lx € Ola]. Asp and [Ok : Opla]] are coprime,
there are n,m € Z such that np + m[Ok : Opla]] = 1. Therefore, v = m[Ok : Oplal]z + pnx
implies that z € Op[a] + pOk. Thus, O = Opla] + pOk. Since pOx C pOk, we have
Ok = Opla] + pOgk. Therefore, O [a] — Ok /pOy is surjective, with the kernel Oy [a] N pOk.
This obviously contains pOy[a], and if any z € Op[a] N pOf so that z = Zle a;b;, a; € p and
bi S OK, then

x =npr +m|Ok : Orla]]z,

and = € Op[a] implies npz € pOp[a] C pOr[al, and

k

Ok : Orlallr =) a,[Ok : Opa]]bi € pO,[al,

=1

as [Ok : Opla]lb; € Opla] for all i. Thus, z € pOp[a], which implies that Op[a] N pOx =
pOyla). This implies that O [a]/pOr[a] = Ok /pOk, as desired.
We can now use the Chinese Remainder Theorem,

Or[a]/pOr[a] = OL[X]/(p, f(X)) = k[X]/(f(X)) = Hk[X]/(E(X))“,

and proceed just as in the proof of Theorem 7.11. O

Corollary 12.6. Let K/L be a finite extension of number fields. Then, there are at most finitely
many prime ideals of Oy, that are ramified in K.
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Proof. There are only finitely many prime ideals on O, on which we cannot use Dedekind’s
criterion. Away from them, the unramifiedness is detected by whether f(X) has a factor with
multiplicity greater than one. This would be avoided if the roots of f(X) in the Galois closure
of K are all different modulo the prime ideal that we are dividing. There are finitely many roots,
thus finitely many differences, thus finitely many prime ideals dividing the differences. Thus,
away from those finitely many exceptions, the prime ideal has to be unramified in K. U

Example 12.7. Let’s consider the case of a quadratic extension of a quadratic field, say K =
Q(v/2,V5) over L = Q(+/5). We can take v = v/2 so that K = L(a), and its minimal polynomial
over Lis f(X) = X?—2. Also, K is the compositum of Q(\/ﬁ) and Q(\/g), whose discriminants
are 8 and 5, so in particular

Ok =7-10Z - V2&Z-

1++5 2+ /10
2\/_ o7 q — 0,[V2].
Let p # 5 be a rational prime. Then p is inert in L if and only if either p = 2 or p is odd and
<§) = —1, and p splits completely in L if and only if p is odd and (%) =1L

In the first case, take (p) C Op. Then, O /pO;, = F,2. If p = 2, then we see that f(X) =

X?—2=X?inF,[X], so we have
20K = (2,V2)? = (V2)%.

If p is odd and nonsquare mod p, then we want to know when X? — 2 has a root in F,2. Note
that this would imply that X? — 2 has a root in F,, just by seeing it mod p. Conversely, a root of
X? —2in F, will imply that there is a root of X? — 2 in F 2. Thus, X? — 2 is irreducible in F 2 if

and only if (%) = —1. Thus

if (g) = <%> = —1,and
POk = (p,V2—a)(p, V2 +a),

if (g) = —1and a? = 2 (mod p).
If p splits completely in Oy, then

1+v5 p+1 1+v5 p+1
pOr = | p, - =b||p -

pOx = pOk,

7 5 +b> = p1p2,

where 2 = b? (mod p). For p = p; or po, O /p = F,,. Thus, whether p; or p, splits or not in K
depends on whether X 2 _ 2 has a root in [F, or not, as before. Thus,

POk = pOk,

if (g) =1and (%) = —1,and
POk = (p. V2 —a)(p, V2 +a),
if (g) =1and a® =2 (modp).
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We now observe that actually the discriminant can be made relative as an ideal, and how the
(relative) discriminant have something to do with ramified primes.

Definition 12.8. Let A be a Dedekind domain with F' = Frac(A), and let F’/F be a degree n
field extension with A’ the integral closure of A in F’. For xq,- -+ ,x, € A’, define

D(xy,--+ ,2,) = det({Trp/p(2:i75) br<ij<n)-

We define the (relative) discriminant of A’ over A, disc(A’/A), as the A-module generated by
{D(zy,--+ ) | @1, - ,x, € A'}. As disc(A’/A) is an A-submodule of A, it is an ideal of A. If
F', F are number fields with A = Op and A’ = Op/, we also use the notation disc(F’/F).

There are some other cases where you can define the discriminant.

Definition 12.9 (Variant of Definition 12.8). Let A be an integral domain, and let A’ be a com-
mutative A-algebra which is also a free A-module of rank n. Then, for a € A’, define

TFA//A = tr(ma), NA//A = det(ma),

where m, : A’ — A’ is the multiplication-by-a map. Then, one may define D and the discrimi-
nant of A’/A using the trace Tr 4/ /4.

It is easy to see that the above two definitions coincide when A is a Dedekind domain, and A’
is the integral closure of A in a field extension of Frac(A). We have the expected properties.

Theorem 12.10. Let A be a Dedekind domain with F' = Frac(A), F'/F be a degree n field exten-
sion, and A’ be the integral closure of A in F”.

(1) Let K/F' be a large enough field extension for which there are n distinct F'-embeddings
o1, ,0p: F' — K. Then,

D(xy, -+, xn) = det({oi(e;) }r<ij<n)?.

(2) If S is a multiplicative subset of A, then disc(S™1A'/S™1A) = S~ disc(A'/A).

(3) Suppose further than A’ is a free A-module. If p C A is a maximal ideal, then

A/p  if disc(A’/A) is coprime top

disc((A/pA")/(A/p)) = {0 if p divides disc(A'/A).

(4) For a number field F', disc(F/Q) = disc(F)Z.
Proof.

(1) The proof we had before works verbatim.
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@) Ifzy, - ,z, € A, then D(xy,--- ,x,) € disc(ST'A/S7IA), so S~ disc(A'/A) C
disc(S71A’/S~1A). Conversely, if 21, - ,x, € S 1A/, there exist s € S such that
STy, ,80, € A, and D(xy, -+ ,x,) = s 2"D(sxy,- - ,s2,) € S Hdisc(A'/A), so
disc(S71A’/S71A) S~ disc(A’/A). These two together prove the desired result.

(3) Let k = A/p be the residue field. As [F" : F| = n, if A’ is a free A-module, A’ is of rank
n. Thus, dimy A’/pA’ = n. Then, for any xq,--- ,x, € A, D(zy,--- ,x,) (modp) =
D(zy (modp),--- ,z, (modp)),sodisc((A’/pA’)/(A/p)) contains the image of disc(A’/A)
under the map disc(A’/A) C A — A/p. Thus, this proves the first case when disc(A’/A)
is coprime to p. On the other hand, if p divides disc(A’/A), then for any 7y, -+ , T, €
A'/p A’ lift them to xy,- -+ ,x, € A, then D(Zy, -+ ,T,) = D(x1,--+ ,2,) (modp) =0,
so disc((A’/pA’)/(A/p)) = 0 in this case, as desired.

(4) This follows from the usual relation between the disc(F') and D of the random linearly
independent elements in Op.

O

This actually proves a statement that we suspected for a while (and something that could be
proved way before elementarily). The virtue of this wait is that we can reduce a hard theorem
into a manageable piece.

Theorem 12.11 (Discriminant detects ramified primes). Let /L be an extension of number fields.
Then, for a prime idealp C Oy, p divides disc(K /L) if and only if p ramifies in K.
In particular, a rational prime p ramifies in a number field F' if and only if p divides disc(F).

Proof. Note that the prime splitting of p in Ok is detected even after localization at p, and also
disc(K /L) retains its factor of p even after localization at p. Thus, we only need to show the
analogous statement for the case when the base is a discrete valuation ring! To be more precise,
p divides disc(K /L) = disc(Ok/Oy) if and only if p divides disc(Ok /O},), = disc(Okp/OLy),
and p is ramified in K if and only if pOg , has a prime factor of multiplicity greater than one.
Moreover, as Oy, is a discrete valuation ring, it is a PID, so Ok, is a free O ,-module. Thus, by
Theorem 12.10(3), p divides disc(Ok /Oy ) if and only if disc(Ok /9O p, OLy/pOL,) = 0.
Moreover, pOk , has a prime factor of multiplicity greater than one if and only if, by the Chinese
Remainder Theorem, the ring Ok, /pOk, is a product of rings which are either fields or not
reduced:

Definition 12.12 (Reduced rings). A commutative ring A is called reduced if " = 0 for some
a € A, N > 1 implies that a = 0.

Let k = Or/p = O, /pOL, be the residue field, which is a finite field. Then, Ok, /pOk is
a free k-module (=k-vector space) of rank [K : L] which is also a k-algebra. Thus, the Theorem
will follow from the following

Proposition 12.13. Let k be a finite field, and let A be a commutative k-algebra which is finitely

generated as a k-module (i.e. dimy A is finite), and is a product of fields and non-reduced k-algebras.
Then, A is reduced if and only if disc(A/k) # 0.
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Proof. If A is not reduced (i.e. there is a non-reduced factor), take a nonzero nilpotent element
a € A. Then, for any b € A, ab is also nilpotent, so m,;, is a nilpotent matrix, so TrA/k,(ab) = 0.
By completing a into a k-basis of A, we see that disc(A/k) = 0.

If A is reduced, this means that there are no non-reduced factors, so A is a product of fields.
Namely, A = ki X - - - X k, where k,./k is a finite extension of finite fields. It is easy to see (check;
Exercise) that disc([[}_, ki/k) = [],_, disc(k;/k), so it suffices to show that disc(k;/k) # 0. This
is basically equivalent to saying that k;/k is separable, which is indeed true in the case of field
extensions between finite fields. U

O

There is a slight refinement of the discriminant that arguably has more straightforward prop-
erties, called the different.

Definition 12.14 (Different). Let A be a Dedekind domain with F' = Frac(A), and let F’/F be a
finite extension of fields with A’ the integral closure of A in F”. The A-linear dual of A’, denoted
A"V is defined as

AV ={z e F'| Trpp(za) € Aforalla € A'}.

As A" is an A’-submodule of F”, it is a fractional ideal of A’. The different diff(A’/A) is defined
as

diff(A'JA) = (AY) P ={z € F' |z A" C A'}.
In the cases when A, A’ are rings of integers of number fields, we also use the notation diff (F'/ F').

Theorem 12.15. Let A be a Dedekind domain with F' = Frac(A), F'/F be a finite extension of
fields, and A’ be the integral closure of A in F".

(1) The different diff (A’/A) is an ideal of A’.

(2) A fractional ideal a of A" divides diff(A'/A) if and only if Trpjp(a™') C A. Equivalently,
A"V is the maximal fractional ideal of A whose elements have the traces in A.

(3) Let S be a multiplicative subset of A. Then,

diff(S™LA'/STVA) = S diff(A'/A).

(4) Let F"/ F' be another finite extension of fields, with A" the integral closure of A in F". Show
that the different is multiplicative in towers, in the sense that

diff(A”/A) = diff(A”/A')(diff (A’ A)A”).

Proof.

(1) It suffices to prove that diff (A’ /A) C A’. Note that A’ C A’Y. Therefore, if z € diff (A’/A),
the A" D 2 A’ D xA’. This implies that z € A’.
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(2) Note that a divides diff(A’/A) means diff(A’/A) C a, or in terms of the fractional ideals,
a~' C A’"Y. Note that a=! C A’ implies that Trp/r(a™') C A. Conversely, suppose
Trp p(a™!) C A. Note that if two fractional ideals b, ¢ of A’ satisfy Trp//p(b) C A,
Trp p(c) C A, then obviously Trp/p(b + ¢) C A. Therefore, there is a fractional ideal
I of A which is maximal among all fractional ideals of A whose elements have Trp//p
valued in A. Note that I D A’V. On the other hand, if z € I, then za € I for alla € A/,
so Trp/p(va) € Aforalla € A, sox € A"Y. Thus, I C A", so I = A". Thus
alcl=A".

(3) Note that A’V is also clearly an A’-module. We first want to show that S~1(A"Y) =
(S7tANY. If x € A", then Trp p(za) € Aforalla € A'. Then for ¢ € S7'A/

s €S, Trpp(r2) = 228D ¢ G14 500 € (SLA')Y. Thus, SHA'Y) C (S—1A")Y.
Conversely, suppose that x € (S7!1A’)V. Since A is Noetherian, A’ is a finitely gener-
ated A-module. Take the generators a;,--- ,a, € A'. Then, Trp/p(za;) € S—1A for

1<j<rsoTrp p(ra;) = Z—,] for some a; € A, s € S. Thus, Trp/p((s) - - - s.7)a;) =
J

ajsy -85 ysh, -5, € A This implies that s --- s,z € A, sox € S(A"Y). This

proves (ST1A)Y C STHAY).

Now we have
diff(SilA’/SflA) ={z ¢ F’ | - Sfl(A’V) C SilA’}.

Forz € diff(A'/A),z A" C A',soz-S™H(A"Y) C S~'A’, which implies that S~ diff (A'/A) C
diff(S~1A’/S~1A). Conversely, if z € diff(S~'A’/S7'A), thenxz - S~1(A"Y) C S~TAY.
As A’ is Noetherian, A" is a finitely generated A’-module, whence has a finite basis
ai, -+ ,ap € A"V, Then, za; € zA"Y C zS™HAY) C S7*A’, so za; = % for a, e A,

s; € S. Thus s} ---sjxa; € A'. Thus, s} ---spzAY C A sos)---six c diff(A’/A).
Thus, z € S~ diff (A'/A), so diff (S~1A’/S™1A) C S~ diff(A'/A).
(4) Let A" be the A-linear dual of A”,
"W={r e F"| Trpy p(xa) € Aforalla € A"},
and A", be the A'-linear dual of A”,
A" i ={x € F"| Trpn/p(za) € A foralla € A"}

By definition, as Trp p(A") C A and as Tr is transitive, A", C A”}.

By taking the inverse, what we need to prove is
A//X — A//\//(A/\/A//) — ANA”V,,

where A’V A” is the fractional ideal of A” generated by A’V. If v € A”Y, and y € A’Y, then
foralla € A”,

TI'F///F(SUyCL) = TI'F//F<TI'F///F/(.TyCL>> = TrF’/F(y TTF///F/(.Za)),
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asy € F'. Since v € A"}, Trpn/p/(xa) € A'. Sincey € A", Trp/p(ya’) € A for any
a' € A, so in particular when o' = Trpv /g (za). Thus, Trpr p(xya) € A, which implies
that vy € A”. This implies that A"V A", C A”Y.

Conversely, we want to show that A"} C A’VA"Y, or equivalently diff(A’/A)A"Y C
A" Let ¢ € diff(A'/A) and y € A”). Let a € A”, and consider Trp/p(zya) =
x Trpn /o (ya). Note that Trpp(Trprp(ya)) = Trpr p(ya) € A, so if we let a be the
fractional ideal of A’ generated by Trp//p(ya), a € A”, then a C A’ by (2). Thus,
Trpr pi(ya) € A™Y. Since A" C A, & Trpsypi(ya) € A'. Thus, Trps g (zya) € A, so
ry € A", as desired.

O

The following is a generalization of Theorem 4.3, and gives a way to compute the discriminant
in towers when combined with Theorem 12.15.

Theorem 12.16. Let /L be an extension of number fields. Then, the different and the discriminant
are related as

disc(K/L) = Ny, (diff (K/L)).

Proof. We can compute both sides after localizing at each prime ideal p of Oy, In that case, O,

is a discrete valuation ring, so a PID, and Ok, is a free O, ,-module of rank n := [K : L.
Letey, -+ ,e, be an Op y-basis of O ,. Then, (9}/(7p is a free Oy, ,-module with basis e}, - -- , e,
. ) . 1 ifi=y ) n .
where e; € K is such that Trg1,(e;e}) = 0 it If we write e; = > 7, ajjej, ai; € Opyp,
then
TrK/L(eiej) = az-j,
which implies that M = (a;;)1<i j<n, a change-of-basis matrix from (e}, --- ,€}) to (e, -+ ,€,),

has determinant which generates the discriminant ideal disc(Ok /Oy ). Namely, M : Oy, —
O, is an injective O}, ,-module homomorphism whose image is Ok, C Oj;,. Now the Smith
normal form over PID (see the link in the main webpage) says that (det M) = disc(Ok,/OL,) is
the ideal generated by d, - - - d,., where Oy, /Ok , = O, /(d1)®- - -@OL,/(d,) (using the struc-
ture theorem of modules over a PID). Note that as Ok, is also a principal ideal domain (Dedekind
domain with finitely many principal ideals), O, = («) for some o € K, which implies that
diff(OK’p/OLp) == (Oé_l), whence O}/(,p/OK,p = OK,p/ diff(OKp/(’)L,p). If diﬂ‘(OK’p/OLp) ==
pSt - - - pg’, by the Chinese Remainder Theorem, O,/ diff (Ok.,/Or,) = [12_, Okp/ps'. Thus,
the statement we want to prove reduces to the following statement.

Claim. If O, /p{ = Op, /(1) © - - © O/ (my,) as Op p-modules, then No,. /0, ,(p7) = (mq---my).

In general, for a finitely generated torsion Oy, ,-module M, which must be isomorphic to Oy, , /(m;)&®
- ®0p,/(m,) for some my,--- ,m, € Op,,letd(M) := (my - - - m,.). Then, note that the right
side is multiplicative in the sense that, if M is a finitely generated torsion Oy, ,-module with a
submodule N, then d(M) = d(N)d(M/N). Therefore, if we consider p;/p§ C O ,/p, then as
Ok, is a PID, p; /p§ = (’)K,p/pffl, so that we can use induction on e. Thus, the proof of Claim
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is reduced to the case of e = 1, where (’)K,p/pi is a finite field, pr(pi\p), where p; N Z = pZ. Since
f(pilp) = f(pilp) f(plp), it follows that

~ ~ wdf(pilp)
Okp/Pi = Fproim = F o

as O p-modules (here F ) is an Op y,-module as F ¢ = Of /). Thus,

AE ") = (@ ) = pT O = No o, (9i),

as desired, where 7 is a uniformizer of O, . O

Exercise 12.1. Let p # ¢ be two different rational primes such that p,¢ = 1 (mod4). Let
K = Q(/p,/q), and L = Q(/pq), so that L. C K. Show that every prime ideal of O is

unramified in K.

Exercise 12.2.

(1) Let f(X) € Z[X] be any nonconstant polynomial. Show that f(X') has a root mod p for
infinitely many rational primes p.

Hint. If all prime factors of f(n) are less than N, then show that, for large enough M,

—f(];[ég)(o)) must have a prime factor bigger than V.

(2) Let K be a number field. Show that there are infinitely many prime ideals p C O such
that the residue degree of p is 1.

(3) Let K/L be an extension of number fields. Show that there are infinitely many prime
ideals of L that split completely in K.

Hint. Apply (2) to the Galois closure of K over Q.
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13. LECTURES 16 AND 17. RAMIFICATION AND LOCAL FIELDS

Summary. Relative splitting of primes in the Galois case; valuations and absolute values; com-
pletion; complete discretely valued fields and complete discrete valuation rings; local fields;
Hensel’s lemma; Newton polygon; ramification groups; tame and wild ramification.

Content. We now discuss the relative splitting of prime ideals in the presence of Galois action,
namely when K/L is a Galois extension of number fields. Let p C O}, be a maximal ideal, and
let pi,--- ,p, C Ok be the prime ideals lying over p (i.e. p; N O = p). There is an action of
Gal(K/L) on the prime ideals lying over p,

Gal(K/L) x {p1,--+ ,pg} = {p1,-- ,0g},  (0,ps) = o(ps).

The proof of Theorem 8.1 did not use anything specific about the base field, so it generalizes
immediately:

Theorem 13.1. The action of Gal(K/L) on the set of prime ideals of O dividing p is transitive, i.e.
forany1 <i j < g, thereiso € Gal(K/L) such that o(p;) = p,. Consequently, the ramification
indices e(p;|p) are all equal, and the residue degrees f(p;|p) are all equal.

Again, we then have the relation efg = [K : L], where e is the shared ramification index and
f is the shared residue degree.

Definition 13.2 (Decomposition/inertia groups). Let K /L be Galois, and let p C O lie over
q C Op (ie. pNOr = q). Then, the decomposition group at p over q is

D(plq) := {0 € Gal(K/L) [ o(p) = p}-
The inertia group at p over q is
I(plq) :={oc € D(plq) |o(zx) —x €pforallz € O}.

The following is again immediate.

Proposition 13.3. Let K/L be Galois, and let p C Oy lie over ¢ C Op. Then, for each o €
Gal(K/L),
D(a(p)la) = oD(pla)o™", I(o(p)la) = ol(pla)o™".
In particular, if Gal(K /L) is abelian, D(p|q) and I(p|q) do not depend on p and only depend on q.
For p C Ok lying over q C Oy, let k, = Ok/p and k; = O}, /q be the residue fields of p and
q, respectively. Then, there is a natural map

D(plq) — Gal(k,/kq), o — o (modq).

Theorem 8.4 can be proved in the similar way.

Theorem 13.4. Let /L be Galois, withp C Ok lying over ¢ C Oy, with residue fields k,, kg,
respectively. Then, the natural group homomorphism D(p|q) — Gal(k,/ky) is surjective, with the
kernel equal to I(p|q).
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Proof. The proof of Theorem 8.4 works exactly in the same way, with the only difference being
that we use a Oy, 4-basis of Ok 4, which is a free O ;-module as Oy ; is a PID and Ok 4 is a
torsion-free O ;-module. The rest is exactly the same. O

Theorem 13.5. Let K /L be Galois, with p C O lying over ¢ C Op. If q is unramified in K,
then I(p|q) = 1. Therefore, if q is unramified in K, then there is a natural isomorphism D(p|q) =
Gal(ky k).

Proof. We have | Gal(k,/kq)| = f(plq) = f,and |D(p|q)| = @ = ef, so the natural surjective

map is an isomorphism if and only if e = 1, or q is unramified, and this is if and only if the kernel,
the inertia group, is trivial. U

Thus, if ¢ C Oy, is unramified in Galois K /L, then D(p|q) is a cyclic group of order f =
f(p|q), for a prime ideal p C Op lying over q. Furthermore, it has a natural generator, the
Frobenius, corresponding to the Frobenius automorphism in Gal(k,/kq),

Frygg € Gal(ky/kq), Fry, (z) = 2V,

Definition 13.6 (Frobenius element/Artin symbol). Let K/ L be Galois with q¢ C O}, unramified
in K. Let Fr(p|q) € D(p|q) be the element corresponding to Fry() € Gal(k,/kq) under the
natural isomorphism D(p|q) = Gal(k,/k,). In other words, Fr(p|q) € D(p|q) is the unique
element such that

Fir(pla) (z) = 27 (mod p),

for all x € Ok. Another notation for the Frobenius element is
K/L
(*L5) =mutoln
p
called the Artin symbol.

It’s called the Artin symbol because it is the main ingredient of the Artin reciprocity law
which will come very soon. Everything we had abut the Frobenius in §8 holds the same as the
proof was Galois-theoretic and did not use anything about the base field.

Theorem 13.7. Let K /L be Galois with ¢ C Of, unramified in K. Letp C Oy lie over q.

(1) Foro € Gal(K/L), o Fr(p|q)o~' = Fr(o(p)|q). Therefore, Fr(p|q) lies in a single con-
jugacy class in Gal(K /L) regardless of what p is. The conjugacy class is often denoted as
Fry, C Gal(K/L) and called the Frobenius conjugacy class. In particular, if Gal(K/L)
is abelian, Fr(p|q) does not depend on p and only depends on q.

(2) We have Fr(p|q) = 1 if and only if q splits completely in K.

(3) Let G = Gal(K/L) and H < G be a subgroup, and let M = K" be the fixed field of H.
Then, the splitting of q in Oy can be described as follows.
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e The Frobenius Fr(p|q) € G acts on the right on the set of right cosets H\G by Ho
Ho Fr(p|q).

e The set H\G splits into the orbits under the action of Fr(p|q) as
H\G = {Ho\,--- ,Ho\ Fr(plq)™ 2} 11 --- 1T {Ho,, - , Ho, Fr(p|q)™ 1.

o Then, the prime ideal factorization of qOy; C Oy is

9Om =q1--- 4y,
where q; = o;p N Oy Moreover, f(q:|q) = m.

We have thus generalized all the concepts we had to the relative setting. The main tool for
this was clearly the notion of localization and the discrete valuation rings, exploiting the fact that
Dedekind domains with finitely many prime ideals are PIDs.

There is an even more conceptual approach to this. One of the main annoying factor of the
localization approach is that, given a prime ideal p C Ok, Ok, is something that ultimately
depends on K - for example, Frac(Ok ) = K. It turns out that there is a world of “local fields”
where you obtain something that does not depend on K but rather depend on the “prime ideal”
p in some sense, if you localize in a clever way!

The idea comes from the topology as used in real analysis. Recall that the field of real numbers
R is obtained by taking the completion of rational numbers by giving some notion of the distance
between two numbers. One can mimic this construction for the prime ideals and number fields,
as follows.

Definition 13.8 (Absolute value, valued field, open/closed disk, topology). On a field F', an ab-
solute value isamap | - | : F' — Ry that satisfies the following conditions:

o [zy| = [z[ly

e |z| =0ifand only if z = 0;
o |z +yl < laf + |yl

If the third condition, the triangle inequality, can be rather strengthened to be the strong
triangle inequality,
|+ y| < max(|z], [y]),

then we say that | - | is a non-archimedean absolute value. Otherwise, we say that | - | is
an archimedean absolute value. A non-archimedean absolute value is discrete if there exists
0 < a < 1 such that the image of | - | is equal to aZ U {0}. In that case, the map v : F' — ZU{oo}
given by v(x) = log,, |z| (with v(0) = co) defines a normalized valuation on F, and the valuation
ring
Op:={zre€F|v(x)>0}={zreF||z| <1},

is a discrete valuation ring. Conversely, by taking 0 < « < 1 and doing the construction in
reverse, a discrete valuation on F' defines a discrete non-archimedean absolute value on F'. As
the two notions are equivalent, we can talk about a uniformizer in a discretely valued field.
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If a field F' is equipped with an absolute value, we call F' a valued field (and a discretely
valued field if the absolute value is discrete). On a valued field F', we define the open disk
(closed disk, respectively) of radius » > 0 at a € I as

D(a,7):={x € F||r—a|<r} (D(a,r):={x € F||v— a| <r}, respectively).

In this case, F' is naturally equipped with the topology generated by the open disks. A valued
field F' is complete if every Cauchy sequence converges.

The two absolute values | - |1, | - |2 on a field F' are equivalent if there is & € R.( such that
|z|y = |x|$ for all z € F. The equivalent absolute values induce the same topology on F'.

Proposition 13.9. Let F' be a field with two non-archimedean absolute values | - |1, | - |2. If they
induce the same topology on F', the two absolute values are equivalent.

Proof. Suppose that |1, |-|2 induce the same topology but are not equivalent. Let D(a, )1, D(a, )2
be the open disks on F’ defined using |- |1, |- |2, respectively. As the two topologies agree, it follows

that, for any € D(a,r);, there exists ' > 0 such that D(z,7")y C D(a,r);, and vice versa. Let

x # a,and s = |x — a|;, and choose 1’ < s so thata ¢ D(x,r')s.

. . It Ay . .
As |- |1,| |2 are inequivalent, IZEH; is a nonconstant function on F. Let o, 3 € F'* be such

that }ZE}ZI; # }23?}; Without loss of generality, assume that Egm; > iilgt Also, by replacing
| - |1 with an equivalent absolute value, we can assume that |3|; = |52, and ||y > |af2. Let
C = |B|1 = |B]2, and maybe by possibly replacing 3 by 37!, we can assume that C' > 1. Then
loge |a|1 > logy |ar|o. Therefore, there is N € N big enough so that N (log |a|; —logq |al2) > 1,
which implies that there is some integer M € Z such that N log. |a|; > M > N log. |als. This
is equivalent to |a|Y > CM > |a|). If welety = oV /3™, then |y|; > land |y|, < 1. Lety € F
be similarly defined so that |y/|; < 1 and |7/|2 > 1.
Now, for n € N, let

mn n

g Y
x +a .
1 + ,y/n 1 + ,yn
This has the property that lim,, . |2, |1 =  and lim,,_,, |2,|2 = a. As the two absolute values
induce the same topology, it follows that any open set containing x also contains a and vice versa,
which is definitely impossible if  # a, so a contradiction. U

Ty

Example 13.10.
(1) For any field F, the map | - | : ' — R>( defined by
1 ifz#0
|z = .
0 ifz=0,

is an absolute value, called the trivial absolute value. Any absolute value that is not
trivial is called nontrivial.

(2) On Q, for each rational prime p, we can define a discrete non-archimedean absolute value,
called the p-adic absolute value,

2] = p~*? ([0], = 0).
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(3) On Q, we can define an archimedean absolute value, called the co-adic absolute value
(or just called the archimedean absolute value),

|20 := || (the usual absolute value of real numbers).

The following is not really crucial in the development of the theory but certainly nice to have.
The proof can be found in the handout linked in the webpage.

Theorem 13.11 (Ostrowski’s theorem). The absolute values |- |, forp < oo on Q are mutually not
equivalent to each other. Every nontrivial absolute value on Q is equivalent to | - |, for some p < oc.

The crucial idea is that complete valued fields are “local”, i.e. something that “only de-
pends on the prime ideal, not a number field”

Definition 13.12 (Completion). Let K be equipped with an absolute value | - |. Let K be the
completion of K with respect to the induced topology; namely, K is the colletion of equiv-
alence classes of Cauchy sequences, equipped with natural addition, multiplication, topology,
etc. Furthermore, the absolute value on K naturally extends to an absolute value on K as
|(x1, 29, )| := lim,, 00 |7|. The completion K together with the natural absolute value de-

fines a complete valued field. If K is a discretely valued field, Kisa complete discretely
valued field.

Given a discrete valuation ring A with a uniformizer 7, its completion A is defined as***

A:={(a1,a9, )| an € A/7"A, apsy (mod ™) = ay},

which can be endowed a natural ring structure via entrywise addition and multiplication. Fur-
thermore, A is a discrete valuation ring as Ais equipped with a discrete valuation v(ay, as, -+ ) =
min(n | a, # 0 (mod 7")) (with v(0,0,---) = o).

The completion admits a natural injective ring homomorphism, A — % n— (n,n,---). A

discrete valuation ring A is complete if the natural homomorphism A — A is an isomorphism,
i.e. when A = A.

The two notions (complete discretely valued fields and complete discrete valuation rings) are
very much compatible with each other.

Proposition 13.13.

(1) Let K be a complete discretely valued field. Then, Ok is a complete discrete valuation ring.
Furthermore, O is complete as a topological space (with respect to the subspace topology).

(2) Let A be a complete discrete valuation ring. Then, Frac(A) is a complete discretely valued
field. Furthermore, A = Opyac(a)

20The ring of p-adic integers is defined in the same way in Exercise 11.3. This construction, i.e. taking the ring of
compatible sequences, is called the inverse limit.

*IThe construction of A is independent of the choice of a uniformizer as 7" A = m’}.
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Proof. (1) That Ok is complete as a topological space is immediate as O C K is a closed
subspace (cut out by an inequality involving <), and a closed subspace of a complete
topological space is complete. To show that Ok is a complete discrete valuation ring,
we need to show that O — 6} is surjective. Let (a1, as, --) be a compatible se-
quence, a, € Ok /m"Ok for a uniformizer 7. As O — Ok /7" Ok is surjective for
any n, we can choose @, € Ok whose mod 7" congruence class is a, € Ok /m1"Ok.
Then, (@, as,---) is a Cauchy sequence in O, which must converge to a € Ok. As
a (mod ") = @, (mod ") = a,, (a1,as, ) € Oy is in the image of the natural map

7

Ok — Ok, so it is surjective, as desired.

(2) That A = Opyac(a) is a general feature of a discrete valuation ring. Let (by,ba,---) be
a Cauchy sequence in Frac(A). As the limit lim,, ., v(b,) must exist, it follows that
lim,, o v(b,) = N for some N € Z, and by the discreteness of the valuation, for this
limit to exist, it must be true that there exists Ny > 0 such that v(b,) = N for every
n > Ny. We can truncate the Cauchy sequence to start from n = Nj, and multiply the
whole sequence by 7\ for a chosen uniformizer , so that we can assume that v(b,,) = 0
for all n (equivalently, |b,| = 1). In particular, b,, € A for all n.

Note that, for any n > 1, the fact that (b1, bs,---) is a Cauchy sequence implies that
(by (mod7™),by (mod ™), ---) must stabilize in A/7"™A (ie. there exists M, > 0 and
b, € A/7"A such that, for all m > M, b,, (mod ™) = b,). Then, (by,by,---) is a
compatible sequence, which must come from b € A as A is a complete discrete valuation
ring. It can be easily seen that b indeed can be served as the limit of the Cauchy sequence
(b1,ba, - - - ). Therefore, A is a complete discretely valued field.

0

Proposition 13.14. Let A be a discrete valuation ring with a uniformizer m € A. Then, the image
of ™ under the natural map A — A is also a uniformizer of A, which we will also denote . For any
n > 1, the natural map induces an isomorphism

A/r"A S A\/W"A\
In particular, the residue fields of A and A are isomorphism, ka = k.

Proof. That the image of 7 is a uniformizer is immediate as the normalized valuation stays the
same. The natural map A — A induces a natural map A — A / " A. By considering the cor-
responding normalized discrete valuation, we see that an element a € A is in the kernel of this
map if and only if v(a) < n, or if a € 7" A. Therefore, we get an injective map A /7" < A/x"A.

If (a1,a9,---) € Aisa compatible sequence, choose an element a € A whose mod 7" reduction
is a,. Then, a — (a1, as,-+) = (0,0,-++,0,bp41,buro, -+ ) where b, € A/7"* A is divisible
by 7". Therefore, a — (ay,a9,---) € 7" A, which implies that the natural map A /T — A / ™A
is surjective, as desired. O

Definition 13.15 (Local fields). A local field is a complete discretely valued field whose residue
field is a finite field. A local field is p-adic if its residue field is of characteristic p.
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Example 13.16.

(1) The field of p-adic numbers, Q, (cf. Exercise 11.3), is a p-adic local field. More generally,
for a number field K and a maximal ideal p C O, the p-adic localization of K, denoted
K,, is the local field obtained by

K, = Frac((i;p).

Alternatively, it can be obtained as the completion of K using a discrete valuation on K
coming from the discrete valuation of O ;. It is p-adic for p € Z such that p N Z = pZ.

(2) The field of formal Laurent series with [F,-coefficients,

F,((X)) := { Y anX"lan € ]Fp},

n=—N

is a p-adic local field, with the discrete valuation given by v (> a, X™) = min(n | a,, # 0).
The main difference of this example from the prior examples is that F,,(( X)) is itself a field
of characteristic p, unlike (Q, which is a field of characteristic 0. In this course, we will
be only concerned about local fields of characteristic 0.%

A really nice feature about local fields is that, as you take the completion, you also pick a
single prime ideal “upstairs”. This comes from what’s known as Hensel’s lemma.

Theorem 13.17 (Hensel’s lemma). Let A be a complete discrete valuation ring with maximal ideal
m and residue field k. Let f(X) € A[X] be a polynomial, and let f(X) € k[X] be its mod m
reduction. Let f(X) = g(X)h(X), where g(X),h(X) € k[X] are coprime to each other. Then,
there exist g(X), h(X) € A[X] whose mod m reductions are G(X), h(X), respectively, and such
that deg g = degyg.

Proof. Let m be a uniformizer of A. Let go(X), ho(X) € A[X] be such that the mod 7 reduction of
go(X) is G(X), the mod 7 reduction of ho(X) is A(X), and deg g(X) = deg go(X), deg h(X) =
deg ho(X). Then, the polynomials go(X), ho(X) have the properties that

fF(X) = go(X)ho(X) (mod ), deggo(X) =degg(X), degho(X) < degf(X)—degg(X).

We would like to show that, by induction, there are polynomials p;(X), ¢;(X) € A[X], such that
degp;i(X) < degg(X), deg ¢;(X) < deg f(X) — deg g(X), and if we define

gn(X) = go(X) + 7p1(X) + 7°pa(X) + - - - + 7"pu(X),
h(X) = ho(X) + 71 (X) + 72q2(X) 4 - - - + 7" (X),

22It is interesting that Q,, despite being a characteristic 0 field, is something that arose as patching characteristic
p pieces. In general, a p-adic local field can be either of characteristic 0 or of characteristic p. If it is of characteristic
0, we call it a mixed characteristic local field, and if it is of characteristic p, we call it a equi-characteristic local
field.
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then f(X) = ¢,(X)h,(X) (mod7"™!), for every n > 0. If we indeed prove this, then we
can let g(X) := lim,, o gn(X), (X) := lim,, o h,(X) (well-defined as A is complete!), and
deg g(X) = deg go(X) = degg(X), with f(X) = g(X)h(X). Note that the induction hypothe-
sis guarantess that deg ¢,,(X) = deg g(X) and deg h,,(X) < deg f(X) — degg(X).
The base case is already given. Suppose that we have the congruence f(X) = ¢,,(X)h,(X) (mod 7" *1)
for some n. Let d,(X) = f (X)fir"n(ﬁ)h"(x). For the induction hypothesis to hold for n + 1, we
want

T2 (X)) = (9a(X) + 7" Pyt (X)) (B (X) + 7" g (X))

or

F(X) = 9a(X)ha(X) = 7" (prsr (X) 2 (X) + ¢1(X) 90 (X)) (mod 7™*2).
Note that both sides are divisible by 7! by the induction hypothesis. Thus, we want

(X)) = P2 (X) (X)) + ¢n11(X) 90 (X) = Poia (X)ho(X) + ¢ni1(X)go(X) (mod ),

as i, (X) = ho(X) (mod ) and g, (X) = go(X) (mod ), respectively.
_ Since k[X] is a Euclidean domain, there are @(X),b(X) € k[X] such that a(X)g(X) +
B(X)R(X) = 1 (mod7). Pick the lifts a(X),b(X) € A[X] of @(X),b(X) € Kk[X]. Then, if

we let 7, 1(X) = d,(X)b(X) and s,,41(X) = d,,(X)a(X), then
T2 (X)ho(X) + Gn11(X)g0(X) = dn(X) (mod ).

This is not enough, as the polynomials 7,,1(X), s,.1(X) will probably have too large degrees,
whereas we want deg p,+1(X) < degg(X) and deg g,+1(X) < deg f(X) — deg g(X). We first
use the division algorithm in k[ X, so that

& (X)b(X) = @(X)g(X) + B(X), @(X),B(X) € k[X], deg B(X) < degg(X).

Takealifta(X), 5(X) € A[X]ofa(X), 5(X) € k[X] preserving their degrees. Then, 7,,+1(X) =
d(X)b(X) = a(X)go(X) + B(X) (mod ), so we have
+

BX)ho(X)

Since deg B(X) = deg B(X) < degg(X), we can safely take p,,1(X) = 5(X). We also take
¢n+1(X) be the lift of mod 7 reduction of a(X)ho(X) + gn+1(X) where deg g, 11(X) is the same
as the degree of its mod 7 reduction. We would then like to show that deg ¢, 1(X) < deg f(X)—
degg(X). Let 7(X) be the mod 7 reduction of g, 1(X). Then, it is equivalent to showing that
deg7(X) < deg f(X) — degg(X). Note that we have

(@(X)ho(X) + gn41(X))g0(X) = dn(X) (mod ).

BX)R(X) +7(X)g(X) = du(X),
in k[X], where d,,(X) is the mod 7 reduction of d,,(X). Note that deg d,,(X) < deg f(X), as
deg d,(X) < deg dy(X) = deg (f(X) — gu(X)hy (X)) < max(deg f(X), deg g, (X)+deg h, (X)) = deg f(X).

23You can’t do this on A[X] as we don’t know whether A[X] is a Euclidean domain or not.

116



Thus, 7(X)g(X) = d,(X) — B(X)h(X) implies that
deg7(X) < max(degd,(X),deg B(X) + deg h(X)) — degg(X)
< max(deg f(X), deg §(X) + deg h(X)) — deg §(X) = deg f(X) — degg(X),
as desired. U

Here comes the real usefulness of local fields: they behave extremely well with respect to the
extensions.

Theorem 13.18 (Complete absolute value extends automatically). Let L be a complete discretely
valued field of characteristic 0 with an absolute value | - |. Let K/ L be a field extension of degree n.

(1) An element x € K is integral over O, if and only if Ni/1(x) € O.

(2) The absolute value | - | on K, defined as
|ZE|K = |NK/L(ZL')|1/n, xr € K,

y| = |y|x fory € L.

is the unique absolute value on K that extends | - |; namely,

(3) Under the absolute value | -

i, I becomes a complete discretely valued field.
(4) The valuation ring Oy is the integral closure of O, in K.

(5) Let p C O, q C Ok be the maximal ideals, and let v,,v, be the normalized discrete
valuations on Op, Ok, so that |y| = avr ) fory € L. Then,

1
2| = aem\mv"(x), rc K.

(6) We have vy(x) = @vp(NK/L(x))forx € K.

Proof. Let  be a uniformizer of L.

(1) It is obvious that if x € K is integral over Oy, N/ (x) € Op. Conversely, suppose
that N/ (2) € Op. Then, the minimal polynomial of = over L, say f(X) € L[X],
is monic and has the constant coefficient in O;. We would like to show that f(X) €
OL[X]. If not, then there is a positive power 7" such that 7 f(X) € O [X]| whose mod
7 reduction, which we denote @(X), is not zero. As @(X) has constant term 0, we have
the factorization a(X) = 3(X)X? where d > 1 and 5(X) € k[X] is not divisible by X.
By Hensel’s lemma, there is a factorization 7 f (X)) = g(X)h(X), g(X), h(X) € O[X],
where ¢g(X) = X? (mod7), h(X) = B(X) (modr), and deg g(X) = d. Note that
1 < g <dega(X) < deg f(X), as the coefficient of the highest power term of 7" f(X)
is divisible by 7. On the other hand, L[X] is a UFD, so any polynomial in L[X] dividing
7 f(X) must be either a unit or the polynomial itself times a unit. As all units are of
degree 0 in L[X], 0 < deg g(X) < deg f(X) gives a contradiction.
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(2) Itis obvious that ||k extends |- |, and that |- | x is multiplicative. Also, |z|x = 0 if and only
if Ng,r(x) = 0 if and only if # = 0. To show the strong triangle inequality, assume that
z,y € K such that z,y # 0 and |z|x < |y|k, and we want to show that |z + y|x < |y|k.
Let x = yz, so that |z|x < 1. Then, this means that [Nk, (z)| < 1, which implies that
Nk/(2) € O, which by (1) implies that z is in the integral closure of O, in K. As the
integral closure is a ring, z + 1 is integral over O, which implies that N, (z4+1) < 1,o0r
|z 4+ 1|k < 1. Thus, |z + y|k < |z|k, which is the strong triangle inequality we wanted.

(3) We only need to show that K is complete with respectto |-|x. Letey, - - - , e, be an L-basis
of K. Then, by the triangle inequality, a sequence z; = a; 1€ +---+a; ,e, of x; € Kisa
Cauchy sequence if and only if the sequences a; = {a, 5, az, - - - } is a Cauchy sequence
for j=1,2,--- n. Since L is complete, if z1, - - - is a Cauchy sequence, then a; converges
to a; € L, and therefore x4, - - - converges to aje; + - -+ + anép.

(4) This follows from (1).

(5) Note that, as Ok is a discrete valuation ring, pOx factorizes into a power of ¢, and the
exponent is precisely e(q|p). Namely,

pOx = qe(q\P)_

To deduce the formula, we only need to show that qu () = vy(z) for x € L, or that

vq(m) = e(q|p). This however follows from the above factorization as TOx = pOx =
e(alp)
gelam),

(6) This follows from (5) and (2), as n = e(q|p) f(q|p).
[

Therefore, as soon as you move on to the world of complete fields, we basically only need to
deal with one prime ideal at a time, and everything is a discretely valued field/discrete value ring!
This is extremely useful especially when you want to know how ramified a prime ideal upstairs
is (out of e, f, g, you removed ¢ from the discussion, and knowing e is pretty much the same as
knowing f).

Definition 13.19 (Unramified/ramified/totally ramified extensions of local fields). Let K /L be
an extension of local fields of degree n. Let ex/1, fx/1, be the ramification index and the residue
degree of the unique maximal ideal of Ok over the unique maximal ideal of Oy, respectively. We
say K/L and Ok /Oy, are unramified extensions if ex,;, = 1, and ramified if ey, > 1. We
say K/L and Ok /O, are totally ramified extensions if fr,;, = 1.

The following is immediate.

Proposition 13.20. If K/L/M is a tower of local fields, one has
€EK/M = €EK/LEL/M, fK/M = fK/LfL/M-
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Proof. The multiplicativity of f follows from the residue field considerations, and from this the
multiplicativity of e follows. U

Unramified extensions and totally ramified extensions of local fields are very easy to under-
stand. For unramified extensions we have:

Theorem 13.21 (Unramified extensions of local fields). Let L be a p-adic local field of character-
istic 0. Let p be the unique maximal ideal of Oy, and let k;, = Op/p be the residue field of Oy,
which is a finite field. Also, let 7 € Op, be a uniformizer of L.

(1) For every K /L field extension of degree n, which is again a p-adic local field thanks to The-
orem 13.18, there exists « € O such that O = Op[a].

(2) For a finite field [ that is an extension of the finite field k1, there exists an unramified extension
K /L whose residue field extension ky [k, is precisely | / k.

(3) Let K1, K5/L be two local field extensions, where K, /L is unramified. Then, there is a
natural bijection between the set of L-algebra homomorphisms from K; to K and the set of
kr,-algebra homomorphisms from kg, to kg,,

HOH]L(Kl, KQ) :> HOIleL (k’KN k?KQ),

defined as follows. Given f : K| — Ko, define f : kr, — kg, as, forz € Og,, f(T) = f(z),
whereT and f(x) are the images of v € Ok, f(z) € Ok, in their residue fields, respectively.

4) For each l/k;, the unramified extension constructed in (2) is unique up to isomorphism (i.e.
que up P
given [, any two unramified extensions of (2) are isomorphic to each other). Furthermore,
unramified extensions are Galois.

(5) Given a local field extension K /L of degree n, there is a unique intermediate field K,/ L that
contains every unramified extensions of L in K (maximal unramified extension of L in
K). The degree is [Ky : L] = fx/1, and K/ K is totally ramified of degree [K : Ky| = ek/p.

Proof. (1) By primitive element theorem, the residue field of K, k, is of the form &, (ay) for
some « € ki, where ky, is the residue field of L. Let g(X) € O [X] be a monic lift of the
minimal polynomial of « over kj, which must be of degree f = [kx : k]. Let ag € Ok
be any lift of ay € kx. Then, g(op) € Ok is divisible by 7, a uniformizer of K. Note
that, if g(ay) is divisible by 7%, then

g(ao + k) = g(ao) + mx g (ag) (mod w5 ),

is not divisible by 7%, as ¢( ) is not divisible by 7, which is just the manifestation of the
fact that ki /K is a separable extension. Thus, either vk (g(ap)) = 1 orvg (g +7k)) =
1, where v is the normalized discrete valuation on K. Let &« = o or g + 7x so that
vi(g(a)) = 1, or that g(a) € Ok is a uniformizer in K.

Our claim is now that O = Opla]. Let n = [K : L]. It is sufficient to prove that O
is generated by 1,a,--- ,a" ! as an Oy -module. Let M C Oy be the O -submodule
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generated by 1,q,--- ,a" !, Then, by Nakayama’s lemma (Lemma 11.14), M = Ok
(as an Op-module) if and only if M/pM = Ok /pOk, where p C Oy, is the unique
maximal ideal. Note that pOx = q° where q C Ok is the unique maximal ideal, and
q = (g9(a)). Thus, pOx = (g(«)¢). Therefore, Ok /pOf is represented by elements
bo + big(a) + -+ + be_1g(a)*™1, where by, by, -+ ,b._1 € Of, and they are insensitive
to differences by elements in g(«)Ox = . Note that O /q is represented by elements
of the form ag + a1ax + - - - + af_lozf_l, ag, -+ ,a5-1 € O, and they are insensitive to
differences by elements in p. Thus, every element in Ok /pOf is generated by a’g(a),
0<i<f—1,0<j <e—1. Since g(a) is a degree f polynomial in a, so a’g(a)’ is
expressed as a polynomial in o with degree < (f — 1)+ f(e—1) =ef =1 =n—1,
which implies that M /pM = Ok /pOk, as desired.

(2) By primitive element theorem, we can write [ = k(@) for some @ € [, with minimal
polynomial G(X) € kp[X] of degree [l : kr]. Let g(X) € Op[X] be any monic lift of
g(X). This is irreducible, as §(X) is irreducible. Let B = O.[X]/(g(X)). Since g(X) is
irreducible, by Chinese Remainder Theorem, if we let p C O be the maximal ideal, then

B/pB = Or[X]/(p,9(X)) = kL[X]/(9(X)) =,

which implies that pB is a maximal ideal. Since p C Oy, is the unique maximal ideal,
pB C B is the unique maximal ideal. Let K = Frac(B). Since B C Ok, we have a ring
homomorphism

| = B/pB — Ok /pOk.

This map is nonzero, as 1 is sent to 1, which is nonzero. Thus, the kernel of this map is
a proper ideal of [, which is a field, so a zero ideal. Thus, this homomorphism is in fact
injective. Let e, f be the ramification index and the residue degree of K /L, respectively.
On the other hand,

#O0k [pOk = (#0x /90K )" = (F#k)' = (Fhy ) = #1,

so the homomorphism B/pB — Ok /pOf is actually an isomorphism. By Nakayama’s
lemma (Lemma 11.14, applied to O -modules), this implies that B = Ok. Thus, the
residue field extension of K/ L is precisely [ /ky.

(3) We first need to see that the map is well-defined, which is the same as saying, given
f: Ki — Kyand z € mg, is in the maximal ideal of Ok, f(z) € mg,, the maximal ideal
of Ok, . Since K is unramified over L, if 7 is a uniformizer of L, then my, = 7O, . Since
T € Mg,, so this is implied by showing that f(z) € Ok, if v € Ok, . This is true because
if z is integral over O, then f(z) is integral over Oy, Thus, the map is well-defined. From
this investigation, we know that restriction to O, gives rise to

HomL(Kl, Kg) % HOIIl(QL<OK1, OK2).

By (1), Ok, = Opla] for some a € Ok, whose reduction mod 7 generates the residue
field, i.e. kx, = kr[a]. Let g(X) € OL[X] be the minimal polynomial of « over L, and
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let g(X) € kr[X] be its mod 7 reduction. Then, Homp, (Ok,, Ok,) is in one-to-one
correspondence with the roots of g(X) in O,, and Homy, (kk,, kk,) is in one-to-one
correspondence with the roots of g(X) in kg,. By Hensel’s lemma, any root of g(X) in
kr, lifts to a root in Ok,, so Home, (Ok,, Ok,) — Homy, (kk,, kK,) is surjective. Also,
since g(X) is separable, it is injective.

(4) This is an immediate consequence of (3).

(5) Let K/ L be a field extension constructed by (2) applied to kg /ky. Then, (3) implies that
the identity map from kg to itself give rise to a homomorphism from K, to K, which
must be an injection as K is a field. The other properties of K are clear.

O

From the above discussion, we can define the Frobenius in unramified extensions.

Definition 13.22 (Frobenius). An unramified local field extension K /L is Galois by Theorem
13.21(4), and Gal(K /L) has a specific element called the Frobenius,

Fry/p, € Gal(K/L),

given by the element corresponding to the map Fr € Gal(kx /kr), where Fr(z) = z#*z,
For totally ramified extensions, we have:

Theorem 13.23 (Totally ramified extensions of local fields). A local field extension K /L is totally
ramified if and only if O = Opla] for an o € O whose minimal polynomial p,(X) € Or[X]
over L is Eisenstein at 7.

Here, the terminology Eisenstein is identical to the Eisenstein irreducibility criterion we
proved for integer coefficient polynomials. Before we formally define the notion of Eisenstein
polynomials in the local fields context and prove this theorem, we discuss a very general tool
that is very useful in studying the factorization of polynomials in local fields, called the Newton

polygon.

Definition 13.24 (Newton polygon). Let K be a complete discretely valued field with a normal-
ized discrete valuation v (i.e. v(m) = 1 for a uniformizer 7). Given a polynomial

f(X)=a, X" +ap X"+ +ap € K[X],

with a,, # 0, the Newton polygon of f(X), NP(f(z)), is the lower convex hull in R? of the
points (0,v(ag)), (1,v(a1)), -, (n,v(ay)) (if any a; = 0, then we may ignore the corresponding
point). If (ag, by) = (0,v(ap)), (a1,b1),- -, (a,b.) = (n,v(a,)) are the breaking points of the
Newton polygon, the slopes of the Newton polygons are the negative of the slopes of the line
segments,

bj,1 — bj

, o Jg=1
a; — Q1

Sj:

As the Newton polygon is convex, s; > sy > - -+ > s,. We call m; := a; — a;_; the multiplicity
of the slope s;.
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Example 13.25. Consider the polynomial

X6 x5 x4 X3 X?
X)) ="+ ¢+ 4+ 4 X +1 X].
f(X) 6+5+4+3+2++€Q2[]

The Newton polygon of f(X) is as follows.

Figure 4. The Newton polygon of f(X).

The breaking points are (0,0), (4, —2), and (6, —1), and the slopes are 3 (with multiplicity 4) and
—% (with multiplicity 2).

Definition 13.26. Let K be a complete discretely valued field. A polynomial f(X) € Og[X] of
degree n is an Eisenstein polynomial if NP(f(X)) has a unique slope % with multiplicity n.

It is clear that this is directly analogous to the known definition of Eisenstein polynomials.

The Eisenstein’s irreducibility criterion has the following vast generalization in the local fields
case.

Theorem 13.27. Let K be a complete discretely valued field with a normalized valuation v, and
f(X) € K[X] beapolynomial with the slopes sy > s > -+ > s, with multiplicitiesy, ma, - - - , My,
respectively.

(1) In the normal closure of f(X) (which admits a unique extension of the valuation v), f(X)
has exactly m; roots with valuation s;.

(2) If g(X) € K[X] is another polynomial, then NP(f(X)g(X)) is obtained from NP(f(X))
andNP(g(X)) by dividing NP(f (X)) and NP (g(X)) into striaght line segments, arranging
the line segments in the order of increasing slopes, and concatenating the line segments in that
order.

(3) Wehave f(X) = [[._, f;(X) where f;(X) € K[X] has only one slope, s;, withdeg f; = m;.

(4) If f(X) is irreducible, then r = 1 (i.e. it has only one slope). Conversely, if r = 1, then
$1 = g frxy Jor some a € Z, and if (a,deg f(X)) =1, f(X) is irreducible.
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Proof. (1) The slopes of the Newton polygon do not change if we multiply the whole polyno-
mial by a nonzero number, so we may assume that ag = 1. Let L be the normal closure of
K, and let f(X) factorize as

FOO =1 —aX) (1 —anX).

Arrange the roots so that

p1=v(a1) =v(az) = =v(ay)
< p2= U(au1+1) == U(am-i-uz)
< < ps = V(g 41) = 0 = 0( Q)

Here, 11 + - - - + ps = n. Then,

o= (-1 D aja,--aq

1<j1<-<gi<n

From the valuation of the roots, forany 1 < < s,

V(@) = V(01002 - Oy g, ) ZZujpj-

This is because the sum expression for a,, ..., has various terms, but any term other
than oy - - -, 4.4, has strictly larger valuation. On the other hand, for any £ that lies
between piy + - - - + p;—1 and p; + - - - + 4;, then there are more than one term in the sum
expression for a; that have valuation equal to

i—1
v(aag o) = (Z Mjﬂj) + (k= (o + -+ pie1)) piy
=1

but we know that all terms in the sum expression for a; have valuation greater than equal
to the above quantity, so we know

k) > (2_: Mjpj> + (k= (g1 + -+ pi1)) pi-

This implies that the point (k, v(ay)) lies above the line connecting (fu1+- - +fti—1, V(@p, 4ot )
), which has a slope (in the usual sense)

and (g + -+ + p15,v (au1+ +m>
(am+ +m) (au1+ +M71) _ Hapi
(pr + o+ ps) — (o + -+ i) 5

Thus, the polygon connecting (0,0), (u1,v(ay,)), - -+, (n,v(a,)), is a polygon consisted
of line segments of increasing slopes (in the usual sense), so is convex. Thus, this must
coincide with NP(f(X)), which implies that s; = —p; and m; = p;. Since the roots of
f(X)area;!, -, a;?, this is what we want.
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(2) This immediately follows from (1).

(3) It is immediate that conjugates have the same valuation, as they have the same absolute
value (as the extension of an absolute value is calculated using the norm). We retain the
notation of the proof of (1), then

fZ(X) = (]' - O‘/M1+"'+lti—1+1X> T (]- - O-/;L1+--~+/MX)7
is stable under Gal(L/K), so f;(X) € K[X].

(4) If f(X) isirreducible, thenr = 1 by (3). If r = 1 and s; = W(X) with (a,deg f(X)) = 1,
then the Newton polygon has no integer point other than the breaking points, so it cannot
possibly be a concatenation of two Newton polygons that are not points. By (2), this

implies that f(X) cannot possibly be a product of two nontrivial polynomials.
O

Example 13.28. We can use the Newton polygon to determine the irreducibility of a polynomial
in Q[X]. Consider the polynomial
X x5 Xt X3 X?
f(X) = 5 + 5 + 1 + 5 + 5 + X + 1€ Q[X].

We want to argue that f(X) is irreducible in Q[ X |. From the previous example, we see that f(X),
seen as a polynomial in Q5[ X1, has a 2-adic Newton polygon whose slopes are % with multiplicity
4 and —% with multiplicity 2. Note furthermore that the line segment corresponding to slope %
has one other integer point in the middle, so f(X) factorizes in Q3| X| as either a polynomial in
degree 2 times a polynomial in degree 4 or a product of three polynomials of degree 2.

On the other hand, f(X), seen as a polynomial in Q5[ X], has a 5-adic Newton polygon whose
slopes are % with multiplicity 5 and —1 with multiplicity 1, and there are no integer points on
the Newton polygon other than the breaking points. Thus, f(X) factorizes in Q5[ X] as a product
of a polynomial in degree 5 and a polynomial in degree 1. This implies that if f(.X) were not
irreducible in Q[X], it must be a product of a polynomial in degree 5 times a polynomial in degree
1 (by 5-adic considerations), but this factorization is impossible 2-adically, so a contradiction.

Now we can prove the characterization of totally ramified extensions of local fields.

Proof of Theorem 13.23. Assume o € Ok is such that its minimal polynomial p,(X) € Op[X] is
Eisenstein, and that Ox = Opa]. Let po(X) = X" + a, 1 X" 1 + -+ + ao. Let p C Of be the
unique maximal ideal. Then, by Chinese Remainder Theorem, Ok /p = Op[X]/(p, pa(X)) =
kr[X]/(X™), where kg, is the residue field of O. Thus, the unique maximal ideal of O is (p, ),
with ramification index n, so totally ramified.

Conversely, suppose K /L is totally ramified. Let 7 € O be a uniformizer. Let g(X) €
OL[X] be the minimal polynomial of 7. If we let v be the normalized discrete valuation on L,
then v(mgx) = £, as v((mg)") = 1. Thus, NP(g(X)) has a slope 1, which implies that NP(g(X))
must be a single line of slope %, or Eisenstein. U
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We finally remark the connection between the ramification of local fields with the Galois
theory of local fields.

Definition 13.29 (Ramification groups). Let K/L be a finite extension of local fields, and let

7 € K be a uniformizer. For ¢ > —1 an integer, define the i-th ramification group G; <
Gal(K/L) as

Gi={o€Gal(L/K)|oa=a(modri!) foralla € O}

We call Gy the inertia subgroup? and G, the wild inertia subgroup.

The following is a basic relationship between the ramification groups and the unramified
extensions.

Proposition 13.30. Let K /L be a finite extension of local fields, and let G = Gal(K/L). Let vk
be the normalized discrete valuation on K, so that vy (7)) = 1 for a uniformizer my.

(1) We have G_, = G, i.e. any Galois element preserves Ok. Moreover, any Galois element
preserves V.

(2) The maximal unramified extension of L in K, K/K,/L, is obtained by Ky = K®°.
(3) Ifi > 0 and o € Gal(K/L) satisfies omjc = 7 (mod 74!, then o € G.
(4) Fori big enough, G; = {1}.

(5) For each i > 0, G; is a normal subgroup of G;_1, and G;_1/G; is abelian. Therefore, G =
Gal(K/L) is solvable.

Proof. (1) Note that vy is the unique extension of v;, := vg|r. On the other hand, for any
o € G,v%(x) := vk (ox) is also an extension of vy, so it must be true that v} () = vk ().

(2) By the same proof as Theorem 8.4, we see that Gal(K /L) — Gal(kk/ky) is surjective
with the kernel equal to Gy, the inertia group, where kx and kj, are residue fields of K
and L, respectively. Thus, |G| = ex/p = [K : Ko = |Gal(K/Kjy)|. Moreover, as
K/ K, is totally ramified with k, = kg, it follows that the composition Gal(K/Ky) —
Gal(K/L) — Gal(kk/kr) is a zero morphism. Thus, Gal(K/Kjy) < Gy, which must be

equality as the two groups have the same cardinalities.

(3) By Theorem 13.23, we know that O = Ok, 7] for some uniformizer 7 of Ok. On the
other hand, as 7/ is a unit times 7, Ox = Ok, [7k]. Therefore, if o = mx (mod 7t ),
then firstly 0 € Gy = Gal(K/Kj), and therefore ca = a (mod7ii!) for any a €
Ok, |mk] = Ok, as desired.

(4) If K/L is unramified, then Gy = 1. If not, then any uniformizer 7, of K can never be an
element of L, so the statement follows from (3).

24 The convention is a bit weird, but it is because we want G be the inertia subgroup.
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(5) The statement for ¢ = 0 follows from the analogue of Theorem 8.4 where (5 is the kernel
of the surjective map Gal(K /L) — Gal(kk/kL), as any Galois group of finite fields is a
finite cyclic group. For i > 1, let mx be a uniformizer of K and, for o0 € G,_;, consider

a(rx) By definition, it satisfies
TK

o(mk)

=1 drizh.
- (mod 7y )

Thus, if we let 1 + 7 'O as the multiplicative group of elements in Oy which are

. . i—1
= 1 (mod 7 '), then the natural map G;_; — 1 + 7% 'O — Y% 9K has a kernel

1—‘,—7‘1’}‘(01(
1—1
equal to, by (3), G;. Thus, G; is a normal subgroup of G;_;, and G;_1/G; — %
K
Since G;_1 /G, is a subgroup of an abelian group, it is abelian.
O

Furthermore, the wild inertia group G also has a special meaning, corresponding to the
wild ramification.

Definition 13.31 (Tamely ramified/wildly ramified extensions). Let K /L be a finite extension
of p-adic local fields. Such an extension is called tamely ramified if (p, ex,r) = 1, and is called
wildly ramified if p divides e

Theorem 13.32. Let K /L be a finite extension of p-adic local fields.
(1) If K/ L is Galois, the tame quotient G,/G\ is a cyclic group of order prime to p.
(2) If K/ L is Galois, the wild inertia group G, is a p-group.

(3) If K/ L is Galois, there is a unique intermediate field /K, /L that contains every tamely
ramified extensions of L in K (maximal tamely ramified extension of L in K), given
by K1 = K. Ifeg;, = p*b with (p,b) = 1, then [K : K] = p°, and K/K; is totally
wildly ramified.

(4) For any K /L a finite extension of local fields, the maximal tamely ramified extension
K/K./L exists. If ek, = p®b with (p,b) = 1, then [K : K| = p®, and K/K, is totally
wildly ramified.

Proof- (1) Note that the proof of Proposition 13.30(5) implies that G,/G; is a subgroup of
OX

l—l—ﬂ'[fOK

to p, the result follows.

= Ly, where 7 is a uniformizer of K. Since kj is a cyclic group of order prime

(2) Similarly, the proof of Proposition 13.30(5) implies that, for n > 1, G,,/G,,11 is a subgroup
1477 OK

f 1+7rnK}i10K

is as an additive group of p-power order, so GG,,/G,+1 is also a p-group. Thus, G is a

p-group.

. The latter group is easily seen to be isomorphic to O /7 Ok = ki, which
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(3) Note that, as K/ K] is totally ramified, this follows from Ky = K Go Gy /G is of order
prime to p, and (¢ is of a p-power order.

(4) Let K /L be the Galois closure of K/L, and let K /K, /L be the maximal tamely rami-
fied extension using (3). Let K1 = K, N K. Note that K 1/ L is tamely ramified, as any
subextension of a tamely ramified extension is tamely ramified by the multiplicativity of
e. Furthermore, for any tamely ramified extension K /M /L, M C K 1,so0 M C K. Thus,
K is the maximal tamely ramified extension. As K1 D K, K /K] is totally ramified, and

must be wildly ramified. As ek, /1, = [K : Ko, the numerology follows.
0

Exercise 13.1. Let K be a valued field with a non-archimedean absolute value | - |.

(1) Let D(a,r) be the open disk of radius 7 > 0 centered at a € K. For any b € D(a, r), show
that D(a,r) = D(b,r) (i.e. any point in an open disk is its center).

(2) Show that |- | : K — Ry is continuous.
(3) If | - | is discrete, show that any open disk is closed.

(4) If K is furthermore complete, show that the infinite sum ) " | a,, converges if and only
if lim,,_, a,, = 0.

Exercise 13.2. Let p > 2 be a rational prime, and let v, be the normalized discrete valuation on
Q, (i.e. vy(p) = 1; cf. Exercise 11.1).

(1) Show that, forn > 1,

v,(n)) :i L%J < pﬁl'

k=1

(2) Let K be afinite extension of Q,, equipped with the extension of v,. Let 7 be a uniformizer,

and let e = ek q,, so that v,(1) = % Show that, for x € 7" Ok with r > pfl, the infinite
sum
oo xn
T . v
e = Z 5
n=0

converges to an element in 1 + 7" Ok.

(3) Under the same setup as (2), show that the infinite sum

oo

log(1+2) = Y (-1

n=1

converges to an element in 7" Ok.
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(4) Using (2) and (3), show that the multiplicative group (1+7" O, x ) and the additive group
(7" Ok, +) are isomorphic to each other.

Exercise 13.3. Let K /L be an extension of p-adic local fields of degree n. We say that K /L
is tamely ramified if (p,ex/,) = 1. Otherwise, ie. if plex,r, we say that K/L is wildly
ramified. In this question, we want to show that totally ramified extensions that are tamely
ramified (totally tamely ramified in short) has a simpler description.?

(1) Suppose (n,p) = 1, and let 7, be a uniformizer of L. Show that K := L(?Ti/n) is a totally

tamely ramified extension of L.

(2) Suppose that K /L is totally tamely ramified (so that (n, p) = 1). Let 7y be a uniformizer
of K. Show that any element x € 1 + 7Ok has an n-th root in K.

Hint. Use Hensel’s lemma; z (mod 7k ) = 1 has an obvious n-th root.

(3) In the setup of (2), show that there exists a unit u € O} such that (WTK)" € L. Deduce
that K = L(m},'/") for some uniformizer 7 of K.

Hint. A priori, 7}t = u/m, for a uniformizer 7, of L and a unit ' € OF%. Show that one
can choose a different uniformizer of L so that v’ = 1 (mod 7k ). Then, use (2).

Exercise 13.4.

(1) Let p be an odd rational prime. Show that an element z = p"u € Q),n € Zand u € Z;,
is a square in Q,, if and only if 7 is even and u is a square mod p.

(2) Show that an element = = 2"u € Q9, n € Z and u € ZJ, is a square in Qs, if and only if
nis even and u = 1 (mod 8).

(3) Show that there are in total 7 isomorphism classes of quadratic extensions of (Q; and 3
isomorphism classes of quadratic extensions of QQ, for p odd. How many are ramified?

Hint. For any field K of characteristic # 2, isomorphism classes of quadratic extensions
of K are in bijection with non-trivial elements of K* /(K *)2.

25This question tells us that the Eisenstein polynomial can be taken to be X™ — 71, for a uniformizer 7. A field
extension obtained by adjoining an n-th root of an element downstairs is called a Kummer extension.
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14. LECTURE 18. LOCAL FIELDS AND NUMBER FIELDS

Summary. Local Galois groups and decomposition groups; tensor product of fields; ramification
in towers and compositums.

Content. Now we connect the theory of local fields to the number fields. Recall that, for a
maximal ideal p of a number field K, K, is a p-adic local field, for p N Z = pZ. What this tells us
are:

e K — K, is a subfield (of infinite degree by the cardinality reason, Exercise 11.3);

e the normalized discrete valuation/absolute value induces a discrete valuation/absolute
value on K.

As the relative theory of local fields is very nice, we would like to connect this to number fields.
This can be done by the notion of tensor product of fields.

Definition 14.1 (Tensor product). Let K, M /L be two field extensions (not necessarily of finite
degree). Let K ®, M be the commutative M -algebra defined as follows. Let {v; };c; be an L-basis
of K, with vv; = Zkel iUk, Qijx € L (for each 4, j, there are finitely many & € [ such that
a;jr 7 0, by the definition of basis). Then, K ®, M is, as an M-module, the M -vector space with
basis vector {v; }ic7, with the multiplication defined by v;v; = >, _; aijivs.

Remark 14.2. The above construction verbatim works for any two L-algebras. Even more gen-
erally, for any commutative ring A and two A-algebras Bj, B,, there is the notion of tensor
product By ®4 Bs, which is both a B;-algebra and a Bs-algebra. The challenge for this more
general notion of tensor product is that one has to also consider the relations.

By definition, the following are immediate (check yourself).

Proposition 14.3. Let L be a field, and let K, Ky be two L-algebras. Then, there is a natural
surjective L-linear map K| x Ko — K| ®p K5. The image of (x,y) is denoted as x ® y. The tensor
product notation satisfies the following relations.

(1) If w1, 20 € Ky andy € Ky, (11 4+ 22) @y = (21 ®y) + (22 ® y).
2) Ifr € Ky andyy,ys € Koy 2 @ (1 +12) = (z @ 1) + (2 @ 10).
B)Ifre Ky,ye€ Kyandt € L,z ® (ty) = (tx) @y = t(x @ y).

Proposition 14.4. Let K = L[X|/(f(X)) with a polynomial f(X) € L|X]|. Then, K ®; M =
MI[X]/(f(X)) as M-algebras.

Proposition 14.5. The commutative M -algebra K @, M is also naturally a K -algebra.
Now the relative prime splitting of a number field connects with local fields as follows.

Theorem 14.6. Let K /L be a finite extension of number fields. Let p C Oy, be a maximal ideal.
Then, as Ly-algebras,

K ®p Ly, = 11 K.

q a prime ideal of O lying over p
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Proof. By the Primitive Element Theorem, K = L(«) for some o € K. Let f(X) be the minimal
polynomial of o over L. Thus, K ®;, L, = L,[X]/(f(X)). Let f(X) factorize into

F(X) = [i(X) - fy(X),

in L,[X], where fi(X),-- -, f,(X) are distinct monic irreducible polynomials. It suffices to show
that {L,[X]/(fi(X))}1<i<g runs through {K}q,. Note that, given f;(X), L,[X]/(fi(X)) is a
finite extension of Ly, so it is a local field. Furthermore, the natural map K = L[ X]/(¢9(X)) —
L,[X]/(fi(X)) is injective, as it is a nonzero field homomorphism. Therefore, the unique absolute
value of L,[X]/(fi(X)) extending that of L, gives an absolute value | - |; on [, thus giving rise
to a prime ideal q = {x € K | |z|; < 1} lying over p.

Conversely, given a prime ideal ¢ C Ok lying over p, consider K which contains L,(«), as
K, O L, and o € K;. On the other hand, as K C Lp(oz), there is a natural injective homo-
morphism K, — Ly(c). Therefore, K; = Ly(c). The minimal polynomial of & € K over L,
must be equal to some f;(X). These two operations are clearly inverses to each other, so we are
done. O

The above Theorem is the key to convert a problem about a prime in a number field into a
problem about local fields. Some of the immedate corollaries are:

Corollary 14.7. Letp C L be a prime ideal and K /L be an extension of number fields. Then, for
z € K, we have

Trgsn(o) = Y Triy,(x), Nijw(@) =[] Ny, (2).
qlp qlp

Proof. By definition, the multiplication-by-z matrix is the same for both K/L and K ®, L,/ L,,.
The statement then follows from Theorem 14.6. U

Corollary 14.8. Let K/ L be a finite Galois extension of number fields, and let p be a prime ideal of
Oy, and q be a prime ideal of O lying over p. Then, the local field extension K,/ L, is Galois. Fur-
thermore, Gal(Ky/Ly) is naturally identified with the decomposition group D(q|p) < Gal(K/L)
as follows.

e Giveno € D(q|p), oq = q, which implies that the normalized discrte valuation vq on K is
stabilized by o, which means that 0 : K — K extends to the completion o : K; — K. As
it fixes Ly, this gives rise to an element in Gal(K,/L,).

o The identity L, N K = L gives rise to a natural map Gal(K,/L,) — Gal(K /L), which is
injective and its image is precisely the decomposition group D(q|p).

Under the identification, the inertia group of the local Galois group is the same as the inertia group
of the prime ideals in the number fields.

Proof. From the first description, one obtains at least | D(q|p)| many distinct elements of Homp, (K, Kj).
As |D(qlp)| = e(qlp) f(qlp) = [K : Ly), this implies that K;/L, is Galois, and the homomor-
phism D(q|p) — Gal(K,/Ly) is an isomorphism. It is straightforward to check that the second
description gives the inverse. U
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Using the local methods, we can study how the prime ideals interact in various settings, e.g.
taking subfields, taking compositums, given a tower of fields.

Definition 14.9. Let K /L be a field extension of number fields, and let p C O/, be a prime ideal.
We say that p is tamely ramified in K if, for every q C O lying over p, (p, e(q|p)) = 1, where
p lies over a rational prime p € Z.

Theorem 14.10 (Unramified/tamely ramified primes in compositums, subfields and towers). Let
L be a number field, and letp C Oy, be a prime ideal.

(1) If J/ K/ L is a tower of number fields, and if p is unramified (tamely ramified, respectively)
in J, then p is unramified (tamely ramified, respectively) in K.

(2) Let J/ K /L be a tower of number fields, and suppose that p is unramified (tamely ramified,
respectively) in K. Suppose also that, for every prime ideal @ C O lying over p, q is
unramified (tamely ramified, respectively) in J. Then, p is unramified (tamely ramified,
respectively) in J.

(3) If Ky, K3/ L are two field extensions of number fields such that p is unramified (tamely
ramified, respectively) in both K, K», then p is unramified (tamely ramified, respectively)
in the compositum K1 K.

Proof. Let p N Z = pZ.

(1) Let g C Ok be a prime ideal lying over p. Pick a prime ideal v C O lying over q. Then,
e(rlp) = 1 ((p, e(r|p)) = 1, respectively). This is the same as e/, = 1 ((p,es/z,) = 1,
respectively). As eg, /1, divides e;,/r,, €x,/L, = 1 ((p, eKq/Lp) = 1, respectively), or
e(qlp) = 1 ((p,e(qlp)) = 1, respectively). As this holds for any q lying over p, p is
unramified (tamely ramified, respectively) in K.

(2) Lett C O, be a prime ideal lying over p. We want to prove that e(t|p) = 1 ((p, e(t]p)) = 1,
respectively), or e, /z, = 1((p,ej,/z,) = 1, respectively). Note that ey, /z, = €1./k,€x,/L,>
where ¢ = v N Ok, and we have e;,/x, = 1 and ex,/r, = 1 ((p,es/x,) = 1 and
(p,ex,/r,) = 1, respectively), so we get the desired statement.

(3) Consider the natural map

K1 Rr, K2—>K1K2, rRY = zy.
The map is clearly surjective. From this, the natural map
(K1 ®1 Ly) ®r, (Ko ®1, Ly) = K1 K, @1 Ly, (2®y) @ (2 ®@y) — (22) ® (yy),
is surjective. Using the natural map, we know that the natural map

() (K1 ®p Ly) X (Ka®p Ly) = K1 Ky ®p Ly, (2 @y,2' @y')— (z2') @ (yy'),

131



is surjective. We would like to show that, for every q C Ok, k, lying over p, (K7 K3), is an
unramified extension of L,. Note that, by assumption, the left hand side of (*) is a prod-
uct of unramified (tamely ramified) extensions of L,, so the product of such extensions
surjects onto (K7 K5),,

[IF — (KiK»),,
i=1
where F;/L, is unramified (tamely ramified, respectively). On the other hand, for each

F;, the homomorphism
Fy = (K1 K2)g,

is either zero or injective, and in either case, it factors through ' C (K K3),, the max-
imal unramified (tamely ramified, respectively) extension of L, in (K7 K5),. Therefore,
1., Fi — (K K3), factors through F’, which must be (K K5),, as desired.

O

Theorem 14.11 (Ramification index/residue degree in towers). Let K/ L /M be a tower of number
fields, and letp C Oy be a prime ideal withq = p N O andt = p N Oy;. Then,

e(pfr) = e(pla)e(alr),  fp[r) = flpla)f(alv).

Proof. This follows immediately from the multiplicativity of e, f for local fields. O

Theorem 14.12 (Splitting completely in compositums, subfields and towers). Let L be a number
field, and let p C Oy, be a prime ideal.

(1) If J/ K/ L is a tower of number fields, and if p splits completely in J, then p splits completely

in K.

(2) Let J/ K /L be a tower of number fields, and suppose that p splits completely in K. Suppose

also that, for every prime ideal ¢ C Ok lying over p, q splits completely in J. Then, p splits
completely in J.

(3) If K1, Ko/ L are two field extensions of number fields such that p splits completely in both

Proof.

Ky, Ky, then p splits completely in the compositum K1 K,.

(1) This follows from the multiplicativity of e, f.

(2) This follows from the multiplicativity of e, f.

(3) As above, there is a natural surjective map

(K1 ®r Ly) @, (Ky ®p Ly) - K1 Ky ®p Ly,

As the left hand side is a product of L,, we see that any local field appearing in the right
hand side is L, which means that p splits completely in K; Ks.
O
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Theorem 14.13 (Decomposition group, inertia group, Frobenius in towers). Let K/L/M be a
tower of number fields, withp C Ok, q C Op, vt C Oy prime ideals lying over each other.

(1) Suppose that K /M is Galois. Then,

D(pla) = D(p[v) N Gal(K/L), 1I(plg) = I(p|t) N Gal(K/L).
If I(p|t) = {1}, we have Fr(p|q) = Fr(p[c)/ (1.

(2) Suppose that K/L/M are all Galois. Then,

Proof.

D(ale) = D(plv)/D(pla),  I(ale) = I(p[c)/1(pla)-
If I(p|t) = {1}, Fr(q|v) is identified with the image of Fr(p|¢).
(1) The first two assertions are literally just by the definition. If the inertia is trivial, the
subgroup D(p|q) < D(p|v) is identified with Gal(k,/k;) < Gal(k,/k.), where ky, kq, ke

are residue fields of p, q, v, respectively, and the statement about the Frobenius readily
follows.

(2) As K,/ Ly/M, are Galois, D(q|t) = D(p|t)/D(p|q) follows from

Gal(Lqy/M,) = Gal(K,/M,)/ Gal(K,/Ly).

As Gal(kq/k.) = Gal(k,/k.)/ Gal(k,/k,), it follows that the inertia group also satisfies
I(q|t) = I(p|t)/I(p|q). This is a standard argument in commutative algebra, where I
replicate. We want to show that there is a natural map I (p|t) — I(q|t) which is surjective
and has kernel equal to /(p|q). The obvious candidate is the restriction of the natural map
D(p|t) = D(qlr) to I(p|r). Since anything in (p|t) is sent to 0 € Gal(k,/k.), it follows
that the image of / (p|t) under this natural map will be sent to the image of 0 in Gal(k,/k.),
which is again 0, so the image of I(p|t) is contained in ker(D(q|t) — Gal(ky/k)) =
I(qg|t). To show that this natural map is surjective, we want to show that any element x €
I(q|v) is the image of some element 2’ € I(p|t). Note that D(p|t) — D(q|v) is surjective,
there is " € D(p|v) that is sent to x € I(q|t) < D(q|t). This 2" may not be contained
in the inertia. However, what we know is that its image [2"] € Gal(k,/k.) is sent to
0 € Gal(ky/k), so [2"] € Gal(k,/k,) < Gal(k,/k.). Take 2" € D(p|q) whose image is
[2"]. Then, " € D(p|q) < D(p|t), and 2" (z")~! € D(p|t) is now contained in I(p|t), as
it is sent to 0 € Gal(k,/k.). Note also that this is still sent to z € I(q|t) < D(q|t), so this
is what we wanted.

To show that the natural map has I(p|q) as its kernel, we need to go through a similar
argument as above.

The statement about Frobenius is obvious.

133



Exercise 14.1. Let L be afield, and let K3, K, be two commutative L-algebras. We aim to provide
several ways to think about the tensor product K7 ®; Ks.

(1) Note that K; ®;, K5 has natural L-algebra homomorphisms

T—r®1 r—1Rx
L15K1—>K1®LKQ, L22K2—>K1®LK2.

Show that Ky ®; K satisfies the universal property of tensor products of commu-
tative algebras, as follows. If R is a commutative L-algebra, and if f; : K; — R,
f2 : Ko — R are L-algebra homomorphisms, then there exists a unique L-algebra homo-
morphism f : K1 ®; K2 — R such that

Ji=fou, fa=[fou.

(2) Show that the above universal property uniquely characterizes K; ®, K as an L-algebra.
Namely, show that if a commutative L-algebra S with L-algebra homomorphisms j; :
K; — Sand j, : K5 — S satisfies the above universal property (i.e. given any two maps
fi: K1 = R, fo : K3 — R, there is a unique map f : S — R such that f; = f o jy,
Ja = foyJs), then S = K, ® K».

(3) Let X be the L-vector space spanned by the basis vectors v ® w for any pair of v €
Ki,w € K,, and endow the L-algebra structure by defining the multiplication to be
(v1 ® wy)(v2 @ we) = (vV109) ® (wyws). Let I C X be the L-vector subspace spanned by
the following elements:

I={n+uvn)w—1mQ@uw—vQw : v,v € Kj,we K},

{v@ (w1 +wy) —v@wW —VvRws : vE Kj,wy,ws € Ks},
{ttrew) — (tv)@w : t€ Lyv e Kj,w e Ky},
{ttr@w) —v@ (tw) : t € Lyv e Ki,w € Ky}).

Show that I C X is an ideal.

(4) Show that the L-algebra X /I, together with the natural maps

gr: Ky L XL gy Ky B X

satisfies the universal property of (1). This gives another construction of K ® K.
Exercise 14.2. Let L be a p-adic local field of characteristic 0.

(1) Using Hensel’s lemma, show that a finite field extension K/ L is unramified if and only if
K = L((,) for some (n,p) = 1.

(2) If K/L is an unramified extension, and if M is a p-adic local field of characteristic 0, show
that KM /LM is unramified.
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Exercise 14.3. Let K = Q(«, 1), where o' = 2 and i> = —1. Note that K/Q is Galois with
G := Gal(K/Q) = Dy, a dihedral group, generated by s,t € G where

s(a) =ia, s(i) =1, tla)=a, t(i)=—i,

so that s* = ¢ = 1 and tst~! = s~!. Note that K contains two particular subfields, Q(«) and

Q(@).
(1) Show that 2 is totally ramified in both Q(«) and Q(%).
(2) Show that QQ(O&) N Qg (’l) = QQ.

Hint. Otherwise, Qa(c) D Qx(7), and therefore Qy(cr)/Qx(7), which is a quadratic ex-
tension, is automatically Galois. Show that the nontrivial element o € Gal(Q2(«)/Q2(7))
must send () = —a. This implies that Q3(1/2) = Qs (7). Deduce a contradiction using
Exercise 13.4.

(3) Show that K5 := K ®¢ Q is a field.

(4) Show that K5/Q; is totally ramified. Deduce that 2 is totally ramified in K.
Hint. Suppose not. As Q,(a)/Q, is totally ramified, it should be the case that ey, g, = 4
and fx, g, = 2. Therefore, the maximal unramified extension of QQ; in Ky is a quadratic

extension of Q,. Using that Gal(K3/Qy) = Dy, enumerate all quadratic subfields of K5,
and show that they are all ramified over Q; (use Exercise 13.4), yielding a contradiction.

(5) Show that any rational prime p # 2 is unramified in K.

135



15. LECTURE 19. LoCAL CLASS FIELD THEORY

Summary. Local Kronecker-Weber theorem; infinite Galois theory; statements of local class
field theory (local Artin reciprocity, local existence theorem); local conductor.

Content. This and the following section together form the major milestone in modern number
theory called the class field theory. In short, it gives a very precise description of abelian
extensions of local and number fields. Recall that a field extension is abelian if it is Galois and
its Galois group is abelian. By basic Galois theory, a compositum of abelian extensions is again
abelian, so in particular one can form the maximal abelian extension K of any field K inside
its algebraic closure. The local class field theory is heuristically quite easy to formulate.

Slogan. For a local field K, K* and Gal(K?"/K) are “almost isomorphic.”

Let’s try to see what kind of statement this is. By Galois theory, this should mean that finite index
subgroups of K~ are in one-to-one correspondence with finite abelian extensions of K. On the
other hand, we are working with local fields, so it is natural to incorporate topology in our setup.
We arrive at a statement that is actually precise.

Open finite index subgroups of K* < finite abelian extensions of K.

This statement is a part of the local class field theory called the local existence theorem.
Let’s see why the local existence theorem is believable, by relating it to a slightly more be-
lievable statement.

Example 15.1 (The case of Q). As mentioned before in class briefly, the Kronecker-Weber
theorem asserts that

@ = |J QG-

n>1

Well, there is a local analogue, called the local Kronecker-Weber theorem.

Theorem 15.2 (Local Kronecker-Weber theorem). We have

Q= [ J Q).

n>1

We won’t prove this.? Rather, we will take this and see why this gives some explanation of
the local existence theorem.

In the case of Q, Gal(Q((,,)/Q) = (Z/nZ)*. However, this is no longer true for Q,, because
the proof that relied on the irreducibility of cyclotomic polynomial no longer holds for powers of
primes different from p. However, it is still valid when n = p% Gal(Q,((pe)/Q,) = (Z/p°Z)*,

2However, unlike the latter statements without proofs, whose proofs would require advanced machinery like
group cohomology, this theorem can be proved by only using elementary methods (mainly the Hasse—Arf theorem;
the formulation requires a different numbering of ramification groups which is quite a headache).
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and Q,({p+)/Q, is totally ramified. In fact, the maximal unramified extension of Q,, in Q2" (often
called the maximal unramified abelian extension of Q,), denoted b 18

Q= J Q.

?’L>1, (n,p):l

Let us also denote Q,(Cpe< ) := ;> @p((pn ). Then, the local Kronecker-Weber theorem becomes

Q= QQy(Gp),

where the Q)"-part corresponds to the unramified extensions, and the Q,(¢;°)-part corresponds
to the totally ramified extensions.
On the Q; side, we have a similar decomposition,

_ 7
Q) =p" xZ,;.

I claim that, under the local existence theorem, the pZ—part corresponds to the unramified exten-
sions, and the Z -part corresponds to the totally ramified extensions.

Firstly, the finite unramified extensions of (Q, are the same as the finite extensions of its
residue field, IF,, and such extensions are determined by the degree f > 1. Indeed, the finite
index subgroups of p? are precisely p/Z for some f > 1.

Moreover, the totally ramified extensions of Q,, by the local Kronecker-Weber theorem, are
finite intermediate extensions of Q,(¢;°)/Q,. On the other hand, we see that Q,((n)’s are related
via

= Gal(Qy(Gprn)/Qp) = Gal(Qp(Cpr—1)/Qp) — -+ = Gal(Q,((,)/Qp),
= (2 - (ZpTL) - (Z/PR)".

Therefore, an element of Gal(Q,({y~)/Q,) is a compatible sequence of elements in Gal(Q,((»)/ Q)
for each n, and this is the same as a compatible sequence of elements in (Z/p"Z)* for each n,
and this is precisely Z'!

To precisely formulate the local class field theory, we need to know something about topology
of Galois group of infinite Galois extensions. This theory is often called the infinite Galois
theory. There is nothing to worry about; the upshot is that the fundamental theorem of Galois
theory works with only one difference that we have to take the topology into account. Namely,
in the infinite Galois theory, the Galois group are topological groups.

Definition 15.3 (Topological groups). A topological group is a group GG which is also a topolog-

x x sz !
ical space, such that the multiplication map G x G @2, 3 and the inverses map G =~ @

are continuous with respect to the topology.

Example 15.4. (1) Given any group (G, you may endow it the discrete topology and make
it a topological group. Recall that the discrete topology means that any subset is an open
subset, so there is nothing to check for the continuity properties.
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(2) The real numbers R with its additive group structure and the usual topology form a topo-
logical group. Also, the multiplicative group of nonzero real numbers R* with the induced
subspace topology forms a topological group.

(3) Complete discrete valuation rings and complete discretely valued fields are, additively,
topological groups. In fact, they are respectively topological rings (both addition and
multiplication are continuous) and topological fields (additionally, the multiplicative
inverse map is continuous on nonzero elements). This for example means that, for a com-
plete discrete valuation ring A, the multiplicative group of units A* is a topological ring
(with the subspace topology), and similarly for a complete discretely valued field.

We can now define the Galois group as a topological group.

Definition 15.5 (Galois extensions). Let /L be an algebraic extension of fields (maybe infinite).
We say that K/ L is separable if, for every a € K, the minimal polynomial p,(X) € L[X] over
L is separable. We say that K/L is normal if p,(X) splits in K for every a € K. We say that
K/ L is Galois if it is both separable and normal. In that case, we write Gal(K/L) as the group
of L-automorphisms (=bijective homomorphisms of L-algebras) K — K.

Again, whenever either L is of characteristic zero or a finite field, separability is automatically
satisfied.

Definition 15.6 (Krull topology on the Galois group). For K/ L a Galois extension, we define the
Krull topology as the topology generated by the basis

{Gal(K/M) C Gal(K/L) : K/M/L with M/L finite}.

In other words, a subset U C Gal(K /L) is open if, for every = € U, there exists a finite subex-
tension M /L of K/L such that o Gal(K/M) C U.

The Galois group with the Krull topology has the following topological properties.

Proposition 15.7. Let K /L be a Galois extension.
(1) The Galois group Gal(K/L) with the Krull topology is a topological group.
(2) If K/ L is a finite extension, the Krull topology on Gal(K /L) is the discrete topology.
(3) The Krull topology on Gal(K /L) is alternatively constructed as follows. Let I be the set
I = {F/L finite Galois subextensions of K/L}.

Then, Gal(K /L) is identified with the subset

whenever F} is a subextension of Fy, xp, is

Gal(K/L) =  (zr) € H Gal(F/L) - sent to v, via the natural map < H Gal(F/L).
et Gal(F,/L) — Gal(Fy/L) el
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Foreach F' € I, let Gal(F'/L) be the finite set with discrete topology, and let [ | ., Gal(F/L)
be endowed with the product topology”’. Then, the Krull topology on Gal(K /L) is the sub-
space topology. In this perspective, the natural quotient map Gal(K/L) — Gal(F'/L) for
any F' € I is continuous (when the target Gal(F'/L) is regarded as a discrete topological

space).

(4) The Krull topology on Gal(K /L) is compact, Hausdorff, and totally disconnected (the only
connected sets are singletons).

Proof. See Theorems 4.6, 5.1 and 5.4 of the handout on infinite Galois theory by Keith Conrad.
The proofs are elementary, but also irrelevant for our purpose. O

The following is the fundamental theorem of infinite Galois theory, namely the Galois corre-
spondence in the context of infinite Galois extensions; closed subgroups correspond to subex-
tensions.

Theorem 15.8 (Fundamental theorem of infinite Galois theory; Galois correspondence). Let K /L
be a Galois extension. Then, there is an inclusion-reversing one-to-one correspondence,

{Closed subgroups of Gal(K/L)} <> {Subextensions of K/L} ,
where the maps in both directions are given by
Hw— K1,
Gal(K/M) <~ M/ L.
The above correspondence restricts to various inclusion-reversing one-to-one correspondences,
{Closed normal subgroups of Gal(K/L)} <+ {Galois subextensions of K/L} ,

{Open subgroups of Gal(K/L)} <+ {Finite subextensions of K/L} ,
{Open normal subgroups of Gal(K/L)} <+ {Finite Galois subextensions of K/L} .
Furthermore, if M/ L is a Galois subextension of K/ L, then there is a natural isomorphism

Gal(K/L)

= Gal(M/L).
Gal(k/01) /L)
Proof. See Theorem 4.7 and Theorem 4.10 of Ketih Conrad’s notes. 0

Remark 15.9. What is included in the above Galois correspondence are that every open sub-
group is of the form Gal(K/F) for a finite subextension F'/L (that this is open is obvious by
definition), and that such open subgroups are furthermore closed. This is reminiscent of Z,,
where the open disks are also also closed.

27Be aware that the product topology of an infinite product of discrete topological spaces is not discrete!
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Under the infinite Galois theory, the Slogan we had seen in the beginning should look like:
Slogan. For a local field K, K* and Gal(K®"/K) are “almost isomorphic” as topological groups.

Now we can formulate the package of statements called the local class field theory. The proofs
of the statements of local class field theory are beyond the scope of the course.

Theorem 15.10 (Local Artin reciprocity). Let L be a local field. Then, there is a unique continuous
homomorphism, called the local Artin map

Arty : L* — Gal(L*™/L),
satisfying the following properties.

(1) For any finite abelian subextension K /L of L*" /L, the local Artin map composed with the
natural map Gal(L*® /L) — Gal(K /L) defines a continuous homomorphism

Artg,p, : L — Gal(K/L),
which is surjective with kernel Ny, (K*). In particular, there is an isomorphism
L* [Nk (K*) = Gal(K/L).
(2) If K/ L is unramified, for any uniformizer nj, € L*,
Artg)r(mr) = Frip .

(3) If K/ L is a finite extension of local fields, the following diagram commutes, where the right
vertical arrow is the restriction to L.

Arty

K A Gal(K*/K)

NK/Ll lres

L* —= Gal(L*/L)

Arty,

Theorem 15.11 (Local existence theorem). Let L be a local field. Then, there exists an inclusion-
reversing one-to-one correspondence,

{ Open finite index subgroups of L* } <> {Finite abelian extensions of L} ,
where the maps in both directions are given by
H — (Lab)ArtL(H)7
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Remark 15.12. If L is a local field of characteristic 0, then any finite index subgroup of L™ is
automatically open.

This is extremely nice in various ways, but it may seem baffling at the first sight. Let’s see
what the local Artin map should be in the case of QQ,, continuing the discussion we had before.

Example 15.13 (The case of Q,, redux). Recall that the local Kronecker-Weber theorem asserts
that

Q% = QU Qp(¢pe)-
Thus,
Gal(ng/Qp) = Gal(er/Qp) x Gal(Q,(Cp)/Qp),

and we have seen that literally

Gal(Qy((p=)/Qp) = Z,y .

So what is Gal(Q}"/Q,)? Note that if K//Q, is an unramified extension, we have the natural
isomorphism

Gal(K/Q,) = Gal(kg/F,),

by Theorem 13.21, where ky is the residue field of K. Since this map is compatible with changing
unramified extensions K, by Proposition 15.7(3), we see that

Gal(Qy/Q,) = Gal( | kk/F,).

K /Qp unramified

So what is [, /Q, kx? Again, by Theorem 13.21, finite unramified extensions of @@, are in one-
to-one correspondence with finite extensions of F,,. Thus, | J,, /0, ki is just the union of all finite

extensions of [, so it is the algebraic closure IF_p.

Gal(Q,'/Qy) = Gal(F,/F,).

Note that the finite extensions of finite field F,, are precisely F,» forn > 1, and that Gal(F . /IF,) =
Z/nZ, with Fr € Gal(F,/F,) (the p-power map) identified with 1 € Z/nZ. Thus, Proposition
15.7(3) gives a description of Gal(F,/F,) as follows.

Gal(F,/F,) = {(xn) € H(Z/nZ) . if n|m, then z,,, (modn) = mn} C H(Z/nZ)
n>1 n>1
The ring on the right hand side,
{(azn) € H(Z/nZ) . if n|m, then x,, (modn) = xn} :
n>1

is usually denoted as Z, called the ring of profinite integers, which obviously admits a natural
injective map Z — Z. Thus,
Gal(Q2"/Q,) 2 Z x 7.
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We now have a full description of Artg, : Q¢ — Gal(Q2"/Q,): it is the map
~ 7 Lo ~ ab
; >~ p” x Z; -7 % Z; & Gal((@p /Qy),
where the middle map ¢ is the identity map on Z, and is the natural map Z — Z on =
This matches with the desiderata of the local Artin map, as a uniformizer p € Q, issentto 1 € Z
which corresponds to the Frobenius whenever you restrict to finite unramified extensions.

The example of Q,, tells a lot. Firstly, by arguing in the same way, we get the following results.

Theorem 15.14. Let L be a local field of characteristic 0. Then, there is the maximal unramified
extension L", which is the union of all unramified extensions of L in its algebraic closure L. It is
abelian over L, so that L' C L. Its Galois group is naturally identified with

Gal(L™/L) = Gal(ky, /kr) = Z,

where k, is the residue field of L. Here, the second isomorphism Gal(ky, /kr,) = Z is given by Fr — 1,
where Fr is the #k,-power map.

Proof. Argue exactly as in the case of Q, in Example 15.13. [l
What happens for Arty, in general is the following.

e Choose a uniformizer 7;, € L. Upon the choice of the uniformizer 7, just as Q,, L?b is
split into two parts,

ab ur
L*® =L"L;, .,

where L" /L is the maximal unramified extension, and L, ~,/L is totally ramified.
e The Galois group Gal(L,, /L) is identified with O] (even as topological groups).
e The local Artin map is then defined as

Artp : LX 2 7% x OF = Z x Gal(Ly, oo/L) = Gal(L™ /L) x Gal(Ly, »/L) = Gal(L*/L).

e There are two parts in the above procedure (i.e. the field L, ., and the splitting L* =
W% x OF) that depend on the choice of a uniformizer 7, but their effects cancel out each
other, so that the local Artin map Art;, : L — Gal(L?/L) does not depend on 7.

The following is a nice byproduct of the local class field theory.
Corollary 15.15. Let K/ L be a finite abelian extension of local fields. Then,

ex/L = Of : Ngyo(Og)].
In particular, K/ L is unramified if and only if O] = Ng,;(OF).
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Proof. By the local Artin reciprocity, Theorem 15.10, we know that L* /N, (K*) = Gal(K/L).
Let vk, vy, be the normalized discrete valuations on K, L, respectively. Then, vk (z) = e K/LV ()
for x € L. Also, by Theorem 13.18, when translated into the language of discrete valuations, we
see that ﬁv;{(x) = ﬁUL(NK/L(x)) forx € K, or

vr(Nk/(2)) = fr/pvk(z).

Thus, by taking vy, on L* /N ,,(K*), we get a surjection
v L™ [Ngyo(K*) = Z] fr)1Z.
The kernel of this map is simply

NK/L(WK)Z X O; _ OENK/L(KX) _ O;
NK/L(KX) NK/L(KX) OZ QNK/L(KX)7

where 7 is a uniformizer of K. It is clear that O] N Nk, (K*) = Ng,(O)) as this is the
subset of Ny, (K*) on which v, = 0. As [K : L] = ek, fx/r, the result follows. O

Definition 15.16 (Local conductor). Let K /L be a finite abelian extension of local fields. Let
p C Oy be the maximal ideal. Then, the (local) conductor of K/L, denoted fi /L, is defined as

forp 0 if OF = Ng/(OF)
L min{n >1 : 14+ p" C Ng/1(Ok)} otherwise.

Of course, by Corollary 15.15, an abelian extension of local fields is unramified if and only if
the local conductor is 0.

Remark 15.17 (Two ways to rectify the Slogan). We now see that where Art fails to become
an isomorphism: it is precisely about the difference between Z and 7. Indeed, there is an injective
map Z — Z, but this is not an isomorphism. One may see this abstractly by using topology: as
asserted in Proposition 15.7, Zis compact. On the other hand, Z is a discrete group, and a discrete
topological space with infinitely many elements is not compact.

There are two ways to upgrade Art;, into an isomorphism.

e One way is to upgrade Z into Z. The topological group Zisa profinite group; a profinite
group is a topological group that is constructed as a collection of elements in a family of
finite discrete groups that are compatible in every sense, just like how 7 is constructed.
More generally, any (infinite) Galois group with Krull topology is a profinite group by
Proposition 15.7.

In general, given any discrete group G, there is a procedure called the profmlte comple-
tion that yields a profinite group G which also admits a natural map G — G. It turns out
that the profinite completion of Z is precisely Z. Taking the profinite completion of L*,
we get an isomorphism

Arty : LX 5 Gal(L*™/L).
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e Another way, which is the mainstream way in modern number theory, is to downgrade
7 into Z. This is done by replacing the Galois group Gal(L*" /L) into a subgroup called
the Weil group W (L*" /L), which has the effect of changing Z of unramified part of the
Galois group into Z. This yields an isomorphism

Arty : L* = W(L™/L).

The definition of the Weil group is subtle, as the topology of W (L*’/L) is not just the
subspace topology taken from Gal(L*"/L). This is because we want the discrete topology
for 7Z, but the subspace topology of Z taken from Z is not the discrete topology; for
example, 0 € 7 is a limit point of the set {n! : n € N} C Z.

Exercise 15.1. What we have learned so far suggests that absolute values correspond to
primes — from this perspective, the archimedean absolute values should be primes! In this anal-
ogy, we regard R and C as local fields as well, and they are called either co-adic local fields
or archimedean local fields. Given a number field K, an embedding ¢+ : K < C defines an
archimedean prime of K, where a real embedding defines a real prime, and a pair of complex
embeddings defines a complex prime. The extension C/R is considered ramified.

We will see that many aspects of theory of primes and the local class field theory translate
well into the case of archimedean primes and local fields.

(1) Let K/L be an extension of number fields. Using the above perspective, define what it
means for an archimedean prime of K to lie over an archimedean prime of L.

(2) Retaining the setup of (1), define what it means for an archimedean prime of L to be
unramified in K.

(3) The local Artin map for R can be defined as

Artg : R* — Gal(C/R) = {£1}, =z ﬁ
A

Show that Part (1) of local Artin reciprocity (Theorem 15.10(1) of the notes) holds.

(4) State and prove the local existence theorem for L = R.
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16. LECTURES 20 AND 21. GLOBAL CLASS FIELD THEORY; HILBERT CLASS FIELDS

Summary. More on archimedean primes; Artin map; conductor; statement of global class field
theory (Artin reciprocity, existence theorem); Hilbert class field; primes of the form % + ny?;
principal ideal theorem; Hilbert symbols; Hilbert reciprocity law; power reciprocity law.

Content. There is an analogous statement for number fields, called the global class field the-
ory. There is a version of the statements of global class field theory that is more directly analo-
gous to the local class field theory, using the language of adeles and ideles. In that setup, the
statement is something like, for a number field K, Gal(K?"/K) is isomorphic to something (as
topological groups). However, it is also a bit pedantic; as in the local class field theory case, the
main issue is mainly topology, i.e. how to build a group with the correct topology, whereas the
actual information carried by the statement is unrelated to the matter of topology. This view-
point will be introduced only in the last lecture where we discuss how the class field theory is
the starting point of the Langlands program.

In this lecture, we will formulate a more tangible and classical version of the global class field
theory. As introduced in Exercise 15.1, we have to adopt a viewpoint where archimedean absolute

values are also regarded as primes, archimedean primes. To summarize: given a number field
K,

e areal embedding K — R gives a real prime;
e a pair of complex embeddings K — C gives a complex prime;

e an archimedean prime of an extension L/K lies over an archimedean prime of K if the
corresponding embeddings restrict to one another;

e a complex prime lying over a real prime is considered ramified.

In particular, there is no inert case for archimedean primes (i.e. residue degrees are always 1).

Definition 16.1 (Archimedean completion). Let K be a number field, and let v be an archimedean
prime of K. Let K, the completion of K at v, be R if v is a real prime and C if v is a complex
prime, endowed with its usual topology, and regarded as an archimedean local field. The comple-
tion K, admits a natural map K — K, (if v is complex, either complex embedding is fine; both
are “topologically the same”).

We have the analogues of the relation between number fields and local fields for archimedean
primes, which are easy to verify.

Theorem 16.2. Let K /L be an extension of number fields, and let v be an archimedean prime of
L. Then,
K @, Ly, & 11 K.

w primes of K lying over v

Proof. If L, = C, there is nothing to prove. If L, = R and K = L(«), then the number of real
primes of K above v are precisely the number of real roots of the minimal polynomial f(X) €
L[X] C L,[X] of a over L, which implies the statement. O
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Theorem 16.3 (Unramified archimedean primes in compositums, subfields and towers). Let L
be a number field, and let v be an archimedean prime of L.

(1) If J/ K/ L is a tower of number fields, and if v is unramified in J, then v is unramified in K.

(2) Let J/K/L be a tower of number fields, and suppose that v is unramified in K. Suppose
also that, for every archimedean prime w of K lying over v, w is unramified in J. Then, v is
unramified in J.

(3) If K1, K5/ L are two field extensions of number fields, such that v is unramified in both K,
and K, then v is unramified in the compositum K, K.

Proof. Completely analogous to the proof of Theorem 14.10 (much easier). U

Now we define the Artin map in the number fields context.

Definition 16.4 (Modulus). Let K be a number field. A finite modulus is a nonzero ideal
m; C Ok, regarded as a prime ideal factorization m; = p7* - -- p?». An infinite modulus m,
is a (possibly empty) set of real primes of K; if a real prime v belongs to an infinite modulus
m.,, we use the notation v|m... A modulus m for K is a pair of a finite modulus my (the finite
part of the modulus) and an infinite modulus m, (the infinite part of the modulus), denoted as
a product m = mymq.

Definition 16.5 (J}}). Let K be a number field, and m be a modulus for K. We define J}} to be
the group of fractional ideals whose prime factorizations do not contain any prime ideals dividing
the finite part my of the modulus m. Namely, a C J if it is expressed as a fraction a = % for
integral ideals b, ¢ C Ok such that both b and ¢ are coprime to my.

Note that the definition of .J¢ does not depend on the infinite part m, of the modulus m, and
also does not depend on the exponents of the prime ideals in the finite part my.

Definition 16.6 (Artin map). Let K/ L be an abelian extension of number fields, and let m be a
modulus for L such that its finite part m is divisible by every prime ideal of L that ramifies in
K. We define the Artin map Arty; : Ji' — Gal(K/L) as (cf. Definition 13.6)

K/L\™
At | T e ] =11 (T/) .

pfmy pfmy

Remark 16.7. The definition of the Artin symbol (=Frobenius) (KT/L) can be extended to the

case when K /L is an infinite algebraic extension. For a number field L, an algebraic extension
K/L is unramified at a prime ideal p C Oy if p is unramified in every finite subextension

F/L. For such K/L, for each finite subextension F'/L, there is (FT/L> € Gal(F/L). As the
collection of these elements are compatible with each other (Theorem 14.13), it defines an element

<KT/L> € Gal(K/L) by Proposition 15.7.
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The following is true.

Theorem 16.8. Let K /L be an abelian extension of number fields, and let m be a modulus for L
such that its finite part my is divisible by every prime ideal of L that ramifies in K. Then, the Artin
map Aty o JI' — Gal(K/L) is surjective.

Proof. Let H be the image of Art% jp-andlet F = K H_Then, by definition, for every prime ideal
p C Oy that is coprime to my, <%> is the image of (KT/L> in Gal(F/L) = Gal(K/L)/H,

p
which is trivial. This implies that all but finitely many prime ideals of L split completely in F'.

This implies that, in F'/ L, the set of prime ideals
S={pCOp : Fr, =1},

has density 1. By the Chebotarev density theorem, Theorem 16.10, this implies that /' = L, as
desired. O

The above proof used the Chebotarev density theorem (which we will not prove) and the
notion of density. This line of information is “analytic.”

Definition 16.9 (Density). Let K be a number field, and let .S be a certain set of prime ideals of
K. For a positive integer M, let

Py :={p C Ok prime : N(p) < M}.
The density of S'is the quantity, if exists,

SN Py
Theorem 16.10 (Chebotarev density theorem). Let K /L be a finite Galois extension of number
fields, and let C' C G := Gal(K /L) be a subset that is stable under conjugation in G. Let

Sc = {p C O, prime : p unramified in K, Fr, C C'}.

19|

Then, the density of S¢ exists, and is equal to -

For each modulus m, there is the notion of a “class group with modulus m”:

Definition 16.11 (Ray class group). Let K be a number field, and let m = m;m., be a modulus

for K, where
my = H p:z
i=1
Define P;; < J to be the subgroup of the following kinds of principal ideals:

() for aw € K* such that the following conditions hold.
L.a= g for 3,7 € Ok such that ((8),my) = ((7), my) =1 (ie. (o) € JE).
Pg =4 2. Foreach 1 <1 < n,if we let v, be the normalized discrete valuation of K induced
by the normalized discrete valuation of K, then v,(a — 1) > ;.
3. For each v|my,, v(a) > 0, where v : K — R is regarded as a real embedding.
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The ray class group of K with modulus m is defined as
Cly = Jg/Pg.

Example 16.12. If m is a modulus where m; = (1) and m, is empty (we call such m the empty
modulus), then CI}; = CI(K). The empty modulus is often just denoted as 1.

Proposition 16.13 (Finiteness of ray class group). Let K be a number field, and let m be a modulus
for K. Then, the ray class group Cl} is finite.

Proof. Note that the natural map J — CI(K) is surjective. This is because this is equivalent to
the statement that, given any fractional ideal I of K, there is & € K™ such that o/ has no prime

factors dividing m;. If m; = [[7_, p¥ and T = ([]_, p%) x (HT:1 qlfi>, where q1,- -, q,, are
coprime to my, then by the weak approximation theorem, one can find & € K™ such that the
power of p; in (o) is precisely p; ““. Then, oI will have no prime factor dividing m; involved in
its prime factorization.

The above paragraph implies that Cl — CI(K) is surjective, and its kernel is (Jt N Px ) / PR.
Thus, by the finiteness of class number, it suffices to prove that this kernel is finite. Let K™ C K*
be the subgroup of elements o € K* such that (o) € J%, and let K™! C K* be the subgroup of
elements v € K™ such that vy(av — 1) > v, (my) for all pjmy and v(«) > 0 for all v|m,,. Consider

the composition of natural surjective maps

J® N Py
Py

Km—»J[n;ﬂPK—»

where K™ is obviously contained its kernel, so that we get a natural surjective map

K™ Jmn Py
Kml pn

Therefore, it is sufficient to prove that K™ /K™! is finite. Consider the natural map

E™ = | T4} | x (Ox/my)*,
VMoo
a = ((sgn(v(a))), a).

It is obvious that the kernel is K™!. Therefore, |K™/K™!| < 2#{v: vlme}(N(m;) — 1), which
implies that K™/ K ™1 is finite, as desired. O

The main upshot of global class field theory is that we know precisely when the Artin
map Arty,, factors through the ray class group, i.e. when ker Arty,;, D Pr.

Theorem 16.14 (Artin reciprocity). Let K/ L be a finite abelian extension of number fields. Then,
there exists a modulus for L, the conductor of K /L, denoted fx /L, such that whenever a modulus
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m for L is divisible by the conductor f 1, the kernel of the Artin map Arty,; @ JI' — Gal(K/L)
is equal to
ker Arty,; = Pp'Ni/r(Jg).

Furthermore, the kernel contains PJ", yielding a surjective map
Art"&/L : CIT' — Gal(K/L).

The Artin map satisfies the commutative diagram: if K' /L’ is an abelian extension, and L /L' is an
extension of number fields, such that K = LK’ is abelian over L, for my, and mp, moduli of L, L,
respectively, such that, for every p|(mp)s, (0 N Op)|(mz/)y,

lnL
gL

g™ L Gal(K/L)

NL/L’l lres

I — Gal(K'/L')
Wty
Theorem 16.15 (Existence theorem). Let K be a number field. For each modulus m for K, there

exists a unique abelian extension of K, called the ray class field of K for modulus m, denoted
K (m), such that fk ),k |m, and the Artin map for modulus m induces an isomorphism

~

Therefore, there is an one-to-one inclusion-reversing correspondence,
{Finite subgroups of Cl%} <+ {Finite abelian extensions .J/K withf;/x|m},

H— K(m)",
Cal(K (m)/J) i J.

Remark 16.16. There is a more modern formulation of the Artin map where the reciprocity
establishes a literal isomorphism with Gal(K®/K) for a number field K, just like the case of
the local class field theory. This involves packaging Cly for varying m appropriately as a single
topological group, and this is often done using the language of ideles. On the other hand, as
in the case of local class field theory, the formulation is pretty much irrelevant and the essential
content of the theorem does not change.

The global and local class field theories must be compatible in some way. In that regard, the
following is quite natural.

Definition 16.17 (Local conductor of an abelian extension of number fields). Let L/ K be a finite
abelian extension of number fields, and let p be a prime of K (including the case of archimedean
primes). The local conductor of L/K at p , denoted f./ , is defined as follows. If p C Ok is
a maximal ideal, then fr/k , := fr,/K,, Where q is a prime of L lying over p (the local conductor
fL,/K, is independent of the choice of ). If p is an archimedean prime, then f;/x, = 1if pisa
real prime and a prime of L lying over p is a complex prime (again, it is either all primes over p
are real or all primes over p are complex), and 0 otherwise.
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Theorem 16.18 (Computing the conductor). Let L/K be a finite abelian extension of number
fields. Then, the conductor f1,x is equal to

fL/K - (fL/K)f(fL/K)OO’ (fL/K)f = H pr/K’F7 (fL/K)oo = H p.

pCOk maximal p archimedean prime of K, fr, / k¢ p = 1

More concisely, one can write as

fr/x = H plL/ice.

p prime of K
The case of empty modulus is of particular importance.

Definition 16.19 (Hilbert class field). Let K be a number field. The ray class field K (1) of K for
the empty modulus is called the Hilbert class field, also denoted Hy. By definition, this is the
maximal abelian unramified (including all archimedean primes) extension of K.

By Theorem 14.10 and Theorem 16.3, it is easy to see without the global class field theory that
the Hilbert class field exists (it is the compositum of all finite abelian unramified extensions), but
it is already unclear whether the Hilbert class field is a finite extension over K. The global class
field theory implies the following

Corollary 16.20. Let K be a number field.
(1) The Hilbert class field H is a finite extension over K, and Gal(Hy /K) = CI(K).

(2) Letp C O be a maximal ideal, and let m be the order of the element [p] € C1(K). For any
prime ideal ¢ C O, lying overp, f(q|p) = m.

Proof. (1) Immediate from the definition of ray class field.
(2) As the isomorphism Cl(K) = Gal(Hg/K) comes from the Artin map Art}{K/K P

Gal(Hg/K), the order of [p] € CI(K) is equal to the order of (%) € Gal(Hk/K),

which is the same as the residue degree f(q|p).
0

Remark 16.21. It is a theorem of Golod-Shafarevich that there exists a number field with infinite
degree unramified Galois extension, necessarily with nonabelian Galois group.

There is a surprising turn: this gives a complete characterization of when a prime is of the
form 22 + ny? for many n’s!

Corollary 16.22. Letn € N be a squarefree integer such that n # 3 (mod 4). Then, for an odd
prime p not dividing n,

p = 2 +ny?® for some x,y € Z < p splits completely in Hoy/=)-

Similarly, forn € N a squarefree integer withn = 3 (mod 4), then, for an odd prime p not dividing
n,

1
p=a>+zy+ %yz for some x,y € Z < p splits completely in Hy, /=)
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Proof. Let K = Q(y/—n). Note that p = 2 + ny? for some z, y € Z in the case of n # 3 (mod 4)
and p = 2?+zy+2y? forsome z, y € Zinthe case of n = 3 (mod 4), ifand only if p = Ny g(cv)
for some o = = + y\/—_n € Z[y/—n| = Ok. As p is unramified in K, this is equivalent to saying
that p splits completely in K, (p) = pp, and that p is a principal ideal. By Corollary 16.20, p being
a principal ideal is equivalent to p splitting completely in H, which finishes the proof. O

The latter condition has a rather concrete description.

Theorem 16.23. Let n € N be a squarefree integer, and let K = Q(v/—n).
(1) The Hilbert class field H; is Galois over Q.

(2) Choose an embedding v : Hy — C. There exists a real algebraic integer o € O, N R such
that Hi = K(«).

(3) Let f(X) € Z[X] be the minimal polynomial of o over Q. Let p € 7 be an odd rational
prime that does not divide n and also not divide the discriminant of the polynomial f(X).
Then,

p = 2% + ny? n % 3 (mod 4)

n+1_2

—-n
orsomex,y € < | — | =1 and mod p) has a solution in IF,.
p=a’+ay+ "y nEB(mod4)}f Y (p) JX)=0( P)

Proof. (1) Let ¢ : Hx — C be an embedding, and let o : C — C be the complex conjugation.
Then o(Hy ) is the maximal abelian unramified extension of 0(K) = K,soo(Hf) = H.
This implies that Autg(Hg) = Gal(Hg/K) [[ o0 Gal(Hg/K), so that Hy /Q is Galois.

(2) Note that Hx NR = H=', which, by Galois theory, is a subfield with [Hy : Hx NR] = 2.
Take a € Hxg NR such that Hx NR = Q(«): then, Hx D K(a) D# Q(«), which implies
that K («) = Hp. We can multiply « by a large enough integer so that « is an algebraic
integer.

(3) By Corollary 16.22, we know that the left hand side holds if and only if p splits completely
in Hg. By the knowledge of prime splitting in quadratic fields, we know that p splits
completely in K if and only if <‘Tf‘> = 1. Let (p) = pp in K. We would like to use
Dedekind’s criterion for p, which requires (p, [On, : Oxkla]]) = 1. Note that [Op,. :
Ok |a]] divides disc(Ok[a]). Let 5 € Ok be such that OK =7Z-1®Z-f. Then, Okla]isa
free Z-module with basis 1, av, - - - , al#x K= 3 8o ... BalfxEI=1 which implies that
disc(Ok[a]) = disc(Z]a])? disc(O)xK] which is not divisible by p by assumption.
Therefore, we can use the Dedekind’s criterion, that Ok [a]/pOk|a] = O, /pOp,.. As
f(X) has a solution in F, = Ok/p, there is a prime q C Oy, lying over p such that
f(qlp) = 1. Since Hi /K is Galois, this means that e = f = 1, so p splits completely in
Hp . It is clear that this is an equivalence.

O
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Example 16.24 (The case of 2? + 5y, redux). Recall that in Example 10.26 we showed that
K = Q(+/—5) has class number 2 and showed that, for p # 2, 5,

-5
either p or 2p is 2 4 5y* for some z,y € Z < (—) = 1.
p

We want to use Theorem 16.23, which means we need to compute the Hilbert class field Hy,
which is an unramified degree 2 extension of /. We claim that Hy is the field J = K(1/5) =
K(y/—1). As all archimedean primes of K are already complex, any archimedean prime of K
is unramified in J. Thus, we need to prove that disc(J/K) is the unit ideal. Using the K -basis
{1,/—1} of J, we see that

—4 = det G _{/___il)Q € dise(.J/K).

Using the K-basis {1, 1+2*/5} of J, we see that

1 1+v5 2
5 € det ) | € dise(J/K).
2

Thus, 1 = 5—4 € disc(J/K), which implies that disc(.J/ K) is a unit ideal, as desired. Thus, this
implies that J = Hy. Thus, using Theorem 16.23 with o = /5, f(X) = X? — 5, we see that, for
p# 2,5

) 5

p = 2% + 5y* for some x,y € Z < <—> = <—> = 1.
p p

The Hilbert class field has another nice property.

Theorem 16.25 (Principal ideal theorem). Let K be a number field. For every maximal ideal
p C Ok, pOp,. is a principal ideal in Oy,

Proof. We want to prove that the natural map Cl(K) — Cl(Hkg), a — aOp,., sends everything
to zero. As we have the isomorphisms coming from the Artin reciprocity law,

Arty, k- CI(K) = Gal(Hk /K),

Art}IHK/HK . CI(HK) :> Gal(HHK/HK),

we wonder if the natural map C1(K') — Cl(H ) has another description in terms of Gal(Hg /K) —
Gal(Hy,, /Hy ). Note that Hy,. /K is Galois, as any element in Gal(K /K ) sends Hy;,. to the max-
imal unramified abelian extension of the maximal unramified abelian extension of K, which is just
Hp, again. Thus, Gal(Hp, /K) is solvable, with an abelian normal subgroup Gal(Hp, /Hk)
and an abelian quotient Gal(Hy /K), or that Gal(Hy /K ) = Gal(Hp,. / K)®.

Let p C Ok be a maximal ideal. Let q;,--- ,q, C Op, be the prime ideals lying over p, so
that

pOHK e ql"'qg-
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Then,

S (Hy |H
Artly, e 00m) = [ <%)
=1 v

Lett; C O, be a prime ideal lying over g;. Then,
Hy, /H
(%) — Fu(uy[p) @)

Therefore, if we enumerate the representatives of Gal(Hy, /K)/ Gal(Hy, /Hk) as g1, - , Ghy
then we have

hx
Artir, e (POn) = 11976 Fr(elp)g: € Gal(Hy, /K)™
=1

for any prime v C Op,, _ lying over p, where gy is such that Fr(t|p)g; € g Gal(Hpu, /Hi).

AsFr(zlp) = <HK / K) the map Cl(K) — Cl(H) has the following group-theoretic description,

with H = Gal(Hy, /Hk) < G = Gal(Hpy, /K): if we denote the representatives of G/H as
J1,° - » gn, then we have a map

h
ab ab -1
G — H™, xHHgf(i)xgi,
i=1

where again gy;) is such that xg; € gy(; H. This follows from the following tricky group-theory
lemma whose proof we will not provide as it is irrelevant. U

Lemma 16.26. Let G be a finite group, and let H = |G, G|. Let gy, - - , g, be the representatives
of G/H, and define

. ryab ab -1
V:G*™ — H*, mHHgf(i)xgi,
i=1

where gy ;) is such that xg; € gyuyH. Then, V = 0.
We record the relative relationship of various quantities.
Proposition 16.27.
(1) Let K/ L be an extension of number fields. Suppose that H;, N K = L. Then, hy|hk.

(2) Let K/L be an extension of number fields, such that there exists a prime p of L (maybe
archimedean) that is totally ramified in K. Then, hy|hk. For example, if K/ L is a quadratic
extension where a complex prime of K restricts to a real prime of L, then hp|hk.

(3) Let J/K/L be a tower of either local or number fields. Then, fx;1|f/L-
Proof.
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(1) Note that H;, K/ K is abelian, as Gal(H /L) = Gal(H,/KNH) = Gal(H,K/K). Also,
by the same reason, H; K /K is unramified. Thus, H;, K < Hg, so hy|hg.

(2) As H, N K = L, its follows from (1).
(3) It follows from the transitivity of norms.

O

Remark 16.28. In general, if K/ L is an extension of number fields, hx and Ay, have no relation-

ship.

As another Diophantine application of global class field theory, we understand the algebraic
proof of quadratic reciprocity law in a more general context in relation to global class field theory.

Definition 16.29 (u,). Let n > 1 be a positive integer. We define 1, to be the group of n-th
roots of unity. It is abstractly isomorphic as a group to Z/nZ.

Definition 16.30 (Hilbert symbols). Let n > 1 be a positive integer, and let /' be a local field of
characteristic 0 that contains y,,. Then, for a,b € K*, the n-th Hilbert symbol (a,b) € p, is
such that

where o € Gal(K(3/b)/K) is the natural image of Artg(a) € Gal(K?"/K) under the natural
quotient map Gal(K?*"/K) — Gal(K (V/b)/K).

If K is a number field that contains y,, and p is a prime of K (maybe archimedean), then for
a,b € K*, we define (a,b), := (a,b) defined using a,b € K*.

Proposition 16.31. The local Hilbert symbols satisfy the following properties.
(1) (a1,b)(as,b) = (aras,b) and (a, by)(a, bs) = (a, biby).
(2) (a,) = (b,a)~".

Proof. (1) Clear from the definition.

(2) Let 2 € K be such that ™ — b # 0. Then,

n—1
" —b= H(x — ),
i=0

which implies that 2" — b € Ny %)/K(K(%)X)%. Thus, (z" — b, b) = 1. Therefore, in
particular, (—b,b) = 1. We have

(a,b) = (a,—a)(a,b) = (a,—ab), (b,a) = (b,a)(b,—b) = (b, —ab),

28To be very precise, we have to take into account the cases when some m-th root of b exists in K, but the general
case is not much different from this case.

154



SO

(a,b)(b,a) = (a,—ab)(b, —ab) = (ab, —ab) = 1,

as desired.
O

When (n, p) = 1, the n-th Hilbert symbol for a p-adic local field becomes more concrete, and
is often also called the tame Hilbert symbol.

Theorem 16.32 (Tame Hilbert symbols). Let (n,p) = 1, and let K be a p-adic local field which
contains ji,. Let p C Ok be the maximal ideal, v be the normalized discrete valuation, and q be
the order of the residue field of K.

(1) The prime-to-p-power roots of unity of K form a group i,—1. In particular, n|(g — 1).
(2) For every x € O, there exists a unique w(x) € 1,1 such that v = w(x) (mod p).
(3) For x € Oy, the extension K (/x)/K is unramified.

(4) Fora,b € K*, we have

(a,b) =w <<—1)”K<a>vK<b> pree ) o

avkK (b)

q—1

In particular, (a,b) = 1 ifa,b € O, and (1x,b) = w(b) =
formizer i € K andb € O.

= b (mod p) for a uni-

Proof. (1) By Hensel’s lemma, f1,_; in the residue field IF, lifts to p,—1 C Oj. On the other
hand, if p,, C Op, then as X" — 1 is separable mod p, it must have u,, C F;, implying
that n|(¢ — 1).

(2) This is immediate from (1).

(3) As Fy({/x)/F, is of degree n, fr(wz)/x > 1, which implies that f = n and e = 1, so the
extension is unramified.

(4) The general formula follows from the special cases when b € Oy and a is either 7w, or
in O, because of the multiplicativity. By (3), K ( V/b)/K is unramified, so in particular
Artg(a) € Gal(K(¥/b)/K) is 1 if a € O} and Fr if a = 7, hence the formula.

O

Theorem 16.33 (Hilbert reciprocity law). Let K be a number field containing ., and let a,b €

K. Then,
I (@b,=1
p prime of K
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This is some form of the compatibility between the local Artin map and the (global) Artin
map; it is called the local-global compatibility. As the proof requires an idelic version of global
class field theory, we will not prove here. Rather, we deduce a vast generalization of quadratic
reciprocity law, called the power reciprocity law.

Definition 16.34 (Power residue symbols). Let n > 1 be a positive integer, and let K be a
number field containing fi,,. Let p C Ok be a maximal ideal lying over p, where (p,n) = 1. For

any uniformizer g, of K, anda € K* N Of{p, let the n-th power residue symbol (%) € [in

be defined as
a
E = (ﬂ-Kp’ a)ﬁ’

which is independent of the choice of TK, by Theorem 16.32. We define, for a C Ok an ideal,

witha =[], pfi,
n k;
(B -11(;)

i=1
whenever the right hand side makes sense. If a is a principal ideal, we also write its generator in
the denominator.

Theorem 16.35 (Power reciprocity law). Letn > 1 be a positive integer. Let X be a number field
containing (i, and let a,b € K> be coprime to each other, and to n. Then,

B)() - e

Proof. If p is prime to bnoo, then, if we let v, be the normalized discrete valuation on K,

b vn(@) vp(a)
(E) = (7K, 0)p" " = (a,b)p(u, b)y = (a,b)y,

by Theorem 16.32, where g, € K is a uniformizer and u € OIX{p is a unit with a = W})gp(a)u.

Thus

O 16 I e e oo

pl(b) pl(a) pl(0) pl(a) pl(ab)

Here, the subscript p|(a) for example means that v,(a) # 0. Since (b,a), = 1 for p prime to
abnoo, by Hilbert Reciprocity Law, Theorem 16.33,

(%) =T 0o, = T o= [T 005" = [T @b

p|(ab) pfnoo p|noo p|noo
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The power reciprocity law is a massive generalization of quadratic reciprocity law. As a sanity
check, we see how the quadratic reciprocity law follows from the power reciprocity law.

Example 16.36 (Quadratic reciprocity from power reciprocity). We apply the power reciprocity
law, Theorem 16.35, for K = Q and n = 2 (possible since iy = {£1} C Q). Then, for a,b € Z

odd and coprime integeres,
a b
(5)(2) - o

Note that the power residue symbol (%) really is the (multiplicatively extended) Legendre symbol,

because if p, g are odd distinct primes, (%’ € {41} and is congruent to p% mod g. So what are
<a7 b)2 and (Cl, b)oo?

e By the local Artin reciprocity, Theorem 15.10, (a,b); = 1 if and only if @ is a norm from
Q3(V/b) /Q,. This extension is unramified if and only if b = 1 (mod 4) (cf. Exercise 13.4),
so a € Oy, is in the norm if b = 1 (mod4). If not, we consider if r? — by* = a has
solutions in z,y € Q.. Suppose a = 1 (mod 4). Then, as b = 3 (mod 4), either a or a — 4
is congruent to —b mod 8, so either % or %L is = 1 (mod 8). By Exercise 13.4, this has
a square root in Zy, which means that 22 — by? = a has solutions (with either x = 0 or
x = 2). On the other hand, if a = 3 (mod 4), then 22 — by? = 2% + y* (mod 4) can never
by equal to 3 (mod 4), so 22 — by? = a has no solutions in Z,. If 2 — by? = a has solutions
in Q,, then x = 2%, Yy = 2% for some n > 0. Let n be minimal such, so that either w or
z is odd. Then, from w? — bz? = 4"a, we have w? = bz? (mod4), so b = 1 (mod4), a
contradiction. Thus, 22 — by? = a has no solutions in Q5. Thus,

a—1b-1 1 if either a = 1 (mod4) orb =1 (mod 4
(b = (<1) 555 :{ (mod 4) (mod 4)

—1  otherwise.

e By definition, (a, b)s, = 1 if and only if Artg(a) fixes v/b. Note that Artg (a) is the identity
if @ > 0 and the complex conjugation if a < 0, so the only way that Artg(a) can send v/b
to a different number is when a < 0 and v/ is a complex number, i.e. when b < 0. Thus,

(Cl,b)oo = (_1)ff =

sgn(a)—1 sgn(b)—1 {1 lf elther a > 0 or b > O

—1 otherwise.

Thus,

( ) a 1b— 1+sgn(g)71 sgn(é;)fl '

This in particular contains the case o (71> One can also compute (%) for an odd prime p € Z

2)-0

157

by hand, namely



and since (p, 2), = 1 for any ¢ # 2, p, 0o, by the Hilbert reciprocity law,

(pv 2);0 = (2,]9)2(2,]7)00'

Since 2,p > 0, (2,p)oc = 1,50 (p,2), = (2,p)2. Now the question is whether 2 is the norm
from Qy(\/p)/Qo, ie. if * — py* = 2 has solutions in z,y € Qo, or if 2° — py® = 2*"*! has
solutions in z,y € Zy, n > 0 such that if n > 1, either x or y is odd. Obviously if both x and
y are even, then 22 — py? is divisible by 4, so the condition is just always x or y odd. If only
one of them is odd, then 2% — py? is simply odd, so we want both x,y odd. This implies that
220t = 22 — py? = 1 —p (mod 8), so 1 — p is congruent to either 0 or 2 mod 8, or p is congruent
to either 1 or 7 mod 8. Conversely, if p = 1 (mod 8), then 1 — py? = 8 has a solution y € Z,, and
if p =7 (mod 8), then 1 — py? = 2 has a solution in Z, (cf. Exercise 13.4), so (2, p)» = 1. Thus,

(g) _ iR {1 if p=1,7 (mod8)

—1 otherwise.

Using the prototype as above, we may try to prove more general reciprocity laws in elemen-
tary terms.

Example 16.37 (Cubic reciprocity). We now want to do the similar thing for n = 3. For that,

we want to use the number field K = Q(¢3) = Q(v/—3). Note that O = Z[(3] = Z[*Y=7]
is a PID, so a UFD. Note that a rational prime p € Z is inert in K if p = 2 (mod 3) and splits
completely in K if p = 1 (mod 3). Also, 3 is totally ramified, with (3) = p2 where p3 = (1 — (3).
As K has no real prime, the power reciprocity law says that, if a,b € K* are coprime to each

other and to 3, then
a b\t
(g) (a) = (a,b)p;.

Note that K has quite a few units, {£1} X p3, so an ideal-theoretic statement does not translate
verbatim into a number-theoretic statement (i.e. there is always the unit worth of ambiguity in
the process of taking a generator of an ideal). To have a clean statement, people often use the
concept of primary numbers.

Definition 16.38 (Primary numbers). A number o € Z[(3] is primary if (o, 3) = 1 and
a =2 (mod(1 — ()?).

Note that (1 — (3)? = (3 — 2(3 + 1 = —3(3, so a number a + b3 € Z[(3], a,b € Z, is primary
if and only if 3|0 and a = 2 (mod 3).

Starting from a rational prime p € Z, it is as itself a primary number if p = 2 (mod 3). What
about a prime ideal p C Z[(3], N(p) = 1 (mod 3)?

Lemma 16.39. Given a maximal idealp C Z[(3], N(p) = 1 (mod 3), there is exactly one generator
T € p that is a primary number.
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Proof. Take a generator x = a + b(s, a,b € Z, of p. Then, the possible generators of p are =,
+(3, ic??x, or

a+0b(, —a—>0bl, —b+(a—0>b), b—(a—0b), (b—a)—al3, —(b—a)+als.

Note that a? — ab + b is a rational prime = 1 (mod 3), so either a or b is not a multiple of 3. If
3|a, then exactly one of (b — a) — a3 or —(b — a) + a(3 is primary. If 3|b, then exactly one of
a+b(3 or —a — b(3 is primary. If neither of these happen, then a? — ab+b*> = 2 —ab = 1(mod 3),
which implies that ab = 1 (mod 3) or @ = b (mod 3). Thus, exactly one of —b + (a — b)(3 or
b — (a — b)(3 is primary. O

Now let v, 5 be primary primes of K. Then, by definition,

(%) - (%) = (s, @) (5);

which, by tame Hilbert symbol, Theorem 16.32, is equal to the power of (3 that is congruent to
a™% mod B. Note that this is 1 if and only if & (mod /3) is a cubic residue.

Now we can state the cubic reciprocity law.

Theorem 16.40 (Cubic reciprocity law). Let K = Q((3), and let my, m € O be primary primes.

Then,
iy _ (T
Uy B m '

Proof. By the earlier observation, it suffices to prove that (7, 72),, = 1. This only depends on the
classes that 7y, 73 belong to in O} /(OF)?, so let’s first identify what this is. Since (3 — 1 € Oy,
is a uniformizer which is Eisenstein (cf. Exercise ??), we see that O, = Z3[(3 — 1] = Z3[(3). Note
that ey, /g, = 3, so by Exercise 13.2 (because 1 = 2 > zﬁ = %),

(1+ (G —1)°0r, %) = (G = 1)*Or, +) = (301, +),

by the exponential and the logarithm. Thus, under this correspondence, (1 + (¢3 — 1)20p)® =
3(¢3 — 1)20r, = (3 — 1)*Oy, so in the multiplicative world we have

(14 (G — 100 =1+ (- 1)'0y.

Thus, (OF)® D 1+ (¢ — 1)*Or. Thus, we only need to check the classes of primary primes in
OF /(1 + (G — 1)*0y). As ({3 — 1) = —3(3, this is just the congruence classes modulo 9. If
x = a+ b(3 is a primary prime, a,b € Z, then a = 2 (mod 3) and b = 0 (mod 3). Thus, x modulo
9 must be congruent to a(1 + b¢s) for a = 2, 5,8, b = 0,3, —3. Note that (z, z),, = (z,2),,", so
(z,x)p, = 1, which is only possible when (z, x),, = 1. Also, 8 is a cube, and we can replace 5 by
—4. So, we have to show

(27 _4)133 - 17 (1 + 3(37 1-— 363)133 = 17

(a,14+0)p, =1, a=2,—4, b==£3.
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Note that (2, 2),, = (2, —2)p, = 1 so the first identity follows. Also,
(_47 1+ b<:3)p3 = (27 I+ b<:3)g3<_17 I+ bC3)p3 = (27 I+ bC3)337

as —1 is a cube. Finally, as (1+3¢3) ™! = 1— 3¢ (mod9), so (14 3¢5, 1 —3C)p = (143, (1+
3Cs) " )ps = (1+3¢3, 14+ 3Gs),, = Loand (2,1 — 3¢s)ps = (2, (1 +3¢3) )y = (2,1 4 3C3),,-

Thus, we only need to prove that
(2,14 3C)p, = 1.

Note that Ng/g(1 + 3(3) = 7, and 7 splits completely in K as

(7) = (1 +3¢3)(1 4 3¢3) = (1 + 3¢3)(2 + 3C3).

On the other hand, 2 is inert in K. Thus, by the Hilbert reciprocity law,
(2,14 3C3)ps = (1 +3G5,2)2(1 + 3¢5, 2)113¢, = (2,14 3G)5 (1 + 3¢5, 2)143¢,.-

We can compute the symbols on the right hand side as the tame Hilbert symbols. Note that
K3 = Q2((3) is the degree 2 unramified extension of Qs, so

(2,14 3C3)2 = w(1 +3C) 7 = w(l+3¢).
Note that
1+ 3¢ =2G — ¢ = ¢ (mod2),
s0 (2,1 + 3(3)2 = (2. On the other hand, K(113¢) = Q7,50

7-1

(143C3,2)1430, =w(2) 5 =w(2)”

We want to show that w(2) = (3, which means that 2 = (5 (mod 1 + 3(3). This is indeed true, as
(14 3¢3)¢3 = (3 + 3 =2 — (3. Therefore, (2,1 + 3(3)p, = 1 as desired. O

What does Theorem 16.40 mean in concrete terms? We want to answer whether, given inte-
gers m,n, m is a cubic residue mod n in a systematic way:.

Definition 16.41 (Rational cubic residue symbol). Let m,n € Z be coprime integers. The ratio-
nal cubic residue symbol is defined as

[m] _ {1 if m is a cubic residue mod n
3

—1  otherwise.

For a prime p # 3, if p = 2 (mod 3), then every congruence class mod 3 is a cubic residue,
as (3,p — 1) = 1. Thus, it is interesting only if p = 1 (mod 3). As p splits completely in K, this
means there is « := a + b(3 € Z[(3], a,b € Z, such that a> — ab + b* = p. As seen above, there
is a unique a, b € Z satisfying a®> — ab + b* = p, 3|b, a = 2 (mod 3). As O /aOk = F,, we can

compute [%} in terms of (%) For example:
3
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Proposition 16.42 (Euler). Let p = 1 (mod 3) be a rational prime, so that p = a*> — ab + 7,
a,b € Z, with 3|b and a = 2 (mod 3).%’

(1) We have L—%] = 1 if and only if 2|b.
3

(2) We have [ ] = 1 if and only if either 5|b or 5|(2a — b).
3

5
(3) If p # 7, we have [%]3 = 1 ifand only if 7|b or 7|(2a — b).
Proof. Let v = a + b(3 € Z[(3]. Let K = Q((3).

(1) Note that, by cubic reciprocity, [%] = 1 if and only if (%) = 1. As 2 is inert in K,
3

we see that (%) = lifand only if &« € Ok /20k is a cube. Note that Ok /20, = F,
with representatives {0, 1, (3,1 + (3}, and 1 is the only nonzero cubic residue here. Thus,
(%) = 1 if and only if 2|b and a is odd. Since 2|b implies automatically that a is odd (as p
is odd), we get the result.

(2) Note that, by cubic reciprocity, [g] = 1 if and only if (%) = 1. As 5 is inert in K, we
3

see that (%) = lifand only if &« € Ok /50k is a cube. Note that O /50 = Fo5 with
representatives {a + b(3 | 0 < a,b < 4}. There are 8 nonzero cubic residues here, and we
know that 1, 2, 3, 4 are cubic residues. Furthermore,

(G312 =¢ -3¢ +3G6—-1=6G+3=C_G+3 (modb),

is a cubic residue, so z((3 + 3), © = 1,2,3,4, are. These subsume all the 8 nonzero
cubic residues in Ok /50k. Thus, a € Ok /50k is a cube if and only if either 5|b or
a = 3b (mod 5) (the latter condition is the same as (2a — b) being divisible by 5).

(3) Note that, by cubic reciprocity, [%]3 = 1 if and only if (%) = 1. Note that 7 splits
completely in K, as
(7) = (B)(B), B=1+3G,
where - is the conjugation. Thus, (%) = (%) <
tame Hilbert symbol. Note that

(5) =erl@ = watar

where wg(a) € {1,(3,(3} is such that wg(a) = « (mod 3). This implies that 3|(« —
wg(a)), so B|(@ — wg(a)). This implies that

%) Both symbols can be computed as the

wy(@) = ws(a) = w(a) .

**Note that 4p = 4a® — 4ab + 4b* = (2a — b)? + 3b?, so, with 3|b, one can write as p = +(L? + 27M?) for some

L, M € Z, and this representation is unique up to the sign changes of L and M. Then, (1) is the same as 2| M (which
implies 2|L), (2) is the same as 5| LM, and (3) is the same as 7| LM.
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Thus,
o

(5) = wala)ws(@)? = wsla)ws(@) 2

So we are looking for when wg(a) = wg(@). Note that O /SOk = Fx, so there are 2
nonzero cubic residues, £1. Thus, ws(a) = ws(@) if and only if £ = £1 (mod 3), or
a+a =0 (mod 3). Note that a + @ = 2a+ b(3 + b(? = 2a —b,and o — @ = b(3 — b(Z =
b(3(1—(3). As2a—b € Z,2a—bis divisible by § if and only if 2a — bis in O NZ = TZ,
or if 2a = b (mod 7). On the other hand, b(3(1 — (3) is b times a unit times an element of
norm 3, so b(3(1 — (3) is divisible by f if and only if b is divisible by 3, which, again by
the same logic, is equivalent to 7|b.

O

Exercise 16.1. Let L = Q(/3).
(1) Show that h;, = 1, so that the Hilbert class field of L is H;, = L.
(2) Let K = L(v/—1). Show that every prime ideal p C O, is unramified in K.

(3) Why are (1) and (2) consistent with the global class field theory?

Hint. Compute the conductor .

Exercise 16.2. In this question, we determine the ray class fields of Q. Let oo denote the unique
archimedean prime of Q.

(1) Let m > 1 is such that vo(m) # 1. Show that the kernel of the Artin map

At g G — Gal(Q(¢n)/Q),

is equal to P3*>°. Deduce that Q((,,) is the ray class field of Q for modulus moo. Deduce
that fg(c,.)/0 = noo with n|m.

(2) Retaining the same notation as (1), show that Q((,,) € Q((,). Deduce that n = m.

(3) For m > 1 odd, show that Q((2,) = Q((). Deduce that, for n > 1,

1 ifn=1
fo.) /o = § 500 if niseven, 5 is odd

noo  otherwise.

(4) For a finite extension /K/Q,, show that the local conductor fx g, cannot be equal to 1.
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(5) Using (3) and (4), deduce that the ray class field of QQ for modulus m is

o) if m = noo
aim) = {@«n)* =Q6+ (") ifm=n.

Exercise 16.3. In this question, we revisit Exercise 10.3 on the primes p # 2,7 of the form
p = x? + 14y? for some integers z,y € Z. We have already seen that C1(Q(\/—14)) = Z /4Z.
(1) Let K = Q(v/—14) and K’ = K(+/2). Show that K’/K is an unramified extension

(including the archimedean primes).

Hint. Use that K’ = Q(+/2,/—7) and that 2 splits completely in Q(y/—7).

(2) Let K" = K'(\/2v/2 —1). Using that (2v/2 — 1)(=2v/2 — 1) = —7, show that K" =
K'(\/—2v/2 — 1). Using the discriminant, show that &’/ K" is unramified at every prime
coprime to 2 (including the archimedean primes).

(3) Note that 2/2 — 1 = (1+ \/5)2 — 4, so that K" = K'(«), where

14+vV2+vV2v2 -1
o =
2

A= (1+V2a+1=0.

Using the discriminant, show that K" /K’ is unramified at every prime.
(4) Show that K" /K is an abelian extension. Deduce that K" = H.

(5) Show that, for p # 2,7 a rational prime,

—14
p = 2°+14y* for some 1,y € Z < (—) = land X* 4 2X? — 7 = 0 (mod p) has an integer solution.
p

Exercise 16.4. Let n > 1 be an odd integer, and let /' be a local field of characteristic 0 that
contains ji,,. For a,b € K* with a # —b, show that

(a,b) = (a,a+b)(a +b,0b).

Hint. Let a + b = c¢. Then, we have
1=(1—ac ' ac™) = (bt ac™).

Use that —1 is an n-th power.

Exercise 16.5. Let p be an odd rational prime, and let X' = Q((,). Let 7 = 1 — (,, which
generates the unique prime ideal p = (7) lying over p (more precisely, p = pP~!), and define
e;=1—m"fori > 1.
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>~

(7*Ok,, +). Deduce that

(1) Using Exercise 13.2, show that, in K, 1+ 7T20Kp, X))

((’)]X(p)p D 14+ 7Pt Ok,.
lwithi+j > p+ 1, use e; + w'e; = e;4; and Question 4 to show that

(2) For ¢,j >

(eiv ej)P L
Hint. Using (1), show that e, is a p-th power in K. Apply Question 4 to (e;, 7'¢;).

(3) Show that,if x € 1 + 7O K,» T can be expressed as an infinite product

for some m;, m; 1, - € Z.

_om; Mgyl
=6 €1 "
Here, the above expression means that the sequence z;, 7,1, - - - € Ok, defined by
e My it Mg ; ;
Tji=e; ey e, ] > 1,

converges to x.
Hint. Note that Ok, /7Ok, = [F,, with representatives {0, 1,--- ,p — 1}. Deduce that, if
=1 (mod 7'*),

T

r=1+rr" (modn™),0 <n <p-—1,then L=
),

(4) Show that for a,b € K* coprime to each other and to p, such that a,b = 1 (mod 7

the p-th power residue symbols satisfy

(-(2)
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17. LECTURE 22. DIRICHLET’S UNIT THEOREM

Summary. Dirichlet’s unit theorem; Pell’s equations; continued fractions; fundamental units of
real quadratic fields.

Content. We now move on to the “analytic” aspect of algebraic number theory. It is an oxymoron
that there is an analytic aspect in algebraic number theory, but this provides crucial tools that are
otherwise not easily accessed by just using pure algebra. There is a general theme of L-functions
(e.g. the Riemann zeta function) and periods (e.g. 7, log 2, etc.) that appear in algebraic number
theory that are a priori analytic but essentially encoding algebraic and geometric information, and
they involve things like special functions (e.g. logarithm and exponential) or integrals of those
with all numbers written in the formulae are algebraic numbers. For example, we have already
seen the usefulness of logarithms and exponentials in the study of p-adic local fields (really, local
fields are made to do analysis over them).

As we saw earlier, the algebraic approach gives a very clean statement in terms of the ideals,
but an ideal-theoretic statement does not translate well into a number-theoretic statement be-
cause an ideal can have many choices for its generators. This ambiguity comes mostly from the
units. Dirichlet’s unit theorem gives a precise structure of the group of units, O, for a number

field K.

Theorem 17.1 (Dirichlet’s unit theorem). Let K be a number field with r real embeddings and s
pairs of complex embeddings. Then,

OF = uge x T+,
where [y is the group of roots of unity in K, which is a finite cyclic group.
Proof. Let 04, -+ ,0, : K — R be the different real embeddings of K, and let 0,41, -+ , 0,45 :
K — C be the s complex embeddings, one from each pair of complex conjugates. Recall that
we know that x € O is a unit if and only if N K/Q(x) = -+1; thus, it is natural to consider the
logarithmic version of what we used for the proof of finiteness of class number,
LiK* SR, 2 (loglow@), + ,log oy (@), 210g o (@), 2108 [0vss(x)])-
Note that, for x € O, N /g(x) = £1 implies that
o1(x) - op(@)lorsa ()] Jorgs (@) = 1.
Therefore, L(Oj;) C V, where V. C R"** is an r + s — 1-dimensional Euclidean space defined by

Vo= {(ti e, o teys) ERT |4 by + - + £y = O}

The image L(O};) is an additive subgroup of V. A crucial fact is that L(Oj;) is a discrete sub-
group of V. This can be proved as follows.
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Definition 17.2 (Height). Let o € Q be an algebraic integer. The height of o, denoted H («),
is defined as
H(«) := max{|a/| : «isa conjugate of a}.

More generally, for an algebraic number o € Q, the height of o, H(«), is defined as
H(a) :=d(a)max{l, max{|d/| : o isa conjugate of a}},

where d(«) € N is the minimal integer such that d(a)« is an algebraic integer.

The notion of height measures the complexity of an algebraic number: a height of an algebraic
number is large if “either the numerator or the denominator is large”

Lemma 17.3 (Northcott property). Letn € N and M > 0. Then, there are finitely many algebraic
numbers o whose degree (i.e. the degree of the minimal polynomial over Q) is < n and whose height
is< M.

Proof. As H(«) > d(«), there are finitely many choices of d(«). Thus, it is sufficient to prove this

for algebraic integers. Let oy, - - - , o, be the conjugates of o, and let p(X) = X™ + a; X™ ! +
-+ + a,, € Z[X] be the minimal polynomial of o over Q. Then, a; is, up to sign, the sum of the
products of all possible i-tuples from o, - - - , a,. Therefore,

l < (7)o,

so that if we assert H () < M, then |a;| < (") M". As a; € Z, there are finitely many choices for
the polynomial. Thus, there are finitely many choices for p(X) (note that we also assert m < n).
As each polynomial has at most n roots, we get the desired result. U

Thus, the notion of heights gives a way to enumerate the countable set Q (in the order of
increasing degree and height).
Now, suppose we choose an open ball D(0, R) of some radius R > 0 around 0 € R"", i.e.

D(O,R) ={(t1, + ,tys) ER™ |+ + 2 < R*}.

To show that L(Oy) is discrete, it suffices to prove that L(O) N D(0, R) is a finite set. On the
other hand, if « € O has L(a) € D(0, R), then this implies that log|o;(a))| < R for every i.
Thus, H(«) < e¥, and o has degree < [K : Q], so by the Northcott property, Theorem 17.3, there
are only finitely many o’s in the intersection, as desired.

The above paragraph not only proves that L(O}) is a discrete subgroup but also proves that
ker L is finite! Note that « € Oy N ker L means that |o/| = 1 for every conjugate o’ of .. As
any integer power of a has the same property, we see that {1,,a? ---} C ker L N OF. As
ker L N OF is finite, it follows that {1, ,a?, - - -} is a finite set, i.e. o™ = 1 for some m > 0!
Therefore, it follows that ker L N O is precisely consisted of the roots of unity in K, which is
usually denoted as . We already know that ux is a finite abelian group, and it is actually a
cyclic group: if we let m be the lem of the orders of all roots of unity in u, then px = Z/mZ
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(i.e. there is a primitive m-th root of unity in px). This is because if m = Hle p;’ is the prime
factorization, then by definition there is (; € px whose order is divisible by p;*, so by taking an
appropriate power of (;, we have (] € ux which is a primitive p;’'-th root of unity, then (; - - - (},
is a primitive m-th root of unity (check!).

Anyway, we have

Ojc i = L(OF).

Since L(Oj) is an additive subgroup of V, it is torsion-free. Furthermore, as L(Oy) C Visa
discrete subgroup, L(Oj) is a free Z-module of rank < dimg V. This is because of the following
lemma.

Lemma 17.4. Let M C R" be a discrete subgroup. Then, M is a free Z-module of rank r < n.

Proof. We use an induction on n. If n = 1, then we want to show that M is free of rank < 1.
Otherwise, M has Z-linearly independent elements v;,v, € M C R. By scaling, we can let
vy = 1. Then, v, is not a rational number by assumption. Then, for any N > 0, there is a big
enough N’ € N such that N'v, has fractional part in between —% and %, which is a simple
pigeonhole principle. This contradicts the discreteness of M.

Now for general n > 1, if the R-span of M is strictly smaller than R", then we can use in-
duction hypothesis of smaller dimension. Thus, we can assume that the R-span of M is R".
Suppose also that M is not of rank < n. Then, there are Z-linearly independent elements
V1, ,Unt1 € M, and by the dimension reason, they are necessarily R-linearly dependent. We
can choose vy, - - - , V41 so that the R-span is R”. Then, there is, up to scaling, only one R-linear
relation, a vy +- - -+ a, 11V, = 0. Since vy, - - - , v,11 has no Q-linear relation, it follows that the
Q-vector space spanned by ay, - - - , a,4+1 in R is of dimension > 1. Asn + 1 > 3, one can choose
one a; such that the rest of a’s still span a Q-vector space of dimension > 2 (otherwise this means
that the ratio between every pair of a’s is a rational number, which cannot hold). After reshuffling
the index, we can assume that the Q-span of ay, - - - , a,, in R is of dimension > 1. Then, it follows
that any Z-linear combination of vy, - - - , v,, is not a scalar multiple of v,,, ;. Thus, if we take the
orthogonal projection along v,,; of M C R" to R""}, then the images of vy, - - - , v, in R" ! are
still Z-linearly independent, which by induction cannot happen, a contradiction. U

X

This implies first that O} is a finitely generated abelian group, and the torsion part of O is
precisely 11y, and, by the fundamental theorem of finitely generated abelian groups, we have the
decomposition

0% = i x L(OY).

We now only need to compute the rank of L(O};), i.e. show that it is of full rank. We make use
of the embedding we used in the proof of finiteness of class number:

o: K —>R xC° zw (o1(x), - ,00(x),0011(2),  ,0015(T)).

Take R > 0 big enough such that the radius R ball centered at the origin, D(0, R) C R" x C*,
satisfies vol(D(0, R)) > 2" vol(Dy(0y)), where vol(D, (o)) is the volume of a fundamental
parallelopiped of 0 (Ok) C R” x C*. By Minkowski’s theorem, there is a nonzero element o(z) €
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d(Ox)ND(0,R), z € Ox\{0}. (z)] < R™2%, and as Ng g() is
a nonzero integer, there are finitely many possibilities for Ny q(x).
Now consider W C R" x C?,

W= {(z1, ,2pps) ER"XC* : |z a2l at,] =1}
Then consider, for &« = (v, -+, a15) € W, the region
aD(0,R) = {(aqx1, -+ , pys¥rys) ER" X C® ¢ (21, ,2,45) € D(0,R) CR" x C°}.

As multiplying by a gives an R-linear isomorphism R" x C* — R" x C® that preserves the
volume (which is the same as |a; -+ - a2, -+ o2, | = 1), we see that aD(0, R) is a compact,
symmetric, convex region of R” x C* of the same volume as D(O, R). Thus, again by Minkowski’s
theorem, there is a nonzero element o(z) € 0(Ok) N aD(0, R), for € Ox\{0}. Again, by the
same logic, (z)| < R, This implies that () C Ok is of norm < R""%*, and there are
finitely many ideals that satisfy this. As taking a generator out of an ideal is precisely ambiguous
up to a factor of O, this implies that there are finitely many elements y;,--- ,y, € Ok such
that = y;u for some 1 < i < bandu € O.

Then, there is a natural group homomorphism (from multiplicative to additive) L : W — V/,

L(:El,~~~ JxT+S> = (log]:v1|,-~~ ,log]:cr|,210g|xr+1\, T ,210g’$r+3|) eV

Furthermore, the following diagram obviously commutes:

01X<—0>W

d

L(Og)—V

Our observation in the previous paragraph was that, for any o € W, aD(0, R) N o (y;)o(Of) #
() for some 1 < i < b, or if we denote C' = o(y;) " *D(0,R) U --- U o(y,) ' D(0, R), then
aC No(0F) # 0. Iif welet C" = L(C' N W), then this implies that, for any 5 € V, (5 + C") N
L(Og) # 0,0or C" N (= + L(OF)) # 0. This implies that the L(Oj;)-traslates of C’ covers
the whole V. As (" is a compact subset of V/, this is possible only if L(O};) is of full rank! More
precisely, C" — V/L(O%) is continuous and surjective, so V//L(O}) is compact, which is only
possible if the rank of L(Oj) is equal to dimg V' (in general, it is topologically isomorphic to

(Gt )rankz L(OK) x RdimzV—rank; L(OL)) Thus we are done. O

Therefore, this implies that there exist multiplicatively independent units uy, -« , U451 €
O such that every unit u € Oy can be uniquely written as

u:CuTlu:ﬁ:ﬁIla CeuK7m17"'7mT+571€Z'
We call uq, - -+ ,u,1s—1 a fundamental system of units. In general, computing a fundamental

system of units is a very challenging task.
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Example 17.5. (1) We see that O is finite if r + s — 1 = 0, i.e. if either = 1, s = 0 (which
isjustr +2s = 1,ie. K = Q),orr = 0,s = 1 (which means r + 25 = 2, i.e. K isan
imaginary quadratic field). Namely, if K is an imaginary quadratic field, O = ug. This
is something that we kind of expected.

(2) We see that O is of rank 1 if K is a real quadratic field. Then, a fundamental system
of units is just consisted of one unit. As ux = {£1} (because ug = {+£1}), this implies
that, there is a unit € of K such that all units of K are of the form +¢", n € Z. There
are four choices for the generator of the free part: ¢, —¢, e !, —e~!. After choosing a real
embedding K — R, there is only one out of the four units above that is bigger than 1.
This specific generating unit is often called as the fundamental unit of a real quadratic

field.

If d = disc K, then finding the units of K is the same as finding the integer solutions to
the equation

v —dy* =+1 (ifd #1 (mod4)), 2*—dy* =44 (ifd=1 (mod4)).

The above equation is called the Pell’s equation.

Although a fundamental system of units is difficult to compute in general, for real quadratic
fields there is a nice way of computing the fundamental unit (and thus the complete solution to
the Pell’s equation) using continued fractions, which we explain in the rest of the lecture.

Definition 17.6 (Continued fractions). Let » € R be a real number. Then, a continued fraction

of r is the expression
1
r = (ap; a1, a9, ) = ag + ———,
i

where ag, ay, - - - € Z are defined inductively as follows.

e Weletty=randag = [to].

1

i——.— and a; = [t;]. If {; is an integer (ie. t; = a;), we

e Foreach? > 1, we lett; =
terminate the sequence.

By definition, a1, as, - - - > 0. A continued fraction is finite if the sequence ag, a1, - - - terminates
at some point, and is infinite otherwise. A continued fraction is periodic if it is infinite and if
there is a positive integer £ > 0 and N > 0 such that a,,, = a, for any n > N. The minimal
such / is called the period of the continued fraction.

The following is a fundamental result on continued fractions.

Theorem 17.7. Forr € R, its continued fraction is finite if and only if r € Q, and its continued
fraction is periodic if and only if Q(r) is a real qudaratic field.

Proof. That a finite continued fraction gives rise to a rational number and a periodic continued
fraction gives rise to a (necessarily real) quadratic number is clear. Also, a rational number must

169



have a finite continued fraction as the process is just the Euclidean algorithm which must stop at
a finite stage. Thus, it remains to prove that any real irrational number r has a periodic continued
fraction. As the continued fraction after a stays the same even if we add an integer to r, without
loss of generality, we may assume that r > 0.
Note that we have
1 PnZE -+ Pn—l

ag + - )
° a + ot 1 T an + Qn—l

an+%

where (P_1, Py, P1,---) and (Q_1, Qo, @1, - - - ) are the sequences of integers defined recursively

by
P_lzl, P(]:CLQ, Pn:CLnPn_l—i-Pn_ngI'TLZ].,

Q-1=0,Q =1, Qn=0,Qn1+ Qnoforn>1.

The proof of this is a simple induction; the n = 0 case is

1 apx +1
Qo 4+ — = s
X X
and
+ 1 + 1 Pnfl (an—i_%)_'—Pan
a —_— = Q =
’ a + ; ’ ay + 1% Qn—l (an + l) + Qn—Q
il R pr— . *
z n- an+4

(Pnflan + Pan)x + Pnfl o Pn$ + Pnfl
(Qn—lan + Qn—2)x + Qn—l an + Qn—l ‘

The sequences (P,) and (@, ) have the following properties.

e The sequence (Q),) is consisted of positive integers and is strictly increasing. This is
because a,, > 0 for n > 1.

e Foranyn > 1,

Pui P (51" P Pu (D
Qn—H Qn Qn-{—lQn’ Qn+2 Qn Qn+2Qn .

This is because
Pn+1Qn - Qn—i—lpn - (an+lpn + Pn—l)Qn - (an+1Qn + Qn—l)Pn - Pn—lQn - Qn—an

== (=1)""YPQ_1 — QoPy) = (—1),

and
Pn+2Qn_Qn+2Pn = (an+2pn+1+Pn)Qn_(an+2Qn+1+Qn>Pn = an+2(Pn+1Qn_Qn+1Pn) = <_1)nan+2~

170



Given the continued fraction (ag;aq, - - - ), we define the n-th convergent as (ag;aq, -+ ,a,).

Then, by the above formula, (ag;ay, - ,a,) = 5—". Note that, by the above observation, we see
that
. P,
r= lim —.
n—oo

n

Pn(an+l;an+27'“ )+Pn—1
Qn(an+l;an+27'“ )+Qn—1 ’

% and g"‘ll , but the sequence S—" is a Cauchy sequence. Furthermore, the sequence of con-
n n— n n

Rigorously, we see that r = which implies that 7 is a real number between

vergents alternates, i.e.

n—1
P, -1
—— = Qo -+ -1 ¢ .
@n ;( ) QiQit
Thus, as an alternating sum,
P, - 1
r—— < —=—.
Qn QTLQTL+1

Now suppose that r is a root of aX? +bX + ¢ = 0, a, b, c € Z. Then, using the above calculation,
T := (Qp; Gpe1, - -+ ) is a root of
a(Py 1 X + Py o)+ 0(Pa s X 4 Poo)(@Qna X + Qua) + c(Qua X + Qn2)? =0,
or A, X? + B, X + C, =0, where
A, =aP? | +bP,_1Qn_1 + cQ? |,

Bn:2apn 1Pn 2+b( n— lQn 2+Qn l-Pn 2)+20Qn—1Qn—27
C _aP2 2—|-an QQn 2+CQn 2

an
in Qn2

has determinant 41 as observed above, we see that the discriminant is preserved, i.e. b* — 4ac =

B2 —4A,,C,,. Note that ‘r — Q—

Note that this is a change-of-basis of the quadratic form with a matrix ( ) which

m implies that

A, € 2 < € ) e(2ar + b)QnQnH + a€?
——=alr+———| +b|(r++—— | +c= 7
%—1 ( QnQn-H) QnQn-H Q2 n+1

for some |¢| < 1. Thus,

2
Q2 n+1

which means that there are only finitely many possibilities for A,, € Z. Note also that C,, = A,,_1,
so there are also finitely many possibilities for C,, € Z. From b* — 4ac = B2 — 4A,,C,,, it follows
that there are only finitely many possibilities for (A,,, B,,, C},). Thus, there are only finitely many
possibilities for r,,. Thus, r,, = r,, for some n > 0, b > 0, which implies that the continued
fraction for r is periodic. U

1A, < ———((2ar + 0)Q,,Qns1 + a) < 3ar + b,
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Using the continued fractions, we can now find the fundamental unit of a real quadratic field!

Theorem 17.8. Let d > 0 be a squarefree integer # 1 (mod 4), and let K = Q(\/d) C R (sending
Vd to\/d). Let v/d = (ag;ay, as, - - - ) be the continued fraction of /d, which is periodic with period
0. Let (P_1, Py, Py,--+) and (Q_1,Qo, Q1, - - -) be the sequences of integers defined recursively as
in the proof of Theorem 17.7. Then, the fundamental unit of K is

e=Pr 1+ QuVd

P
Qn
irrational number v/d in the best possible way. First, note that the fundamental unit e = =+ y\/c_l

is the solution to x* — dy* = +1 such that =, y > 0 and |y| is as small as possible. This is because:

Proof. The key idea is that the convergents are the rational numbers that approximate the

e foranya = z+wvVd e K, z,w € Q*, exactly two of the four numbers, 24wVd, z—w\d,
— 2+ wVd, —z—w\/d, are positive, and the product of the two positive numbers is | N («)

5

e s0,if z,w > 0, then z + w+/d, being the largest number out of the four numbers 4z +
wV/d, is larger than /| N ()|, and conversely, there is exactly one number out of the four

numbers +2 + w+/d that is larger than /| N (a)];

e thus, the units s + tv/d € O that are larger than 1 are exactly those that s,¢ € N;

e if two units 21 +y1V/d, 5 + yoV/d, with &1, y1, T, y2 > 0, satisfy 21 +11Vd < 20 +1y2V/d,

z2ty2Vd : : zatypVd _ f , ‘
then Y > 1 is a unit, so e tyivd = T3 + ys\/a, x3,y3 > 0, which means

Ty = 1123 + di1Y3, Y2 = Y173 + T1Y3,

so in particular zo > 1 and y, > y;, which implies that the fundamental unit has x, y > 0
and has the smallest |y|.

Now, as 22 — dy? = £1, we have

Yy

1
= < < —,
T (Wd+Vd=T1)yr 2y

y(z +Vdy)
using the crude approximation that 2z > dy? — 1 > (d — 1)y?. This shows that 5 isavery good

rational approximation of v/d.

Claim. If b € Q satisfies
q

1
Vid — ]—)‘ < 202 then P is a convergent to the continued fraction of V.
q q q

Let’s assume this and finish the proof of the Theorem first. The Claim implies that £ is a conver-

v
gent to the continued fraction of v/d, so (x,y) = (P,,Q,) for some n. As A, = P? — dQ?,
and as (P,) is positive and increasing in this case (ap = [V/d| > 0), we see that the fundamen-

tal unit is P, + Qn\/a such that n > 0 is the minimal integer that satisfies A,,.; = =£1 (note
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that (Ao, Bo, Co) = (1,0, —d), but Ay = 1 doesn’t appear as A, in the range n > 0). Note

2
that as 4,1 = Qi((%) — d), and as the sequence ( 5’;) converges to /d as an alternat-

ing sum with difference < 1, it follows that the signs of A, Ay, As, - - alternate, —, +, —,---.
Thus, we are looking for when A,,;; = (—1)""!. Alternatively, we define D,, = (—1)"A4,, E,, =
(=1)"E2, F,, = (=1)"C,, (here B, is always even as b = 0; look at the formula for B,), so that
Tn = (Gp;apy, -+ ) is a root of D, X?>+2E,X + F, = 0, and we have D,, > 0 and F,, < 0,
E? — D,F, =d, F,, = —D,,_,. Note that the roots of D,,X? + 2E, X + F,, = 0 are %3, and

we know that precisely one is positive, which must be %@
So what happens when D,, = 1? This means that a, = —FE, + [\/le, and a,.1 = ay,

etc. Thus, this means that v/d should have a continued fraction that is periodic in the stronger
sense: namely, the whole continued fraction repeats maybe except ay. More precisely, there exists
m € Z such that m + v/d has a purely periodic continued fraction, which means that there
exists ¢ > 0 such that a,, = a,,.¢ for all n > 0. If this is the case, then the fundamental unit is
indeed Py_1 + Qy_1 V/d, as desired. Thus, the Theorem follows from the additional

Claim 2. L\/Ej +Vd has a purely periodic continued fraction.

The two claims will follow from the two lemmas, Lemmas 17.9 and 17.10, after the proof. OJ

Lemma 17.9. Let r € R has a continued fraction r = (ag;ar,--). If 2 € Q, p,q € Z, q > 0,
satisfies
1

2¢%

p
T—_

q

then £ is a convergent to the continued fraction of r.
q

<

Proof. The bound requires more if p, g are not coprime, so we may assume that p, ¢ are coprime.
Suppose that g is not a convergent. If ¢ = @), for some n, then p must be P,, as otherwise

)r — i‘ > L which violates the bound. Thus, we see that there exists n such that ), <

Qn - Qn
q < Qny1 (recall that (Q),,) is a strictly increasing sequence). If |p — gr| > |P, — Q,r|, then

|P, — Qur| < ﬁ, o)

|an_an|:’Z_9 Pn 1 1 < 1

- < + ,
qQn q Qn 2¢2  2Qnq Qg

which implies that pQ,, — ¢F,, = 0, which again contradicts with the assumption that § is not

n

p—qr| < |P, — Q,r|. As the inverse of the matrix (g S"H) is also
n n-+

a convergent. Thus,
1

integer-entried, it follows that there exist u, v € Z such that

p:upn+vpn+1; q:uQn+UQn+1-

Then,
’p - qr! = |U(Pn - Qnr> + U(PnJrl - QnJrlT)"
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Note that ¢ = u@,, + vQ,+1 and 0 < @, < ¢ < @, implies that u, v cannot have the same
sign. As P, — Q,r and P,,1 — Q, 17 have different signs, it follows that u(P, — @Q,r) and
V(P11 — Qny17) have the same signs (0 is assumed to have both + and — sign), so that

p = qr| = [u(Py = Qur) + v(Pria = @niar)| = [ul[(Py = Qur)| + ][ (Payr = Qniar)|.

For this to be less than | P, — Q),,r|, we need u = 0. Then, ¢ = vQ),,11, so v > 0, butas ¢ < Q,11,
v < 1, which is a contradiction. 0J

Lemma 17.10. Letr € R be a quadratic irrational number. Then, r has a purely periodic continued
fraction ifr > 1 and —1 <7 < 0, whereT is the conjugate of r.

Proof. Let r,, = (an; @ps1,- -+ ). Then, r,, = a, + i which implies that 7, = a, + = 1+1. We
claim that for every n, —1 < 7, < 0. We prove this by induction on n, where n = 0 is the base
case as given. Now, assume —1 < 7, < 0. Then, a,, > 1, as a,, > 1 automatically for any n > 1

with infinite continued fraction and ay > 1 by assumption that » > 1. Thus, 7, — a, < —1,

which means that 0 > 7,;7 > —1. This also implies that a,, = {— 1 J

Tn+1
As the continued fraction of r is periodic, we have r; = r; for some 0 < 7 < j. Then, by the

above formula, a;_1 = a;_1, so r;_1 = 7;_1. Thus, we can subtract indices to obtain o = r = r,
for some ¢ > 0. This implies that the continued fraction of r is purely periodic. U

Example 17.11. Consider the case of K = Q(ﬁ ). Then, we consider the continued fraction of
r =7~ 2.64.

1 V742
CLOIL\/?JIQ, Tl:ﬁ—ZZ 3

1 3. VT+1 1 2 VT+1

~ 155, a; = L?”lJ = 1,

) Tl—l \/7_1 9 9 a2 LTQJ ) T3 Tg—l \/7_1 3

1 3 1

az = [r3] =1, 4 o1 Vi—2 VT+ , a=ry) =4, 15
Therefore, ¢ = 4, and the fundamental unit is € = P; + Q31/7, where
P,l:1,P0:2,P1:3,P2:5,P3:8,

QflzoaQU:LQl :17Q2:27Q3:37

which means that the fundamental unit is € = 8 + 31/7. Indeed, 82 — 7-3%2 = 64 — 63 = 1, which
means (8, 3) gives rise to a solution to the Pell’s equation x> — 7y? = +1, and all solutions to the
Pell’s equations satisfy 2 + yv/7 = +¢" for some n € Z (or equivalently either +¢" or +€" for
n > 0).
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Exercise 17.1. Let K = Q(\/E) be a real quadratic field with d > 1 is a square-free integer with
d=1(mod4),ie. disc(K) =d,and O = Z[@].

(1) Show that the continued fraction of

{\/E+1J+\/E—1

2 2

is purely periodic.

Vid—1
2

(2) Let (ag; aq, - - - ) be the continued fraction of , whose period is ¢. Show that the fun-

damental unit of K ise = Pp_; + Qz—l@.

Exercise 17.2. Let K = Q(v/d) C R be a real quadratic field, with d > 1 a square-free integer.
The sign of K is N(K) := Ng/g(€), where € is the fundamental unit of K (i.e. the smallest unit
> 1).

(1) Show that N(K') = —1 if and only there is a unit whose norm is —1. Deduce that N (K') =

—1 if and only if the equation z? — disc(K)y? = —4 has integer solutions z, y € Z.

(2) If d has a prime factor that is = 3 (mod 4), show that N(K) = 1.

(3) Let m be the modulus of K such that my = 1 and m, is the product of the two real
embeddings of K. Show that the natural surjective map Cl — CIl(K) is an isomorphism
if and only if there exists a unit of norm —1.

(4) Using (2) and (3), deduce that if d has a prime factor that is = 3 (mod 4), then there is an
abelian extension L/K that is strictly bigger than Hx and is unramified at every prime
ideal p C Ok (cf. Exercise 16.1).
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18. LECTURES 23 AND 24. DIRICHLET L-FUNCTIONS

Summary. Dirichlet characters; Dirichlet L-functions; Euler product; analytic continuation;
Gauss sums and Jacobi sums; functional equation; analytic proof of quadratic reciprocity; an-
alytic proof of Fermat’s p = 2% + y?; analytic proof of cubic reciprocity; Bernoulli numbers.

Content. We will eventually see that the periods can tell some nontrivial information about the
class number and the units. To compute the periods, we need the notion of L-functions. The
most basic L-function is that of Dirichlet characters.

Definition 18.1 (Dirichlet characters). A Dirichlet character y of modulus m (or mod m in
short) is a multiplicative homomorphism

X : (Z/mZ)* — C*.

By multiplicativity, any Dirichlet character  satisfies x(—1)? = 1. The Dirichlet character  is
even if y(—1) = 1, and odd if y(—1) = —1.

If m|n, then a Dirichlet character x mod m can be regarded as a Dirichlet character mod n by
using the natural map

(Z/nZ)* — (Z/mZ)* % C*.

Any Dirichlet character mod n arising from a Dirichlet character mod m for m|n, m < n, is
called imprimitive. If not, we call it primitive. Every Dirichlet character  arises from a unique
primitive Dirichlet character whose modulus is called the conductor f, of .

In general, given a finite abelian group G, a character of GG is a homomorphism y : G — C*.
The set of characters of G forms an obvious abelian group by entrywise multiplication, and this
group is denoted as GG. The identity element in G is called the principal character, defined as
1(g) = 1, and the inverse of x € G is Y. The principal Dirichlet character of modulus m is often
denoted as 1,,.

Theorem 18.2. Let G be a finite abelian group. Then, G = G; in particular, G is a finite abelian

group.

Proof. By the fundamental theorem of finitely generated abelian groups, G = (Z/myZ) x - -+ X

(Z/myZ). Then, a character x : G — C* is determined by a tuple ((y,--- ,(x) where ("' =
- = (" = 1. Thus, G = [y, X +++ X [, , Where p,, C C* is a multiplicative group of n-th

roots of unity. As p,, = (Z/nZ) as abelian groups, we are done. O

The following is typical in the representation theory of finite groups.

Theorem 18.3. Let G be a finite abelian group.
(1) Let x,v € G. Then,

> x(g)e(g) =

geG

In particular, 3 . x(g) = 0 for x # 1.

0 otherwise.

{|G| ifx =
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(2) Let f : G — C be any function. Then, f is a linear combination of the characters of G. More
precisely, [ = > & ayX, where

o= i 2 HoXa).

geG

(3) The characters are linearly independent over C. More precisely, if there exist a, € C for each
X € G such that eré ay X is zero, namely if

D ax(g) =0, geg,

x€G
then a, = 0 forall x € G.

(4) Let g, h € G. Then,

0 otherwise.

x€G

ZMQ)W: {|G‘ ifg=nh

Proof. (1) Let ¢ = x¢~' € G. Then, we would like to show that > gec plg) = 0for p # 1.
For ¢ # 1, there exists h € G such that ¢(h) # 1. Then,

p(h)D elg) =D elgh) = elg),

geG geG geG

50 Y e p(g) = 0.
(2) Note that, forg € G, g # 1, 3 cax(g9) = 0; as thereis ¢ € G such that ¥(g) # 1,
vl9) D_x(9) = >_v(9)xl9) = 3 x(9):
xeG e ve@
Now, the statement we want to prove is true as

S alg) = é SN FxR)x(o) = |_c1;| > 50 Yo xoh ™) = (o)

€@ €@ heG heG xeG

(3) Since (2) implies that a |G|-dimensional C-vector space, the vector space of functions
f : G — C, is spanned by the characters in G, which is of order |G
independent.

, they are linearly
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(4) Asx(g9)x(h) = x(gh™'), we may assume that & is the identity. By induction, it is sufficient
to prove when G is a cyclic group, say G = (Z/mZ). Then, for g = n € (Z/mZ),

Sxtg) =Y e,

xEé J=1

and this is easily seen to be zero if n # m, and is m if n = 0.

O

Given a Dirichlet character x of modulus m, we oftentimes regard it also as a map Z — C
such that x(n) = 0 whenever (n,m) # 1.

Definition 18.4 (Dirichlet L-functions). Let x be a Dirichlet character, regarded as amap Z — C.
The Dirichlet L-function of y is defined as

L(s,x) == Z X(n)

nS

n=1
This expression defines a holomorphic function in s in the region Re(s) > 1.

Example 18.5. Let x be the trivial Dirichlet character of modulus 1. Then, L(s, x) = ((s) is the
Riemann zeta function.

The Dirichlet L-function, like the Riemann zeta function, has an infinite product expression,
called the Euler product.

Theorem 18.6. Let x be a Dirichlet character of modulus m. Then, for Re(s) > 1, we have an

expression
o= ] (1_x(p))1‘

s
p rational prime p

In particular, if x is induced from a primitive Dirichlet character X, then

2s0 =16, DT (1- X2

pS
plm

Proof. Formally both sides coincide, and the fact that they coincide as numbers follows from
simple convergence argument. U

Here comes the crucial main analytic property of the Dirichlet L-functions.

Theorem 18.7. Let x be a Dirichlet character of modulus m.

(1) (Analytic continuation) The Dirichlet L-function L(s, X ), a priori only defined forRe(s) >
1, has an analytic continuation as a meromorphic function on C. The only possible pole can
appear at s = 1, and the pole appears if and only if x is a principal Dirichlet character,
in which case L(s, x) has a simple pole at s = 1. In other words, if x is not principal, the
analytic continuation of L(s, x) to the whole s € C is an entire function.
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(2) (Functional equation) The Dirichlet L-function has a functional equation, relating L(s, x)
and L(1 — s,X). More precisely, if x is a primitive Dirichlet character, then if we define

A(s,y) == <@> 5 (S;a) o), o= {0 if x is even

T 1 ifx isodd,

then

Mo = 200MI = 5,0 =0 = 0%, GO = Y (e

The quantity G(x) is called the Gauss sum, and |G(x)| = \/m, so that |e(x)| = 1.

n=1

Proof. By the relation between the Dirichlet L-function for imprimitive Dirichlet characters and
primitive Dirichlet characters, we only need to prove both (1) and (2) for primitive Dirichlet char-
acters. We will prove everything simultaneously, using the theta series, just as the functional
equation to the Riemann zeta function is usually proved. Recall that the Gamma function I'(s)
has an integral representation when Re(s) > 0,

o d
I'(s) = / yse’y—y.
0

Y

In particular, for any r > 0, the change of variables gives

> d 1
/ yre = = 1 (s).
0

y o
If we define the theta series to be
. —7n?
Ouliy) = x(n)e™™, y >0,
nez

2

—mn?y —Tmny

then this is identically zero if x isodd, andis 2 ) | -, x(n)e if yiseven,andis 14+23 . e
if x = 1. Thus, when Y is even and nonprincipal and Re(s) > 1,

- é0)((7’y) dy_ s —7rn2ydy_ -3 S
| R = Yo [ yhem Y - i (3) L),

Yy 1 0

and for y = 1,
o S 0 ] - ]_ d S
[Tt i (%) ¢
0 2 Y 2
Note that, for x even and non-principal, 6, (iy) decays exponentially as y — +o0, so for any

€ > 0, the integral
: 2y
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defines an entire function on s € C, and similarly fe > yg %%. The behavior of the integral

| and the functional equation comes from the functional equation for the theta series:

by(in) = =00, ().

m\/y x m2y

This is a standard application of the Poisson summation formula.

Definition 18.8 (Schwartz function). A smooth (i.e. C*) function f : R — C is called to be a
rapidly decreasing function if, for any N > 0, lim, 4., |z|" f(z) = 0. A smooth function
f + R — Cis called to be a Schwartz function if any n-th derivative of f, foralln > 0, is a
rapidly decreasing function.

Example 18.9. A typical example of a Schwartz function is

f(z) = e’ p(x)is an even degree polynomial in variable z with the negative leading coefficient.

T

2. .
For example, e™*" is a Schwartz function.

Theorem 18.10 (Poisson summation formula). Let f : R — C be a Schwartz function. Then,

Yo fm) =" ),

nel nez

where fA: R — C is the Fourier transform of f,

f(:ﬂ) _ /Re_%mf(t)dt,

which is also a Schwartz function.

The proof of this can be found in any standard text in Fourier analysis, which uses the fact
that the function

F(a) =3 fa+n),

neL

is a 1-periodic function, which has a Fourier series expansion, whose Fourier coeflicients are

-~

actually given by f(n).
Applying the Poisson summation formula to f, ,(z) := e (") since

2mixb
e m _ 7T

e m2y ,
my/y

2

() =

Oty = S x®Y e = N )Y fum = Y x0)Y fu)

be(Z/mZ)* nez be(Z/mZ)* nez be(Z/mZ)* nez
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- Z X(@Z;;ye_%:% e—%gi Z X(b)e%,

As

b (77) ~ e e X m),

the functional equation for the theta series will follow if

ST xS = Gl)x(n),

be(Z/mZ)*

for all n € Z. If n is invertible mod m, then {nb : b € (Z/mZ)*} is a rearrangement of
(Z/mZ)*, so the identity holds as

Sooame T =x(n) Y. xmb)e =x(n) Y. xden =xm)G).

be(Z/mZ)* be(Z/mZ)* be(Z/mZ)*

27minb

Thus, we are only left with showing that ), _ (Z/mZ) x(b)e"m = 01if n is not invertible mod m.
Suppose that (n, m) = % > 1. Then, for any = € (Z/mZ)* that x = 1 (mod d),

ST =x@) Y. xa)e T =x@) Y xa)e T =x@) Y x(b)e

be(Z/mZL)* be(Z/mZ)* be(Z/mZL)* be(Z/mZ)*

If x(z) = 1 for any such z, then it means that x is induced from a Dirichlet character of modulus
2, which contradicts the primitivity of x. Thus, this implies the desired statement.
From the functional equation of the theta series, for y even and non-principal,

o0 ; 1-s 0o (4
73T (g) L(s,x) = / y2 Ox(iy) dy + / gz QX(Zy)@’
L 1

2 ¥y G 2y

m

and both integrals now define entire functions in s. As the Gamma function has no zeros, L(s, x)
has an analytic continuation as an entire function. Massaging this equation also gives the func-
tional equation. For the odd x, one instead uses the theta series

o, —an2
Oyliy) = x(n)ny/ye ™,
nez
and proceed similarly (see Exercise 18.1). Finally, for x = 1, we have

: 1
s (S _ [T s0h(iy) —Ldy - ;Ql(zy)_\/@dy
g F<§><<S>—/1 yTg+/l vy
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which gives an analytic continuation of ((s). This implies that ((s) may have simple poles at
s =0and s = 1, but as I'(s) has a pole at s = 0, ((s) has a simple pole only at s = 1.
Note that x(—1)G(x) = G(X), and

be(Z/mZ)*

for all n € Z. Therefore,

gp(m)|G(X)’2 = Z Z X(a)X(b)e%mr(naib) — Z Z mn(a b)

n=1 a,bc(Z/mZ)* a,b€(Z/mZ)*

=m Y xl(a)x(a) =mp(m),

a€(Z/mZ)*

which gives the desried result. U

The following is a famed result which we will see as a consequence of the analytic class
number formula we will see in the next section.

Theorem 18.11. Let x be a nonprincipal Dirichlet character. Then, L(1, x) # 0.

The Dirichlet L-functions are holomorphic functions that themselves have little to do with
algebra, but the numbers appearing in various formulae regarding the Dirichlet L-functions (e.g.
values at certain points, Gauss sum, residue at a pole) encode a surprising amount of arithmetic
information.

Firstly, the Gauss sums can actually be used to prove quadratic reciprocity; this is the “analytic
proof” (or “homological proof”) of quadratic reciprocity.

Analytic proof of the quadratic reciprocity law. Let p, ¢ be distinct odd rational primes. We want

to show that
p q p=lg—1
- — )l =(—=1)2 2 .
(2)(5) =

n

Consider the Dirichlet character x,(n) := <;> of modulus p, and similarly x,, a Dricihlet char-
acter of modulus ¢g. The product x,X, is a primitive Dirichlet character of modulus pg. Note

that
p-1 ol 2 2 p—1 ik m 2mi(gn+tpm)
G(XP)G(Xq):ZZ( >( )“ © (p) <E>e T
n=1 m=1 _

n=1

Since gn + pmfor1 <n <p—1land 1 <m < g — 1 goes over all classes in (Z/pqZ)*,

p—1 g—1 p—1 q—1

qn + pm qn + pm 27”(qn+pM) qn 27i(gn+pm)

Xqu § E ( ) ( q ) - ( ) (—) e Pa .
1 1

n=1 m=1 n=1 m=
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Thus,

G(XpXq) _ (E) (g)
G(XP>G<XQ> q p
Note that, for any prime p,

P 3 P 2min P 27mim?
£ ()7 )£
n=1

n=1

Here, the last equality comes from the fact that, if m runs from 1 to p, m? (mod p) hits nonzero
quadratic residues twice and 0 once. Similarly, for any distinct primes p, g, we firstly have

Pa n 2min L n 2min a 2mipm
Z(—)QMZZ(—)@M e ra =0,
n=1 p n=1 p m=1
so we have
P n n 2min P4 n n 2min Pa 27rin2
G(XX): (—> <—) e ri = ((—>+1> ((—)+1)em = e ra
e ; p) \4 ; p q ;

Here, similarly, the last equality comes from the fact that, if m runs from 1 to pq, m? (mod pq)
hits quadratic residues coprime to pq four times, quadratic residues that are multiples of p or ¢
twice, and 0 once. Thus, the quadratic reciprocity law is a consequence of the following

" Vh ifh=1 (mod4)
Claim. If, f itive odd int h, Sy = , then S), = -
alm or ap051 1ve O m eger h Z e h en op {Z\/E lfh _ 3 (mod 4)

n=1

There are various proofs to this; we present a complex-analytic proof. Consider the function

2miz2

e n
e2miz _ 1’

fu(z) =

which is a meromorphic function with simple poles precisely at the integers, and

27rin2

e h
Resz:n fh(z> = 5

271

so if we let C'y be the contour which is a parallelogram that has Im(z) = £V as the horizontal
sidesand z = —% +(1+d)tand z = h— % + (1+1)t as the vertical sides (expressed as parametric
equations in variable ¢), by Cauchy’s integral formula, we have

fh(Z)dZ == Sh.
Cn

If 2 = z + iy, we have
_dmzy
e

h
< — .
|fh(z)| — |6_27ry N 1|
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Thus, the integral on the horizontal sides goes to zero as N — +oc. Thus, if we let L; and L, be
the slope 1 lines (going upwards) passing through —% and h — %, then

Sy = /L Fal2)dz — /L Ful2)dz.

fulz +h) =™ f(2),

Note also that

SO

. . miz? . miz? miz?
Sh = / (€™ = 1) f(2)dz = / (€2 4 1)e " dz = / X e —|—/ e dz
L1 L1 L1 Ly

2_ p2

27ri(22+hz) 27riz2 2 (Z 7T) 27riz2
= e dz+ e h dz= e R dz + e r dz,
Ly Ly L1+% Ly

where L, + % is the contour L; shifted to the right by % Since the integrand decays exponentially
away from the imaginary axis fast as the imaginary part goes to infinity, by Cauchy’s integral
formula, we can shift the contour without changing the integral, yielding

27”.(227%) miz? juss miz? s} .
Sp = / e z dz+/ e W dy = (e_Th + 1) / e dzy = (e_Th + 1) \/ﬁ/ 627”22dz,
L L L 3

s Ly 1 . .
where again i is the contour L, scaled by - By the same reasoning, we can shift the contour

LL 50 that the contour passes through the origin. We claim that

vh
. 1 )
/62mz2d22 +7’7
I 2

for any positive slope line L (going upward) passing through the origin. If the claim is true, then
if h =1 (mod 4), then S, = LHU=VE — \/j and if h = 3 (mod 4), then 5, = SV — /7,

2
which is what we want. By the same reasoning as above, it is easy to see that the integral does

not depend on the slope, so let’s assume that L is the slope 1 line. Then,

. e o o 1+4¢ [ 1412
/ ez = / (1 4 4)dt = (1 +1) / et dt = "2” / e ™ dt = ;LZ,
L —_ —

o0 —00 [e.9]

as desired. O

For two Dirichlet characters v, x, the quantity

G(hx)
G)G(x)’

is very interesting, as used in the above analytic proof of the quadratic reciprocity law. This is
also useful when 1), x are of the same conductor, and even has a name to it.
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Definition 18.12. Let p be a rational prime. For 1, x two Dirichlet characters of conductor p
such that ©x # 1,, then the Jacobi sum is

G(x)G(Y)
G(xv) -

Lemma 18.13. Let p be a rational prime, and let 1, x be Dirichlet characters of conductor p such
that 1)x is not principal. Then,

J(,x) =

T, x) =D x(a)v(1 —a).

Proof. Note that

GOOGW) = 3 wmyum)e™ 5™ =3 xm)w—m) + 33 xm)d(a — m)e 5
= 0(=1) Y xm)vm) + 3D x (5) v (1 - ) w@(a)e T
= X)L = n)x(a)p(a)e > = Glx) D x(a)e(l - a),
as desired. O

Now we can give an “analytic proof” of Fermat’s theorem that any prime = 1 (mod4) is a
sum of two squares.

Analytic proof that a prime = 1 (mod 4) is a sum of two squares. Let p = 1 (mod 4) be a rational
prime. Then, as 4 divides p — 1, there is a surjective group homomorphism y : F — Z/4Z. By
identifying 7 /47 with ;14 C C, we can see x as a Dirichlet character of conductor p. Note that
|J(x, x)| = /P from the size of the Gauss sums, but also by Lemma 18.13, J(x;, x) is an integer
linear combination of 7 and 1, so J(x, x) € Z[i]. Thus, J(x, x) € Z[i] has norm p, so we actually
explicitly constructed an element Z[i] whose norm is p. 0

The Jacobi and Gauss sums can also give an “analytic proof” of the cubic reciprocity law!

Analytic proof of the cubic reciprocity law. Let K = Q((3) and m, m € O be distinct primary
primes, with N(m;) = py, N(m3) = pe. Here, we will only prove the case p; = ps = 1 (mod 3),

which is the most difficult case. We can consider, for j = 1,2, x;(n) := (Wl) as a Dirichlet
J

character mod p;. Then, J(x1, x1) € Z[(3], whose norm is p;, thus a prime number. Note on the
other hand that x? = X7, so

_ G<X1)2 _ G(X1)2 _ G<X1)2 _ G(X1)3
M) =G0y T em T weneon - m
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as x1(—1) = x1(—1)3 = 1. Therefore,

p—1 ) 3 271
2771(1 2mia .2mia — 1
J(x1,x1) =G (le ) le > :Ze?’ » :3_2T1—1—2(m0d3)
a=1 e r —

Therefore, it follows that J(x1, x1) is a primary prime, so J(x1,x1) = m. In particular,
G(X1)3 = P17

Note that, for j = 1, 2, 7;, the complex conjugate of 7;, is also a primary prime. Let ¢;(n) :=
<::]> Then, G(31)® = pi7. Thus,

pa—1

G = (m7) e

= x2(p177) (mod ma),

or
G(Y1)P? = G(Y1)x2(p171) (mod 7).
On the other hand,

i pi—l p1—1
G(¢1>P2 = (Z 77/)1 e ;r;a) Z 1/} P2 P2 ;r;a o Z 77/) 2mia

a=1

p1—1

= Z U1 (paa)e”™ = V1 (p2)?G (1) (mod 7y),

so we have
(2 (p2)2 = X2(p171) (mod 7).

Since both are in 3 C K, them being congruent mod 7, is the same as them being equal;

() (p2)2 = Xa2(p17m1)-

Note also that 11 (p2) = pz (mod 77), which implies that ¢y (p3) = p, ®  (mod m), or 1)1 (p2) =
X1(p2)- Since ¢ (p2) ¥1(p2)?, we have

X1(p2) = x2(p171).

We can switch the roles to obtain various equalities:

x1(p2)® = x2(mim1),  v2(p1)® = xa(pa™2),  x2(p1)® = xa(pamma),
Thus we have

X1(ma2)xa2(p177) _ X1(pam2) _ xa(p1)?
X2(p177) x2(pim)  xe(pimi

()-@)

X1 (m2) = ) = Xa(m1),

or



Another arithmetically interesting numbers coming out of the Dirichlet L-functions are the
values of Dirichlet L-functions at certain numbers, in particular at the integers, which are ex-
pressed in terms of the (generalized) Bernoulli numbers.

Definition 18.14 (Bernoulli numbers). The Bernoulli numbers By, By, - - - are a sequence of
rational numbers defined as the coefficients of the power series as follows:

X >\ B o,
eX—lzz_%FX

More generally, let x be a Dirichlet character of modulus m. The generalized Bernoulli num-

bers By, B, - - are a sequence of algebraic numbers defined as the coefficients of the power
series as follows:
m oo
XetX By on
DXl Sy = > X
a=1 n=0
Note that B, ; = B, except B 1, for which B; = —% whereas By 1 = %; this disparity comes

from the only appearance of pole in the Riemann zeta function and not in the other Dirichlet
L-functions.
The generalized Bernoulli numbers can be computed using the Bernoulli polynomials,

B, (X) = é (Z‘) B X",

from which, for a Dirichlet character of modulus m,

= ”IZX w(a/m).

In particular, B, , € Q(x), where Q(x) is the trace field of y, which is the smallest number
field that contains x(a) for all @ € N.

Example 18.15. The first few Bernoulli numbers are:

1 1 1
By=1, Bi=-3 B=g By=0, Bi=-,

1
Bs=0, Bg=—.
27 67 5 ) 6 49

There is an obvious pattern, which is in fact true in general:
Proposition 18.16.
(1) For an odd integern > 1, B, = 0.

(2) For a Dirichlet character x of modulusm > 1, B,,,, = 0 if (—1)" # x(—1) (i.e. if n is odd
and x is even, or if n is even and x is odd).
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Proof. (1) This is an easy consequence of the fact that E);X—_l + % = ;{(;g(_ei; is an even function
in X, as
—X — Xe X B —XeX - X B X + Xe¥

20X —1)  2(1—eX)  2(eX-1)

(2) Let f(X)

ZZL:_II x(a) fn?;: (the sum can end at a = m — 1 as m > 1). Then,

m—1 _XefaX m—1 Xe(mfa)X

F(=X) =) xa) =5 =x(=1) Q_x(~a)—m— = x(=Df(X),

from which the statement follows.
O

We will see in a few lectures that these harmless-looking rational numbers have in fact a lot
to do with the arithmetic of cyclotomic fields. In the meantime, we notice the relation between
the generalized Bernoulli numbers and the values of the Dirichlet L-functions at the integers.

Theorem 18.17 (Values of the Dirichlet L-functions at the integers). Let x be a primitive Dirichlet
character of conductor m.

(1) For a positive integern > 1,

BTL?X
n

L(1—n,x)=—

In particular, L(1 — n,x) € Q(x), and L(1 —n,x) = 0 if (—1)™ # x(—1) (i.e. L(s,x)
vanishes at the negative odd integers when X is odd, and at the nonpositive even integers
when x is even, with an exception ((0) = —%) These zeros are called the trivial zeros of

the Dirichlet L-functions.
(2) Let x be even. For a positive integern > 1,

7T2n

2m?2n (_2/2) (n!)?

L(2n,x) = —G(x)

BQn,x-

In particular, % €Q.

(3) Let x be even. For a nonnegative integer n > 0,

27r2n . L(s,%)

- lim .
m2n+1 (n;§> (n!)2 s——2n s+ 2n

L2n+1,x) = (-1)"G(x)

(4) Let x be odd. For a nonnegative integern > 0,

7T2n+1

B, .
m2n+l (_2/2) (nh)2(2n + 1) antlx

L(2n+1,x) =iG(x)

In particular, % € Q.
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(5) Let x be odd. For a positive integern > 1,

22—t ) L(s,X)
. im ————.
m2n (";E) (n _ 1)!71! s—1-2ns+2n —1

L(2n,x) = (-1)"iG(x)

Proof. Note that (2), (3), (4), (5) are the consequences of (1) and the functional equation, with some
facts such as B,y = B,,,, ['(n) = (n — 1)! for a positive integer n, Res,__, ['(z) = (_nl!)" for a
nonnegative integer n, and for a nonnegative integer n,

F(%—i—n) _ (”;%>n!ﬁ, F(%—n) :%.

We now prove (1). We start from

> d o d
['(s) :/ yse_y—y :/ nsyse_"y—y,
0 Y 0 )

which holds for Re(s) > 1. From this, we get, for Re(s) > 1,

P(s)L(s, ) = / ) (me)e"y) L

n=1

Let Py (X) = > 207, x(n) X" =370 x(a) X 3207 X = 3700 x(a) 1—X;m' Then, I'(s)L(s, x) =

fooo Px(e*y)ysd—;. We want to take this integral representation and perform the analytic continu-
ation of the product I'(s)L(s, x) by doing integration by parts with u = P, (¢7¥) and dv = y*~*,
using that I'(s + 1) = sI'(s). The problem is that P, (e”¥) diverges as y — 07. Thus, we consider
the modifed version, L*(s, ) = (1 — 2'7%)L(s, x). Then, we find that

P(s)L7(s, X) = / ) Rx<ey>ysz—y, Ry(X) = Py(X) — 2P,(X?).

This has an advantage, that

m

1— Xm 1_X2m X2m71+,_,+1

RX<X>=ZX<G>( X, X ):ZX@XQX%XWQ—w...H)_<Xa—1+...

a=1

m—2a

which now has the property that limy_,o+ R\ (X) = > | x(a)%=
limy 400 By (X) =0. Letry 4 (y) = (%) R, (e7Y). Then, by integration by parts,

is a finite number, and

s

" Yo |Y=> 1 & s dy 1 e s dy
P(s)L7 (520 = ro®) | )~ ;/ 1 (y)y “? == ma®y “?
- 0 0

as 7, 0(y) decays exponentially as y — 400, so
dy

D(s + DI*(s,x) = — / Pl L
0
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By a repeated application of integration by parts, we get, for any £ > 0 nonnegative integer,

s+ L (s = (1) [ ) sl L

The integral on the right defines an entire function on Re(s) > —k. Now applying this to k = n
and s = 1 —n, we get

(1= 2)L(1 —n,x) = (—1)" / @)y = (—1)" 1 (0).

Note that
rvo(y) = P(e™V) — 2P (e %),
e =3 v (B
X A pp— k! ’
a=1 k=0
SO
- By 1
reolt) = 3 (~1H(1 - 20 Py
k=0
Therefore,
1- 22— = (0 (LY raw)| = iy - am B
’ dyn=1) %© y=0 n '
or L(1 —n,x) = —By,/n, as desired. O

Example 18.18. For example, Theorem 18.17(2) applied to the Riemann zeta function implies
that

7T2n
2n) = ——————Ds,.
TG E TR R
This replicates the known values:
2 2 ol —t -
‘@ 2(71A) 6 ¢@n) 8("/3) 7 303 90’

Note that Theorem 18.17 tells us that L(s, x) evaluated at the nonpositive integers are alge-
braic numbers, and half of them are zeros. Furthermore, L(s, x) evaluated at the positive integers
with matching parity with x is an algebraic number times a precise power of 7. It is a well-known
fact that 7 is a transcendental number, ie. T ¢ Q, so we know the transcendence of L(s,x)
at the positive integers with matching parity.

What about the values of L(s, x) at the positive integers with different parity from Y, i.e.
the cases of (3) and (5) in Theorem 18.17? Note that the limits appearing in the statement are
the leading coefficients at the zeroes of Dirichlet L-functions; indeed, if y is even, L(s,X) has a
zero at s = —2n, and lim,_, o, Lsiféi)
L(s,X) at s = —2n, and similarly for y odd case. These cases include the values of ((s) at the
positive odd integers > 1. In fact, the following is expected.

is the leading coefficient of the Taylor series expansion of
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Conjecture 18.19 (Folklore). For a Dirichlet character x and a positive integern > 1, L(n, x) is a
transcendental number (i.e. L(n,x) ¢ Q).

Other than those covered by Theorem 18.17, the progress is minimal; the only progress so far
is that ((3) ¢ Q (Apéry, 1978)*°. Note that only the irrationality is known, not the transcen-
dence!

Finally, we record the Generalized Riemann Hypothesis (GRH):

Conjecture 18.20 (Generalized Riemann Hypothesis). Let x be a Dirichlet character. If s = z is

a non-trivial zero of L(s, x), then Re(z) = 3.

Exercise 18.1. Let x be a primitive odd Dirichlet character of modulus m, and let

= Zx(n)n\/ﬂe’“"zy, y > 0.

nez

(1) Show that, for Re(s) > 1

. SJZrlF(S—i_l)L(S,X):/ y%ex@y)d_y.
2 0 2y

(2) Using the Poisson summation formula, show that

i) = o (%)

Hint. The Fourier transform of f(z) = ze~™" is f(z) = —ize ™.

Exercise 18.2. Let x be a Dirichlet character. Note that the Euler product expansion of L(s, x)
implies that, for Re(s) > 1,

log L(s, x) = Zlogl— p~°).

p prime

(1) Show that, for Re(s) > 1

log L(s, x) = ZZX

p prime n=1

n —ns

and the double infinite sum on the right hand side is absolutely convergent.

30In March 2024, Calegari-Dimitrov-Tang announced the proof of L(2, x3) ¢ Q, where 3 is the unique non-
principal Dirichlet character of modulus 3.
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(2) Show that there exists a constant C' > 0 such that for any x and Re(s) > 1,

log L(s,x) = Y x(p)p~*| < C.

p prime

(3) Letn > 1,and let a € (Z/nZ)*. Show that

—1 via) —s
>~ x(a)log L(s, x) | — ) P <C.
p(n) — A
XE(Z/nZ)* p prime, p=a (modn)

Deduce that there are infinitely many primes that are = a (mod n).

Hint. Show that lim,_,;+ Zp prime, p=a (modny P * diverges.

Exercise 18.3. In the notes, we provided the “analytic” proof of the cubic reciprocity law between
two primary primes lying over the rational primes = 1 (mod 3). In this exercise, we supplement
this with the proof of the remaining cases of the cubic reciprocity law.

Recall that a primary prime in Z[(3] is either 7 € Z|w] with N () a rational prime = 1 (mod 3)

or a rational prime p = 2 (mod 3). For primary primes 7, w2 € Z[(3], :—;) € {1,(3,¢3} is such
that -
N(mg)—1
<ﬂ> =m ° (modm).
U

(1) If m; = q is a rational prime = 2 (mod 3), show that any integer coprime to ¢ is a cube
mod g. Deduce the cubic reciprocity law in the case when both 7y, 75 are rational primes
= 2 (mod 3).

(2) Suppose that m; = ¢ is a rational prime = 2 (mod 3) and 7, = 7 is such that N(7) = p
is a rational prime = 1 (mod 3). Let x(n) := (2) be a Dirichlet character mod p. From
G(x)? = pr, show that

G(y)" = (g) G(x) (mod g).
(3) Show that
GH)T = Zx(a)em;q2 (mod q).
a=1

(4) Deduce that

Exercise 18.4. Let n be an even positive integer.
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(1) Show that, for any m > 1.

m

B, =m"""> " B,(a/m).

a=1
(2) Show that the denominator of B, is a square-free integer.

Hint. You need to show that v,(pB,,) > 0 for any prime number p. Use (1) with m = p

to get
P n
an - Z Z (f'ZJ)])ZBZCLn_Z

a=1 =0

Now, use induction on n.

(3) Show that, for any prime p,

B = {—1 if (p—1)|n (modp)

0 otherwise

This implies that B,, + > Lis an integer.®!

p primes such that (p—1)|n p

Hint. From the identity used in the Hint of (2), one has

p

pB, = Z (a" + anla”_l) (mod p).

a=1

Then, show that v,(npB;) > 1.

31This result is often called the von Staudt-Clausen theorem. This in particular implies that 6 always divides
the denominator of B,,.
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19. LECTURE 25. THE ANALYTIC CLASS NUMBER FORMULA

Summary. Dedekind zeta function; regulators; analytic class number formula; calculation of
the class number; upper bound on the class number.

Content. We now study the information carried by an L-function associated with a number
field, called the Dedekind zeta function.

Definition 19.1 (Dedekind zeta function). Let K be a number field. The Dedekind zeta func-
tion (x(s) is defined as

Ck(s) = Z N(la)s’ Re(s) > 1.

aC Ok nonzero ideals

Example 19.2. The Dedekind zeta functions are generalizations of the Riemann zeta function,
as (o(s) = ((s).

Lemma 19.3. For a number field K, the Dedekind zeta function (i (s) has an Euler product expres-

sion
1

Ck(s) = 11 (1-N@®)™)"", Re(s) > 1.

pC Ok maximal ideals

Proof. Easy. U

The Dedekind zeta function, just like Dirichlet L-functions or any other L-functions, has
analytic continuation and functional equation. We will however focus more on the poles and
the residues of (f (), which is encoded by the analytic class number formula. To state it, we
need one more definition.

Definition 19.4 (Regulators). Let K be a number field, with r real embeddings o4, - - - , 0., and s
pairs of complex embeddings, {011,051}, , {Or+s, 0rts}- The regulator of K, denoted Ry,
is the volume of a fundamental parallelopiped of m(L(O%)) C R™*~! where

L OI><( - RH_S, X = (log |01($)’7 e ,log |Ur(x)|7 210g |0r+1(x)|7 e ,210g |0-r+s(x)|)a
is the map considered in the proof of Dirichlet unit theorem, Theorem 17.1, and
(I RT+S — RT+S_17 (tlv e )tr+s) = (tl) T 7t7’+8—1>a

forgets the last coordinate.

In other words, if uy, - - - , u,15—1 is a fundamental system of units of K, then
log [y (u1)] log [y (uz)] log o1 (tr+5-1)]
ol | dogle )l ol loglor )
2log o1 (w)|  210g loysa(uz)] <o 2108 o (ttrssa)]
2108 0o 1(1)] 2108 o ()] 210 |0y ar (tr e
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Lemma 19.5. Forany 1 < i < r + s, the regulator Ry can be computed by using 7; : R™"* —
R"*5~1 which forgets the i-th coordinate.

Proof. This is because the (r + s) X (r + s — 1) matrix

log [y (u1)] log |01 (us2)] log |01 (tr45-1))]
log o (u1))| loglov(ug)] -+ logloy(urys-a)]
2logoyi(w)|  2loglovsi(uz)| - 2loglovy(urps—1)] |
2log |ovys—1(u1)| 2log|opis—a(ug)| -+ 2log|owys—1(tris—1)]
2 10g |JT+S (u1>’ 2 log ‘O-T+S (u2>| e 2 lOg ‘O-r+s (ur+sfl)|
has the property that each column sums up to zero. U

Example 19.6. Let K be a real quadratic field, regarded as a subfield of R, and let €)x be the
fundamental unit. Then, Rx = log €.

Now we can formulate the analytic class number formula.

Theorem 19.7 (Analytic class number formula). Let K be a number field of degree n, with r real
embeddings and s pairs of complex embeddings. Then, the Dedekind zeta function (i (s) has an
analytic continuation to a meromorphic function on the whole complex plane, with only one simple
pole at s = 1, with residue

. . . QT(QF)SRKhK
e = el

It’s very surprising that the residue of the Dedekind zeta function, an analytic quantity, is
related to a bag of algebraic quantities we have defined so far! We will not try to prove the
analytic class number formula in this class; the proof is elementary but time-consuming.*® An
application of the functional equation, which we also do not bother to state, gives an equivalent
statement for the Dedekind zeta function at s = 0;

Theorem 19.8 (Analytic class number formula, alternative version). Let K be a number field
of degree n, with r real embeddings and s pairs of complex embeddings. Then, the (analytically
continued) Dedekind zeta function (x (s) has a zero of orderr + s — 1 at s = 0, and

! (k(s)  hxRg
1m = — .
5—0 Sr-i—s—l #MK

The analytic class number formula is extremely useful both computationally and theoretically.
Firstly, there is a relation between the Dedekind zeta function and the Dirichlet L-functions.

32The basic idea is to estimate the number of integral ideals of norms < n and to use the so-called
Abelian/Tauberian theorems. The class number appears as you can partition the integral ideals according to
their ideal classes, and the regulator appears because you are counting something using geometry of numbers.
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Lemma 19.9. Let K/Q be an abelian extension, which is contained in Q((,,) by the Kronecker—
Weber theorem, Theorem 9.9. Let X be the set of Dirichlet characters mod n that are trivial on

Gal(Q(G,)/K) € Gal(Q(¢a)/Q) = (Z/nZ)*. Then,
Gels) = T Lisivo).

XEXK
where, for each x € X, Xo is the primitive character inducing x.

Proof. By the Euler product expansion, it suffices to show that

(%) 11 1=N@E™) =] 0 x@pr™),

pC O primes lying over p XEXK

for all rational primes p € Z. As K/Q is Galois, the residue degrees are the same among the
primes above p and the same applies for the ramification indices. Let e, f, g be the usual notation.
Then, the left hand side of (x) is (1 — p~/%).

Note that if we take the smallest n such that K is contained in Q((,,), then any prime p € Z
that ramified in Q((,,) is also ramified in K; if not, if we let n = p®m for a > 1, (p,m) = 1, then
any prime of Q((,,) lying over p is totally ramified in Q((,,)/Q((n), so KQ((n) = Q((n), or
K C Q(¢n), a contradiction.

Suppose e = 1. Then, p € (Z/nZ)* corresponds to Fr, € Gal(Q((,)/Q), and by the
Frobenius in towers, Theorem 14.13, Fr, € Gal(K/Q) is the natural image of p € (Z/nZ)* =
Gal(Q(¢,)/Q), and f is the order of p € Gal(/K/Q). This implies that, for Y € X, x(p)/ = 1.

Note that # Xk = [K : Q] = fg,as X = GW@) =~ Gal(K/Q). It is easy to see that there
are precisely g characters in X that y(p) = e?™™// for eachm = 0,1, --- , f — 1 (exercise!), so

the right hand side of (x) is Hle (1 — €2m/fp==)9. Now the identity follows from the identity

f
(1 - X =[[ -9 x),

j=1

and plugging X = p~~.

Suppose ¢ > 1, so that n = p*m with a > 1, (p,m) = 1. Let K/L/Q be the maximal
subextension on which p is unramified (this exists as p being unramified is preserved by the
compositum of field). I first claim that [K : L] = e. This is because, if we take p C Ok lying
over p, then D(p|p) C Gal(K/Q) is of order ef, and D(p|p) = Gal(kK,/Q,) for which e, o, =
e and fg,/g, = f, so the maximal unramified extension K,/M/Q, gives rise to a subgroup
Gal(K,/M) C Gal(K,/Q,) corresponding to a subgroup G C D(p|p) C Gal(K/Q), and this
fixes a subfield L such that p is unramified in L and [K : L] = e. As this index cannot be smaller
than e, we indeed have the claim.

Now I claim that the Dirichlet characters in X of conductor prime to p are precisely those
induced from X. If this is true, the p-part of (x) follows from the corresponding identity in
L which we dealt in the above paragraph. As the Dirichlet characters in X have conductors
prime to p, one containment is clear. Suppose conversely that a Dirichlet character x € X has
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conductor prime to p. This implies that x : (Z/nZ)* — C* comes from xy : (Z/mZ)* — C*, or
that y is trivial on Gal(Q((,)/Q((m))- Thus, x is trivial on Gal(Q(¢,)/Q(¢m)) Gal(Q(¢,)/ K) =
Gal(Q(¢n)/Q(¢n) N K). I claim that L = Q((,,) N K, which will prove the claim. On one
hand, L is the maximal subextension of K /Q on which p is unramified, and on the other hand,
Q(¢n) is the maximal subextension of Q((,,)/Q on which p is unramified. Thus, L C Q((,,) N K.
On the other hand, certainly p is unramified in Q((,,) N K, so Q((»,) N K C L, yielding that
L = Q(¢n) N K, as desired. O
Corollary 19.10. Let K/Q be an abelian extension. Then, CCK(_S) is an entire function.
Combining Lemma 19.9 with the analytic class number formula, we get the following

Corollary 19.11. Let K/Q be an abelian extension, and retain the notation of Lemma 19.9. Then,

2T(27T)SRKhK -
i/ | disc(K))| 11

L(17 XO) :
xXE€X Kk, X nonprincipal
Proof. This follows from the fact that the simple pole of ((s) at s = 1 has residue 1. U

We now can see why Theorem 18.11 is true.

Proof of Theorem 18.11. Let x be a non-principal primitive Dirichlet character of modulus m.
Then, by Theorem 18.7, the only way that (g(,,)(s) has a simple pole at s = 1 (which is in-
deed the case by the analytic class number formula) is when L(1,%) # 0 for all nonprincipal

—

W € (Z/mZ)*, as ((s) has a simple pole at s = 1 and no other Dirichlet L-function has a pole at
s=1. U

The reason why this is computationally useful is that L(1, x) has a closed formula!

Theorem 19.12. Let x be a primitive nonprincipal Dirichlet character of modulus m. Then,

TGO S a)a if y is odd
L(LX):{ 905 X(@ i

—% > X(a)log ‘1 — e mt | ify is even.
Proof. The odd case is simply a reformulation of Theorem 18.17(4), which says L(1, x) = %(X)BLX,
combined with the identity B, = - > | x(a)a.

The basic idea for the even case comes from that

2mian

> n > 1 - 2mian 1 “ > € m
110 = 20 = e Y e = e Y x@ )

n=1

— _% iy(a) log (1 - 6275a> = _GW) iﬂa) log ‘1 St

a=1 a=1

Here, the last identity comes from the fact that, as y(—1) = 1,

27ia

X(a)log (1 - e%> + X(—a)log (1 —e m ) = X(a)log ‘1 — et

+X(—a)log‘1 —e m
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However, this is not really a proof as the infinite series is only conditionally convergent, so we
cannot freely change the order of summation. This can be justified as follows. We have, for

Re(s) > 1,

Ko =Yoxw Y =Y MUY
a=1 n=a (modm) " a=1 m n=1 k=1 "
1 m m miak o0 6_27rilnk 1 m _ [e%s} 6_%
== | 2x@e ) Y == GOOR(K) Y —
k=1 \a=1 n=1 k=1 n=1

_ 2mink
m

We can now use the fact that, as s € R approaches 1 from the right on the real line, ) | &—"—
2mik

is sent to — log <1 — e‘T>. Switching k to —k, we get the desired result. U

Remark 19.13. Theorem 19.12 can be reformulated in terms of the leading coefficient of L(s, x)
at s = 0, i.e. L(0,x) for x odd, and L'(0, x) for x even. As seen in the analytic class number
formula, the expressions for L(s, ) at s = 0 are much nicer (in particular doesn’t involve 7
or the Gauss sums). There is a generalized version of Lemma 19.9 that applies to any number
field K/Q, which factorizes (x(s) into a product of Artin L-functions (non-abelian version of
Dirichlet L-functions), and the analogue of Theorem 19.12 is called the Stark conjecture, which
predicts the leading coefficient of the Artin L-functions at s = 0 in terms of a regulator matrix
consisted of logarithms of units.

A surprising consequence of this is a closed-form formula of the class number of a quadratic
field!

Definition 19.14. Let K = Q(v/d) be a quadratic field with d = disc(K). The quadratic
Dirichlet character (quadratic character in short) x, is a Dirichlet character of modulus |d
defined as

>

0 if (n,d) > 1
Xa(n) = (p%) 1---(%) ' ifn>0,n=pi" --prfand(nd) =1

Xa(—n)xaq(|d] — 1) ifn <O0.

Lemma 19.15. Let K = Q(\/d) be a quadratic field with d = disc(K).
(1) The quadratic character x4 is a primitive Dirichlet character of conductor |d|.
(2) The quadratic charcater x4 is even if d > 0 and odd if d < 0.

Proof. (1) By quadratic reciprocity, it is easy to see that x, is indeed a Dirichlet character of
modulus |d|.

We show that g is a primitive Dirichlet character of conductor |d|. Then, |d| can be a
non-squarefree integer precisely because there might be a power of 2 dividing |d|, and it
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can go up to 8|d. On the other hand, vs(d) can only be 0, 2 or 3. If d is odd, thus square-
free, the quadratic reciprocity law shows that indeed the conductor is divisible by every
prime factor of d, thus equal to d.

Suppose that v5(d) = 3. Let’s take a prime p = ¢ 4 1 (mod d), which is possible due to
the Dirichlet’s theorem on primes in arithmetic progression (e.g. Exercise 18.2). Then,

w=(£)-(2).

Now note that d/4 is a square-free integer, d = €2q - - - ¢, € € {£1}. Then,

w=(5) C)II(%)

As p = 1 (mod4), by quadratic reciprocity, <%> = <£> = (%) = 1. Also, as p =

qi i
1 (mod 4), regardless of whether € is 1 or —1, (g) = 1. On the other hand, (%) = —1, as
p = 5 (mod 8). This implies that y4(p) = —1. This implies that the conductor of y, does
not divide g, which means that the conductor is precisely |d|, as desired.

Finally, suppose that v5(d) = 2, so that d = 4e, e = 3 (mod 4), e = +¢; - - - ¢, a squarefree
integer. Let’s take a prime p = g + 1 (mod d), which is possible due to the Dirichlet’s
theorem on primes in arithmetic progression. Then,

o= (€)= () COT) - COTI (o () - ()t

as p = 3 (mod4). If e > 0, then x4(p) is (—1) raised to the power of the number of ¢;’s
that are = 3 (mod 4), which is odd, so this is —1. On the other hand, if e < 0, then y4(p)
is (—1) times (—1) raised to the power of the number of ¢;’s that are = 3 (mod 4), which
is even, so this is again —1. All in all, this implies that the conductor of x; does not divide
%, which means that the conductor is precisely |d|, as desired.

(2) Ifdisodd, thend = +¢q; - - - g, is a squarefree integer. Let p = 2¢; - - - ¢.—1 (mod 4¢; - - - q;.)
be a prime, whose existence is again guaranteed by the Dirichlet’s theorem on primes in
arithmetic progressions. Then,

v () - ()R -1 - E) T

i=1

as p = 1 (mod4). Note that, if d > 0, then ¢ ---¢, = 1 (mod4), so that the number
of g;’s that are = 3 (mod 4) is even, so x4(—1) = 1. On the other hand, if d < 0, then
¢ -+ ¢ = 3 (mod 4), so that the number of ¢;’s that are = 3 (mod 4) is odd, so xq4(—1) =
-1
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),

Ifvy(d) = 8,thend = +8¢142 - - ¢, q1, - - - , ¢, are distinct odd primes. Letp = —1 (
whose existence is guaranteed by the Dirichlet’s theorem on primes in arithmetic progres-
sions. As p = 7 (mod 8),

o= (- () QRE) - (I ()
@) (2)- ()

Thus, x4(—1) = 1ifd > 0 and x4(—1) = —1ifd < 0.

Finally, ifvo(d) = 4,thend = £4¢; - - - ¢, q1, - - - , ¢, are distinct odd primes, and +¢q; - - - ¢, =
3 (mod4). Let p = —1 (mod |d|), whose existence is guaranteed by the Dirichlet’s theo-
rem on primes in arithmetic progressions. As p = 3 (mod 4),

o= () ()R8 - (T (2)
M () -(2)

Thus, xa(—1) =1ifd > 0 and x4(—1) = —1ifd < 0.

O
The factorization of Dedekind zeta function gives the following:
Corollary 19.16. Let K = Q(v/d) be a quadratic field with d = disc(K). Then,
(i (s) = C(s)L(s, xa)-
Proof. This follows from Lemma 19.9 and Lemma 19.15(1). 0J

Theorem 19.17. Let K = Q(v/d) be a quadratic field with d = disc(K).

(1) Ifd < 0, then
ld|

#MK

(2) Ifd > 0, then
14]

loglleK] ZXd )log (sm <7Tda>> ’

where ey is the fundamental unit of K (with respect to the real embedding K C R sending

Vd = /).
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Proof. (1) As per the analytic class number formula and Lemma 19.15(2), we need to prove

that
|d]

Note that x4 is valued in +1, so in particular L(1, y,) is a real number, and actually a
positive real number, according to the analytic class number formula (alternatively you
canuse L(1,x) = > 7, x(n)/n and the alternating series test). By Theorem 19.12,

|d| |d|

T/ |d|
L(laXd) = |L(1>Xd)| = ’d|2 Zxd( |d’3/2 Zxd

a=1

(2) As per the analytic class number formula and Lemma 19.15(2), we need to prove that

L(1, xq) Zxd ) log (sm (ZCL)) .

Again, by the same reasoning, L(1, x4) is a positive real number, so by Theorem 19.12,

2mia

L(1, xa) = [L(1, xa)| log‘l —ed

As x4 is even,

27ia

1—e¢ a4

)

d _ 1]
> xala)log |1 = €| =23 xa(a) log
a=1 a=1

noting that if d is even, a = ¢ will be still even, so that x4(a) = 0. Now the statement
follows as

‘1—627:;& 1 — cos 2ma + isin Zra | _ 1 — cos 2ma 24—sin2 2ma
d d a d d
B 2ma B . o (T o Ta
=2z (50) = o2 (12 () =2 (),

as 0 < 7 < Z,andaSQZa 1Xd( )log2 =1log2 3¢ xa4(a) = 0.
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Example 19.18. (1) Let K = Q(+/—5). Then, d = disc(K) = —20, so

2 5 5 5 5 5 5 5
=51 (3)2+ () 7+ () o+ (T) 1+ (T5) o+ () 17+ (5
L+3+7+9— ()14 () 13+ (F)17— (F)19] _[20-11-13 1719 _ 40

20 20 20

which matches with our earlier discussion.

(2) We have found above that the fundamental unit of K = Q(ﬁ ) is 8 + 3V/7. Then, d =
disc(K) = 28, so

‘log sin g¢ + (%) log sin g—g + (%) log sin % + (g) log sin g—g + (1—71) log sin 121—8” + (13) log sin 137

)

=2,

28

B —
K log(8 + 3v/7)

137

‘log sin o¢ + log sm — log sm < + log sm — logsin &F 11“ — logsin

log(8 +3V7 )

Now you can numerically compute the class number using calculator, as you are theoret-
ically guaranteed to get an integer for this horrible expression! Indeed, both the numer-
ator and the denominator are computed ~ 2.7686, so hx = 1 (computation correct up
to a certain error will actually rigorously pin down the class number as it is an integer).
Alternatively, you may algebraically manipulate the fraction to show that it is 1, which I
am sure is a fun exercise™.

As you can see, the practicality of the formula comes from the ability to put this into com-
puters, not from the simplicity of the formula - it’s generally tedious to massage the closed-form
formula into a number. Another virtue of the formula is that we can prove very general upper
bounds on the class number. For example,

Theorem 19.19. Let K = Q(+/—n) be an imaginary quadratic field withn squarefree integer > 1.
Then, hye < 5.

137w 11w 5m
sin 28 sin P sin 38

525 = 8+ 3+/7, which will prove the desired equality. Note that this is the same

28

3Let’s prove that

3
sin ﬁ sin 28 sin

tan 5% _ 1-tanZg 1 _94-q2 _ 3a—a®

A T =8+3V7. Leta = tan gg for simplicity. Since tan 5T 38 = TTtan 2t = 1724 _a? and tan 3T 28 = 1537
— 1-2a—a?)(1-3 tan 3

we want to show that {75%= Zz = (8+3\f) ‘31‘1 3aaz , ((1+2aa aaz))((?,a _aaf) = 8+34/7. Note that as ﬁ > 1,it

2
follows that the identity (<11;22a“_‘a‘22))(§,1a§3_“a2) = 8+ 34/T is equivalent to the identity (((11_;22(1“__;2))(%1(12?iaaf) - 8) = 63,
or after clearing the denominators, a'2 —4a'* —52a'°+284°+455a% —24a” —1032a° — 24a° +455a* 42803 — 5202 —

4a+1 = 0. Using the tan I = 1, we have % = 1,ora’—7a%-21a®+35a +35a3—21a —T7a+1=0.
Note that this is (a + 1)(a® — 8a® — 13a* + 48a® — 13a® — 8a + 1) = 0, s0 as a # —1, we have a® — 8a® — 13a* +
48a3 —13a? —8a+1 = 0. As (25 — 825 — 132* + 4823 — 1322 — 8z + 1) (26 + 42° — Ta* — 2423 — 72?2 + 42+ 1) =

12 _ gl — 52210 4 2829 4+ 45528 — 2427 — 103228 — 24a® + 4552* + 2823 — 5222 — 4z + 1, we have shown
the desired identity.
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PrOOf We know that #'LLK = 2 in this case, so hK = |dlsc(K Z‘dlSC Kl Xdisc(K) (a>a’. As
Xdise(k)(—1) = —1, we have

LMJ
1 .
hk = | disc(K)| Z (Xaise(x) (@)@ — Xaise(x) (@) (| disc(K )| — a))
a=1
L\diqc(K)\J
1
= m Z Xdlsc(K |dISC( )| — 2(1)
1 .
SW Z (| disc(K)| — 2a).

1<a< | M=UOL | (g, disc(K))=1
If n = 3 (mod 4), then disc(K) = —n is odd, so

n—1
2

1 n—1 2= n
hKS—Z(n—Qa): —52 2 <3

n
a=1

and if n = 1,2 (mod 4), then disc(K) = —4n, so

1 Z” (4n +2)n 12” 2n+1 n+1 n
K= 4n azl( " (20 ) 4in nazla

Remark 19.20. In general, when you are using the analytic class number formula, it is difficult
to separate the terms hy and Ryx. Moreover, even in the case of K an imaginary quadratic field
so that R = 1, giving a lower bound on hy is the same as giving a lower bound on L(1, x)
for some Y, and this is generally much harder than giving an upper bound on L(1, x) - giving
a lower bound on L(1, x) is related to the absence of zeros in a region around 1, and you may
imagine that this is hard as the Generalized Riemann Hypothesis is also about the absence of
Zeros in a region.

Exercise 19.1. Using the analytic class number formula, compute the class number A, /=57 of
Q(v/=21)

Exercise 19.2. Let K = Q(v/d) C R be a real quadratic field, where d is a square-free integer
> 1 satisfying d = 2,3 (mod 4).

(1) Show that

EK>\/E,

where ¢y is the fundamental unit.
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(2) Using the analytic class number formula, show that

hk < —log;\/adlog (Sin (%)) .

(3) Show that, for 0 < x < 1, sin (%x) > x. Deduce that hx < 4d.
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20. LECTURE 26. IDEAL CLASS GROUPS OF THE CYCLOTOMIC FIELDS

Summary. Totally real/CM fields; conductor-discriminant formula; regular/irregular primes;
Fermat’s last theorem for regular primes; cyclotomic units; cyclotomic units and the plus part
of the class number; Herbrand’s theorem; Stickelberger’s theorem; Stickelberger ideal and the
minus part of the class number; Vandiver’s conjecture.

Content. We apply the techniques we have learned so far to study the cyclotomic fields. The
ideal class groups of cyclotomic fields are still actively researched in modern number theory.

Recall that the cyclotomic fields Q((,,,), m > 2, have an index 2 subfield Q((,,,)* := Q(( +
;1) whose archimedean primes are all real primes (see Exercise 9.1). This means that Q((,,,)" is
totally real, and Q((,,,) is a CM field:

Definition 20.1 (Totally real/totally imaginary/CM fields). A number field is totally real (totally
complex, respectively) if all archimedean primes are real primes (complex primes, respectively).
A number field is a CM field* if it is totally complex and is a quadratic extension of a totally real
subfield. Given a CM field K, we denote the totally real index 2 subfield as K, and call it the
totally real subfield.

The notation is justified by the following.
Lemma 20.2. In a CM field, there is a unique index 2 totally real subfield.

Proof. Let K be aCM field and let L, M C K be index 2 totally real subfields. Then, L is totally
real; if we take any embedding LM — C, then both L, M are contained in R, so LM C R. Thus
either [K : LM|] = 2 or [K : LM] = 1; the latter case is impossible as K is totally complex, so
[K : LM| = 2, which means L = LM = M. O

CM fields have very close ties with their totally real subfields.
Theorem 20.3. Let K be a CM field.

(1) The norm map N+ : CI(K) — CI(K™) is surjective. In particular, we have hyc+ |hy. We

call the quantity h;; 1= hh—KJr the relative class number.
K

(2) Let Qi := [Of : ix Oy ]. Then, Q is either 1 or 2. If K = Q((n), m > 2, then Q = 1 if
and only if m is either a prime power or 2 times a prime power.

(3) We have
Ry 9K *:Q]-1

R+ Qx

(4) If K = Q(Gn), m > 2, then the natural map C1(Q((n)™) — CHQ(Gn)), I = 10q(,,) is
an injection™.

34The word “CM” stands for “complex multiplication”, as CM fields play a foundational role in the theory of
complex multiplication of elliptic curves.

35From Theorem 20.3(1), one may think that Theorem 20.3(4) should be true for all CM fields, but this is actually
false; for K = Q(+/10,v/—2) with K+ = Q(+/10), (2,v/10) is non-principal in O+, but is principal in Ok
(actually (2,v/10) = (v/=2) in Ok).
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Proof.

(2) Let ¢ : O — px /3 be the multiplicative group homomorphism defined as ¢ (z) = £,

(1) Let Hg+, Hy be the Hilbert class fields of K, K, respectively. Then, the compat-
ibility of the global Artin map with changing fields, Theorem 16.14, implies the commu-
tativity of the diagram

Artl

T —— 2% Gal(Hy/K)
NK/K+l lres
JK+ 1 Gal(HK+/K+)
ArtHK+/K+
It gives another commutative diagram
Cl(K) =——=Gal(Hk/K)
NK/K+ j jres

CI(KT) =—=Gal(Hg+/K™)

so the surjectivity of the norm map will follow from the surjectivity of the restriction.
Note that K D Hg+ N K D K*. On the other hand, as an archimedean prime in K™
ramifies in K, Hg+ N K # K. Thus, Hx+ N K = K*. Since Hg+ K/K is abelian
and unramified everywhere (including the archimedean primes), Hx+ K C Hjy. Now the
restriction map can be regarded as Gal(Hg/K) — Gal(Hx+ K/K) = Gal(Hg+/K™),
which is surjective.

x
x

where © : K — K is the nontrivial Galois element in Gal(K/K™). If € ug, then
Y(x) = 2 =2 =1 € ug/pk. Furthermore, if z € O}, then ¢(x) = £ = £ = 1. Thus,
kervp O pug Oy, . Furthermore, if # € Oy is in kerv), then £ = u? for u € g, which
means that

T

so y = I satisfies % = l,ory = y,ory € K. Thus, y € O}, which means that
x € ugOx,. Thus, ker ) = puxOr. . This implies that Qg < #(px/pi). Since fif is a
finite cyclic group, #(jux /%) is either 1 or 2, so Q is either 1 or 2.

Suppose that K = Q((,,), m > 2, such that m is a composite number. We may assume

that ve(m) # 1 as otherwise K = Q((pn/2). Let m = p{* -+~ p&, r > 2. Then, 2= is

divisible by = xu! ’1 . As X:; L’s are coprime to each other fori = 1, - - - , r, it follows that
€ Xm 1

XX is divisible by [],_, X Z_’l Note that X — (,,, divides — so by plugging

M, X5
X =1, weget 1 —(,, divides pez = 1in Ok, so 1 —(,, is a unit. Note that ¢(1—(,,) =

=14
% = —(p. If m is odd, then —(,,, = m+2 is not a square, as otherwise (4., € K. If m
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. 41 41, . .
is even, then —(,,, = G 1 As 4|lm, G2 ! isnota square, as otherwise (y,,, € K. Thus, if
m is a composite number with ve(m) # 1, Qi = 2.

Suppose on the other hand that m = p“ for some odd prime p. We want to show that
Qr = 1. Letx € O. Then, £ = i(;a. Since x = by + b1Cpa + -+ - + bd,(pa)_lgfa(pa)_l
bo, "+, by(pe)—1 € Z, we have

T =bo+ byt + bypey—1 (mod 1 — Gpa).

Similarly,
T=0bo+biC +-- + Dotpy-1Gp P = g 4+ b1+ - 4 by (mod 1 — G,

= (}a (as (1 — (po) is a maximal ideal in Ok). As p® is odd, 7 = 2j (mod p®) for some
J € Z,which implies that z € ker v, so Qg = 1.

Suppose that m = 2¢ for some a > 2. We want to show that () x = 1, which will finish (2).
Since i is generated by (s, we see that any element in pix \ ji% is a primitive 2%-th root
of unit. If z € O has ¢)(z) # 1, then £ = ( for a primitive 2°-th root of unity ¢. Then,

Nic o (@ _ — .
% = NK/Q(@')(C)- Note that NK/@(i)(:p) = NK/Q(i)(x)’ and NK/Q(i)(f) € Z[Z]X.

Furthermore, NK/Q(Z) (C) — CZlgbgza, b=1 (mod4) b — C2a—2+2‘1*1(2a72_1)’ whose exponent is
divisible by 2%~ but not divisible by 27!, so Nk q()(¢) = =£i. Therefore, Qx = 1 for
K = Q((20) follows from Qi = 1 for K = Q(7), which one can check manually (i.e.
?:::E—lzzZand%zf—l)

(3) Letr = [KT : Q] — 1 = ranky O+, and let €1, - - - , €, be a fundamental system of units
in K*. Then, they form a finite index subgroup of Ok, as ranky O = ranky O+ by
Dirichlet’s unit theorem. Since all archimedean primes of K are real and all archimedean
primes of K are complex, the regulator determinant computed for K using €1, -+ , €, is
2" times Ry+. Note that by definition of (), this determinant is Q— SO gK = 2"Ry+,
which is the desired equality.

(4) Suppose that I C Ogc,,)+ be such that 7Og(,,) is principal, generated by o € Q(Gn)-
Then, £ generates a unit 1deal which implies that ¢ is a unit and thus a root of unity. If
m is not a prime power and not twice a prime power then Qx = 2, s0 2 = I for some
u € Oy, which implies that av/u € O+ is another generator of /Of. This implies that
a/u generates I C Ox+.

On the contrary, if m is a prime power (twice the prime power case is redundant), suppose
m = p® Then, for 7 = 1 — (pe, £ = —(p, which always generates ji (regardless of
whether p is even or odd). Thus, g = ;—Z for some b € Z, which implies that ar® € K.
Since « generates an ideal coming from K, if we denote v, for the 7-adic valuation on K,
then v, («) is even, and so is vw(omrb). Thus, b is even. Thus, g is a square, which implies
that @ = ¥ for some u € O. Arguing as above, we get that [ is principal to begin with.
O
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The virtue of considering the relative class number is, as per Theorem 18.17, that the relative
class number can be studied completely in the algebraic realm without invoking transcendental
values.

Corollary 20.4. Let K = Q((,,), m > 2. Then,

Wi = Quin 11 (—%B) |

X odd Dirichlet characters of modulus m

Proof. The analytic class number formulae for K and K are

(2m) QU2 Ry by B II

Ll? b
i/ [ disc(K)) (1)

x Dirichlet characters of modulus m, x#1,

. + -
#MK+ \% | dlSC(K ) | x even Dirichlet characters of modulus m, x#1m,

Dividing, we get

oIETQA R .
L I1 L(1, xo)-

K~ 9K+l

disc(K) X odd Dirichlet characters of modulus m

disc(K )

Qr#UK

Let f, be the conductor of x (=modulus of (). Then, by Theorem 18.17(4), L(1, xo) = %Bl,ﬁ.

Note first that the formula says B y; = B 5. The desired formula follows from

disc(K)
disc(KT)

Y

11 RORT

x odd Dirichlet characters of modulus m

which follows by comparing the functional equation for the Dedekind zeta function for K and
K and the Dirichlet L-functions, and

H /= | disc(K)|
3 X | disc(K )|
x odd Dirichlet characters of modulus m

which follows from the conductor-discriminant formula, which we will not prove in this notes.

—

Theorem 20.5 (Conductor-discriminant formula). Let K C Q((,,), and let X C (Z/mZ)* be
the set of Dirichlet characters that are trivial on Gal(Q((,)/K) C Gal(Q((r)/Q) = (Z/mZ)*.
Then,

dise(K) = (=1 [T £u

x€X

where s is the number of complex primes of K.
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O

As per Corollary 20.4, things like whether a certain prime divides 1 or not can be studied
by looking at the Bernoulli numbers B, ,. One is interested in whether a prime divides a class
number or not as such a result has an implication in Diophantine problems as we have seen above.
For example, it has been of central interest for a long time whether p divides hQ(Cp), because of
its relationship with Fermat’s last theorem.

Theorem 20.6 (Fermat’s Last Theorem; Taylor-Wiles). For an odd prime p, there is no solutions
toXP+YP =77 withX,Y,Z € N.

The reason why the condition (p, hg(,)) = 1 (if this is the case, we call p a regular prime)
is relevant to Fermat’s Last Theorem is as follows.

Theorem 20.7. For a regular prime p, X? + Y? = ZP has no solutions with X,Y, 7 € Z,
(XYZ,p) =17

Proof. We can divide X, Y, Z by their greatest common divisor and suppose that (X,Y, Z) = 1.

We have
p—1

[[(x+¢y) =2

i=0
As (X + (JY)’s are coprime to each other, (X + (Y') = I for some ideal I; C Z[(,]. Since
the class number is coprime to p, it follows that I; is principal. Thus, X + (,Y = ua® for some
a € Z[(p] and u € Z[(,)*. Note that, by Theorem 20.3(2), u = £¢u™ where u* € O(XD(CP)+‘
Note also that a” (mod p) is congruent to an integer n. Thus, X + (,Y = +(’u*n (mod p), or
¢, (X + GY) = tun (modp). Since +u'n is in Q((,)™, it follows that

G (X +GY) =X +¢'Y) (modp).

As XY are not zero mod p, this implies that X = Y (mod p) with Cp_b = Cﬁ_l. On the other
hand, the same logic applied to X? + (—Z)P = (=Y )P implies that X = —Z (mod p). This then
implies that 2X? = — X? (mod p), which is possible only if p = 3. If p = 3, then the only nonzero
cubes mod 9 are +1, which implies the nonexistence of solutions. OJ

A central theme of the arithmetic of cyclotomic fields is that something about the field can be
split into a product of something about the Dirichlet characters, just as in Corollary 20.4. What I
mean is this: Corollary 20.4 is proved using the analytic class number formula, which is inherently
analytic and has little to do with algebra. On the other hand, there is some precise sense that the
ideal class group C1(Q((,,)) factors as a direct sum over the Dirichlet characters,

“CUQ(Gn)) = ) CUQ(Gn)) X,

x Dirichlet characters of modulus m

36 A more complicated argument (still elementary) shows the full Fermat’s Last Theorem for regular primes
(covering the case of some of X, Y, Z divisible by p), which we do not cover in this case.
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where the double-quotation means this holds up to some caveat. The factorization of the class
number then makes us wonder if there is a relation between B, , and “C1(Q((,,))[x]”, for x odd.
This is given for example in the case of m = p an odd prime by what’s called the Herbrand’s
theorem. To formulate the algebraic decomposition of the class group, we need a bit of repre-
sentation theory:.

Definition 20.8 (Group ring). Let A be a commutative ring, and let GG be a finite abelian group.
Then, the group ring A[G] is an A-algebra defined as follows. As an A-module, A[G] = A®I¢,
with a free basis given by the elements of G. The ring multiplication of A[G] is given by the ring
multiplication of A and the group structure on G.

Equivalently, an A[G]-module M is the same as an A-module M together with a representa-
tion of G on M, i.e. an A-module homomorphism G — End4(M).

Example 20.9.
(1) f G = Z/mZ is a cyclic group, A[G] = A[X]/(X™ —1).

(2) A Z|G]-module is an abelian group (=Z-module) together with an action of G. A p-group
with an action of G can be regarded as a Z,[G]-module, or even as a Z,|G]-module.

Proposition 20.10. Let G be a finite abelian group. Let A be a commutative ring such that |G|
is invertible in A and ., C A, where m is the exponent of G, so that the characters in G can be
regarded as taking values in A. For an A|G|-module M, there exists a decomposition

M:@M[X]>

as A|G]-modules, where any g € G acts on M|x| as the scalar x(g). In other words, this is the
simultaneous eigenspace decomposition for commuting operators (one for each g € G) where the
eigenvalue of g € G on M[x] is x(g).

Proof. For x € @, let
1 _
S ETeT > x(9)g" € A[G].

geG

It is easy to check that €, s satisfy:
(1) € = ¢y
(2) exey = 0if x 7 95
(4) and £,9 = x(9)ey for g € G.

Let M[x] := €, M C M be the image of the action of ¢, on M. By (4), M[x]| is an A[G]-submodule
of M. By (3), M[x|’s span M. By (1), (2), (3), (4), g acts on M [x] as the scalar x(g). This implies
that the M[x|’s have no overlap, proving the statement. O
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Now, for an odd prime p, consider the p-Sylow subgroup of C1(Q((,)), denoted C1(Q((,))
(“the” because the class group is abelian), which is Z,[G]-module for G = Gal(Q((,)/Q)
(Z/pZ)*. By Proposition 20.10, we have the decomposition

CHQ())p = @ CHQ(E))p[X]-

xe@G

S

I

Note that the Z,-valued characters of G have a very explicit shape: they are powers of the Te-
ichmiiller character w.

Definition 20.11 (Teichmiiller character). The Teichmiiller character w : F; — p, 1 C Z;
is the inverse of the mod p reduction map p,-1 — F,, which is bijective by Hensel’s lemma.
Namely, w(z) is the (p — 1)-st root of unity in Z, whose mod p reduction is .

Therefore,
p—2
CUQ(G))y = €D CUQG))plw].

i=0
We would like to compare this with the analytic class number formula. First we need to relate
this with the plus and minus part of the class number.
Lemma 20.12. The subgroup C1(Q({,)"), C Cl(Q((p)), is identified with

CUQ(G) )y = @ CUQ(G))ple]-
0<:<p—2, 1 even

Proof. Itis clear that the right hand side contains the left hand side. The left hand side contains the
right hand side as the norm map Ngc,)/a(c,)+ : CL(Q((p)) — CLQ((p) ™) is surjective, because,
for any element z in the right hand side, 22 is in the left hand side, but 2 is invertible as p is

odd. O

Thus, we have

(h@(gp))p = H |C1(Q<Cp))p[wi] 5

0<i<p—2,iodd

where for an integer n, n, = p*»(" is the largest power of p dividing n. Comparing this formula
with Corollary 20.4, we wonder:

Question. For odd i, is C1(Q((,)),[w'] related to the generalized Bernoulli numbers?

This is the subject of Herbrand’s theorem which we will state in a moment.

Remark 20.13 (On the even part of the class group). It is known that the p-divisibility of hg,)
can be detected by the p-divisibility of hoy &) therefore, we may use Corollary 20.4 to see whether
p is regular or not.

Theorem 20.14 (Kummer). Let p be an odd prime. If p is irregular (i.e. ifp|hQ(Cp))’ then p|h@(<p)~
In other words, ifp|hQ(gp)+, then p‘h@(g,,)'
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We will not prove this Theorem as it requires the so-called “p-adic class number formula”.

On the other hand, studying the p-part of the even part of the class group C1(Q((,)"), is also
inherently interesting. From the analytic class number formula, it is natural to expect that the
even part of the class group should have something to do with the units of the cyclotomic field.
We have seen in Exercise 3.4 that the cyclotomic fields have specific kinds of units, called the
cyclotomic units.

Definition 20.15. Let p € Z be a rational prime, and let X' = Q((,m), with p™ > 2. Then,
the group of cyclotomic units is the group of units C' C O generated by +1, (,m=, and, for

_rk
(k,p) =1, Lg’“:. The group of real cyclotomic unitsis C*™ := C N O,,.
=

Then, in fact, the following holds!
Theorem 20.16. Let p € Z be a rational prime, and let K = Q((pm ), with p™ > 2.

(1) The group of real cyclotomic units Ct is generated by +1 and

1—a ] — Cam pm
=02 P l<a< — =1.
5 Cp 1 — Cpnl, a 9 ) (avp)

(2) The group of real cyclotomic units C™ is of finite index, and is exactly of index hy+: namely,

[OK+ : CJr] = hK+.
Proof. (1) This amounts to checking that &, is real.

(2) Note that pg+ = {1} C C* and the number of 1 < a < &-, (a,p) = 1, is precisely
the rank of Og+ by Dirichlet’s unit theorem. So, the statement will follow if the absolute
value of the determinant of the regulator matrix formed by ¢, is Rx+h+. This sounds a
lot like something that appears in the analytic class number formula! Indeed, if you write
out the determinant of the regulator, you obtain

= hyes Ric+,

R{&}) = I1 Y (@log 1 - G

X even Dirichlet character of modulus p™

by the analytic class number formula. For more details, see [Was, Theorem 8.2].
O

Remark 20.17. If you look at the formula in Corollary 20.4, it seems like there is a factor of p in
the right hand side, coming from #.q(¢,) = 2p. However, it does not imply that h@( ¢, i divisible
by p, as B;, may have denominators divisible by p. In fact,

p—1

1 ,
B i = - w'(a)a,
= 15w

a=1

and as w(a) = a (modp), so pB, i € Zy, and pB, ,; € pZ,if i # —1. Thus, By, € Z, for
it #p—2,and By o2 — ’%1 € Zy, cancelling out with the p from #pg(c,)-
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Now here comes the desired relation between C1(Q((,)),[w’] and the Bernoulli numbers.

Theorem 20.18 (Herbrand’s theorem). Let p be an odd prime, and let 3 < ¢ < p — 2 be an odd
number. Then, B, ,-i € Z, annihilates C1(Q((,)),[w’]; in other words, the p-group C1(Q((,)),[w’]

has exponent dividing p"»'®1.«=) . In particular, if p JBy ., then C1(Q((,)),[w’] = 0.

In fact, the converse is true, so that we can precisely tell when C1(Q((,)),[w’] = 0 by checking
whether B, ,-: is coprime to p.

Theorem 20.19 (Converse to Herbrand’s theorem; Ribet). Let p be an odd prime, and let 3 < i <
— 2 be an odd number. If p| B i, then C1(Q((p)),[w’] # 0.

The proof of Ribet’s Converse to Herbrand’s theorem is beyond the scope of our course, as
it uses the constructions in the Langlands program in the case of modular forms. We will prove
Herbrand’s theorem by using the Stickelberger’s theorem.

Theorem 20.20 (Stickelberger’s theorem). Let K = Q((,) for an odd prime p, and let G =
Gal(K/Q) = (Z/pZ)*. Consider § € Q|G| defined by

p—1
1 E —1
= — ao, ,
pa:l

where 0, € G corresponds to a € (Z/pZ)*, i.e. 04,(Cy) = ¢ Let I := Z[G|0 N Z[G|, which is an
ideal of |G|, called the Stickelberger ideal. Then, I annihilates C1(K); namely, for any x € I
andc € CI(K), zc = 0.

Proof. What we will prove in the end is that, for ¢ € CI(K’), some specific multiple of # annihilates
c. This means that we exhibit some specific multiple of conjugates of ¢ as a principal ideal with
an explicit generator, which will in fact be given by a power of the Gauss sum!

Let ¢ be a prime ¢/ = 1 (mod p), and choose a primitive root s mod ¢ and define a Dirichlet
character x : (Z/(Z)* — Q((,) of modulus ¢ by x(s) = (,. Then, x? = 1, and by the Jacobi

sum identity, for any m,n # 0 (modp) with m + n # 0 (modp), G((m# € Q(¢p). This
implies that Xp oy € Q(G). Since G(x* ™) = G(x™") = x(-1)G(x) = Zé(( , it follows that
GO € QUG As € = 1 (modp), G- € QG

We are eventually interested in the prime ideal factorization of the principal ideal (G(x)*"!) C
Z[Cp]. To compute this, it suffices to know the prime ideal factorization of the principal ideal
(G(x)) C On of M = K(¢;), where G() is understood as G(x) = Y.'—% x(a)¢¢ € Oy Note
that, as the norm of G(x) is a power of ¢, only the primes of M above ¢ can divide G(x). Note
that ¢ splits completely in /K, and is totally ramified in Q((;), so for each prime ideal [|¢ of K lying
over /, there exists a unique prime ideal £ of M lying over [ such that [0, = £~!. Moreover,
after you fix a prime ideal [ of K lying over /, all prime ideals of K lying over ¢ are expressed as
o, ', and the same applies for all primes of M lying over ¢. Therefore,

Ou D (G(x)) =[] oa'L™ ra>0.
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Now we give an expression of what 7, is. Note that o, ! £ for any « lies over the unique prime

ideal of Q() lying over £, which is ((; — 1) C Z[(,]. Thus, ¢, — 1 € 0, ' £. In fact,

(¢ —1) H o'g,
G(x)

in Oy. Therefore, = — has no factor of o '€ in its prime ideal factorization, i.e.

invertible mod o, £. Note that as f(£|() = 1, we have Oy /0, & = O /o, 'l = F,.
Let T € Gal(M/K) be such that 7(¢;) = (/. Since it fixes K, 7(0,'£) = o, '£. Therefore,

for any z € Oy, 7(7) = x (mod o, '£). Applying this to z = (gf—()f))m , we get
GO _ 7(G0)) _ Xanx(@G _ GO iy

(C—=1)ra (G-« (-1 (¢ — 1)

Thus, as we can divide by = ))Ta , we get

G =x(s9)" = (%) (G 1) = 8 (mod )1 9).

Note that both ¢, ' and s™ are in K, so this congruence is really
¢, ' = s (moda, '),
or taking o,, we get
¢, =s" (modl).

Note that Ok /1 = Fyas f(I|f) = 1. Let 0 < b < ¢ be an integer such that (' = s* (mod ().
Note that ¢, # 1 (mod E) so (, (mod ¢) has order p, so b is a multiple of %. Let0 < ¢ < pbean

integer such that b = “c. Then, we have

(-1
p

r, = ab =

ac (mod ¢ —1).

Note that this quantity is never 0 mod (¢ — 1) as 0 < a < p. Now note that G(x)G(X) = ¢, so
Ty < vaa—ls(ﬁ) = { — 1. Thus, r, is the unique integer 0 < r, < ¢ — 1 such that r, = Lac or

more concisely,
ac
(-1 { } |
=({-1) )
where {z} ==z — |z].
This looks weird, but in fact is something that is built in the element 6; notice that

<£—1)acezpi(e_1 { } Zra

a=1
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Note now that . 1
p— b~

—1) — Ho_a—l’g(f—l)Ta — Ho.a—l[’l”u, — (E —_ ]-)0-00[7
a=1 a=1

so this implies that (¢ — 1)o.0 € Z[G] annihilates the ideal class [I] € C1(K).

Now we claim that, for any 5 € Z[G] such that 56 € Z[G] (so that 80 € I), p0[l] = 0 in
Cl(K). Note that [[| € CI(K) = Gal(Hg/K) can be regarded as the Frobenius Fr(£|/) by the
global class field theory, as Hx /Q is Galois (as any automorphism C — C fixes K by Galoisness
of K/Q, so it fixes its maximal unramified extension, H), and therefore Fr(£|¢) € Gal(Hg /Q)
is something that is sent to ¢ € Gal(K/Q), which is 1 as £ = 1 (mod p), and restricts to [I] €
Gal(Hg /K) = CI(K). By the Chebotarev density theorem, given an ideal class ¢ € Cl(K), there
exists infinitely many ¢ such that ¢ = [[|, which implies that the claim proves the Stickelberger’s
theorem.

To prove the claim, let v = 0, !3G(x) € M. Then, v*~! = ¢, '3G(x)* ! € K, and

() =0 BG00) = (€= Do Pobl = (¢~ 1)50L= (500"

This implies that S6[ is principal if seen as a fractional ideal in M. What we want is to show that
this is principal as a fractional ideal of K, which will follow if we show that v € K. Note that
K(7)/K being a subextension of M /K is totally ramified at primes over ¢, so K(7) ®x K is a
local field which is a totally ramified extension of K. On the other hand, simply K (v) ®x K| =
Ki(7). Since v((*~1) is divisible by £ — 1, v() is an integer, so we can modify ~y by a power of a
uniformizer of K| so that K(v) = K [(uﬁ) for some u € Of. . By the discriminant computation,
this is an unramified extension of K}, so in particular K(y) = K|, and K(v) = K, which implies
that v € K, as desired. O

Proof of Herbrand’s theorem, Theorem 20.18. Since, for any (d, p) = 1,

- (ad ad | ad
d—o04)0 = — = —2¢ ot = \‘—JUJEZG,
a-ew=3 (§-{5)) = - |7 cua
the Stickelberger’s theorem says that (d—o,)6 annihilates C1(Q(¢,)), so C1(Q((,)),- Since the de-
composition C1(Q(¢,)), = @"—2 CI(Q(C,)),[w’] is a decomposition as Z,[G]-modules, it follows
that (d — 0,4)0 annihilates each Cl(@(fp))p[wi]. For z € CI(Q((,)),[w'],

(d—0q)0x = gi(d—0g)0x = (d—w'(d))e;0r = (d—w'( Zaw "a)eix = (d—w'(d)) By i

Let 3 <4 < p—2be odd. Then, if d is a primitive root mod p, then (d — w'(d)) is not divisible by
s so the above observation implies that B; -z = 0, which is what we desired. O

Remark 20.21. It may sound reasonable that the analytic class number formula, Herbrand, and
Converse to Herbrand altogether implies that | C1(Q((,)),[w"]| = (Bi-i)p, but we cannot say
this as we do not know the group structure of the p-group C1(Q(¢,)),[w’]. It can be proved that,
if (p, hg(c,)+) = 1, then C1(Q((,)),[w'] is a finite cyclic group for all odd 3 < i < p — 2. From the
numerical computations, we suspect this is always the case.
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Conjecture 20.22 (Vandiver’s conjecture). Let p be a prime. Then, (p, hg(c,)+) = 1.
CUQ(Gp))plw]| =

Namely, if we assume Vandiver’s conjecture, then forallodd 3 < i < p—2,
(B w-i)p holds.

Vandiver’s conjecture is wide open. In fact, we have very little idea how to approach the
conjecture, and it is so clueless that some people suspect that the conjecture may be false actually.
We have not found any counterexample yet.

Remark 20.23. Similar to Theorem 20.16(2), the relative class number arises as an index:

Theorem 20.24 (Iwasawa). Let K = Q((ym), p™ > 2, R = Z[G] and R~ C R be the minus-part
of R, ie. R~ ={x € R : T = —ux}, where- is the complex conjugation. Let I C R be the
Stickelberger ideal, and [~ = I N R~ = RO N R™. Then,

[R™: 17 =hy.

Exercise 20.1.

(1) Show that the Bernoulli polynomials B,,(X) can be defined by the equation

ZeX? SN Bu(X)
Z_1 >

(2) Show that B, 11(X + 1) — B,1(X) = (n+ 1) X"

(3) Let n, m € N. Show that

i g = Bori(m) = Baia(0) 1 Zn:(—l)j (" + 1) Bymmt,

— n+1 n+1 = J
This is called the Faulhaber’s formula.

(4) Let p be an odd prime and n > 0 be even integer not divisible by p — 1. Using (3), show
that

P
Za" = pB, (mod p?).
a=1
(5) Letb € N, (b, p) = 1. Show that, for 1 < a < p,ifab = pzr,+r,forz,,r, € Z,0 < r, < p,

(ab)™ = 1" + pn(ab)" ! Vﬂ (mod p?).

By adding the above equation over 1 < a < p, show

P p—1
b
(" —1) Z a™ = pnb" Z a” L%J (mod p?).
a=1 a=1
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(6) Let p be an odd prime and a, b be positive even integers such that a = b # 0 (modp — 1)
and a, b are coprime to p. Using (4), (5), show that

B B
7“ = Tb (mod p).

This is called the Kummer’s congruences.
Exercise 20.2.

(1) Let p be an odd prime. Recall that the Teichmiiller character w : F — Z takes a to the
(p — 1)-st root of unity congruent to @ mod p. Show that, for 1 < a <p—1,

— a™t —1 2
w(a) =a+ = (mod p).

(2) Let p be an odd prime, and let 3 < i < p — 2 be an odd integer. Using Question 1, show

that B
B - = —= (modp).
p—1
This implies that one may replace B, ,,-i with B,,_; in the statement of Herbrand’s theo-
rem.

Exercise 20.3. Let p be a prime, and let 1 < a < b. Show that the norm map

Nao¢,p) /a0 * CUQ(GH)) = CHQ(Ge)),
is surjective. Deduce that hg((,.) divides h@(gpb).

Hint. Show that, for any subextension Q((,)/K/Q((pe), the unique prime p of Q((,«) over p is
ramified in K/Q((pe). Deduce that Ho¢,.) N Q((pr) = Q((pa).

Exercise 20.4. Let p = 3 (mod4) be a prime. Let K = Q(y/—p), and let x, be the quadratic
Dirichlet character of modulus p (cf. Definition 19.14).

(1) Show that Theorem 19.17(1) reads

1< 1 < <
= Sl = (22 (@t
a=1 a=1 a=1

Hint. We know exactly what the value of G(,) is.

(2) Show that (1) can be massaged into

p—1 p—1
1 2 2
hx = 5 —42 Xp(2a)a +pz Xp(2a)
a=1 a=1

Hint. x(2a) = —x(p — 2a).
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(3) Show that (1) and (2) together gives
hi = Xo(
Deduce that there are more quadratic residues than non-residues in the interval (0, §).

(4) If p = 1 (mod 4) is a prime, show that the number of quadratic residues in the interval
(0, %) is the same as the number of quadratic non-residues.
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L1ST OF THEOREMS WITHOUT PROOFS

In the later part of the course, we stated some big difficult theorems without proofs. It takes
a long time (or even a whole semester-long course) to prove these theorems. Our goal in this
course is to rather expose the students to more modern developments of number theory, so we
will not try to prove these theorems, but rather focus on seeing how useful these big theorems
are.

The following is the list of unproven major theorems in the lecture notes.

e Kronecker-Weber theorem, Theorem 9.9. It is usually dealt in a typical graduate-level
algebraic number theory course, but in fact it also easily follows from the local Kronecker-
Weber theorem below.

e Local Kronecker—Weber theorem, Theorem 15.2. An elementary proof alluded in the foot-
note can be found in [Lub].

e The local class field theory, in particular Theorem 15.10 (local Artin reciprocity) and The-
orem 15.11 (local existence theorem). This is usually proven in a typical graduate-level
algebraic number theory course.

e Chebotarev density theorem, Theorem 16.10.

e The global class field theory, in particular Theorem 16.14 (Artin reciprocity) and Theorem
16.15 (existence theorem). These are usually proven in a typical graduate-level algebraic
number theory course.

e Lemma 16.26, whose proof may be found in some of the class field theory textbooks, such
as Artin-Tate, Neukirch, Lang, etc.

e Hilbert reciprocity law, Theorem 16.33.
e Analytic class number formula, Theorem 19.7. The proof is elementary but long.

e Conductor-discriminant formula, Theorem 20.5. It can be proved by showing an equality
of “local discriminant” and the product of local conductors, and this requires more refined
study of ramification in local fields.

o Theorem 20.14, that p|hq,) if and only if p|hg. ..
e Ribet’s Converse to Herbrand’s theorem, Theorem 20.19.

e Theorem 20.24, that the index of the Stickelberger ideal captures the relative class number.
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SoLUTIONS TO EXERCISES
Lecture 1.

Solution to Exercise 1.1.
As F; is cyclic, there is a primitive root # mod p, namely F = Z/(p — 1)Z and under this
isomorphism z € F; corresponds to 1 € Z/(p — 1)Z. Then, a = 27 for some 0 < j < p—1,

p—=1 .

and <%> = 1 if and only if j is even. Note that a’7 = x%j, soitis 1if jiseven,and z =z if j

1\ 2 _
is odd. Note that <$p71> =P =1, s0 2"7 is a solution to X2 — 1 that is not equal to 1, so

p—

7 = 1. Thus, (%) =a 2 mod p. O
Solution to Exercise 1.2.

(1) As pis odd, p = 2% + y? implies that one of 2%, y? is odd and the other is even. Thus one
of them is = 1(mod 4) and one of them is = 0(mod 4). Thus, p =0+ 1 = 1(mod 4).

(2) Asp|(n®+1) = (n+1)(n—1),if pis irreducible, it means that either p|(n +1) or p|(n —1),
but neither of them holds. Thus, p is reducible.

(3) Aspisreducible,p = z; - - - z,. for z, - - - , z, irreducible elements in Z[i| (the same element
may repeat more than once). Taking the complex conjugate, we get p =21 - - - Z,, so
2 2 2

Note that each |z; |2 is a positive integer. Furthermore, |z;|* # 1, as otherwise it will mean
2;Z; = 1, so z; will be a unit. Thus, by prime factorization in integers, it follows that either
r = 1 with |2 |* = p? or r = 2 with |21|> = |23|* = p. Note that as p is reducible, r > 1.
Thus, the only possibility is 7 = 2 with |2;|* = |23]*> = p. Let 2, = x + iy, z,y € Z. Then
|21|> = p means x? + y* = p, as desired.

| 2

O

Lectures 2 and 3.

Solution to Exercise 2.1.

Let K be a quadratic field. By definition, € K\Q is a root of a polynomial with rational
coefficients that is not linear (as otherwise = € Q). As K is quadratic, it follows that x is a root
of a qudaratic polynomial with rational coefficients, p(X) = X? + aX + b, a,b € Q. Note that
K =Q(x)as K D Q(z) D Qand Q(x) # Q which leaves no possibilities but X' = Q(z). Note
also that y = 4 ¢ is a root of a quadratic polynomial ¢(X) = X? 4+ b — %. Note that as y is

a2 _
4

a rational number. Let y = \/%, p,q € Z,q > 0. Then, qy = /pq, and Q(qy) = Q(y). Thus,
K =Q(/pg). O

plus a rational number, Q(y) = Q(x), and on the other hand, y = b, the square root of
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Solution to Exercise 2.2.
Fora € Aand f € Homa (M, N),or f: M — N an A-module homomorphism,

a-f:M—=N, a-f(m)=a-(f(m)),

where a - (f(m)) means you act by a € A on f(m) € N using the A-module structure on N.
Checking why this is an A-module is omitted (standard). U

Lecture 4.

Solution to Exercise 3.1.
By the lecture notes, D(1, o, a*) = (—1)*Ng qo(f'(«)) = =Nk g(30*+a). Leta = z1, 29, 3
be the three roots of f(X) in the normal closure of K. Then,
Nijo(3a”+a) = (323 +a)(3x5+a)(3x3+a) = 2Tatwsws+9a(wias+aivs+asry)+3a” (2] +as+as)+a’.

Note that as f(X) = (X — x1)(X — x2)(X — x3) we have

T+ xy+x3 =0, T1Ty+ 1173+ ToTz3 =0, T1Tor3= —b.
Thus
rivivi = b7,
virs + wir; + wvaxs = (179 + 1123 + T273)? — 2012073(71 + 12 + X3) = A,
o1+ 23+ 23 = (11 + 29 + 23)% — 2(2179 + 1173 + To73) = —2a.
So
Nijo(30® + a) = 276% + 9a® — 6a° + a® = 27b* + 4a®.

Thus we get the result. 0

Solution to Exercise 3.2.

(1) The primitive element theorem says that X = Q(«) for some o € K. Let p(X) be the
minimal polynomial of o over Q,

p(X>:Xn+an—1Xn_1+"'+a07 Ap—1," " 7CLOGQ'

Let d be the common denominator of the rational numbers a,,_1 - - - , ag. Then, 8 = da is
a root of the polynomial d"p(X/d), which is

d"p(X/d) = X" + dan_ X" + - + d"ap.

Note that d’a,,_; € Z, as da,,_; € Z. Thus, d"p(X/d) is a monic polynomial with integer
coefficients. By Gauss’s lemma, as p(.X) is irreducible in Q[.X|, d"p(X/d) is irreducible in
Q[X], so it is irreducible in Z[X]. Thus da € Of. Obviously Q(a) = Q(d«). So we are
done.
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(2) Note that D(1,cx, - -+ ,&" ') = £Ng q(f' (), where f(X) is the minimal polynomial of
a over Q. Since K/Q is separable, f(X) and f'(X) have no common roots, so f'(a) # 0,
s0 Ngo(f'(«)) # 0. Thus, D(1,«,- -+ ,a"") # 0. Note that

D(1,a,--- ,a" ") =[Ok : Z[a]]? disc(K),

so it follows that disc(K') # 0.

Solution to Exercise 3.3.

(1) By Gauss’s lemma, if f(X) is reducible, it must be factorized into
f(X) = (Xm + bm—le_l + 4 bo)(Xn_m + Cn_m_l)("_m_1 R CO)-

Note that bycy = ag, so either by or ¢ is divisible by p. Also, as p* does not divide ay,
exactly one is divisible by p. Without loss of generality, let p|by and (p, ¢y) = 1. Then we
have byco+boc1 = a1, and as by, a; are divisible by p, b, ¢y is divisible by p. As ¢y is copriem
to p, p divides b;. Continuing, we get every coefficient of (X™ +b,,, ; X™ 1 + -+ +by) is
divisible by p, which is obviously a contradiction as it is monic. Thus, f(X) is irreducible.

(2) By Hint, (e is a root of ®,.(X). Thus it suffices to show that ®,.(.X) is irreducible, or
®,. (X +1) is. Note that the constant term of @pa (X +1) is 14+1+---+1 = p, so it satisfies
Condition 2. Thus we are left with Condition 1, that ®,.(X + 1) = X** @~ (mod p).
Note that

X +1)7 —1 XP+1-1 xr*
q)pa(X+1): ( ) =

— — xP* D) dn).
(X + 1)pa—1 _ 1 Xpa—l + 1 _ 1 Xpa—l (mo p)

(3) Note that C;’fa for1 < k < p% (k,p) = 1, is also a root of ®,.(X), and this exhausts all
roots as we have enumerated all ¢(p*) = p*~*(p — 1) roots. Thus, the conjugates of (,a
are (.. Thus, @, (X) is already split in Q((pe ), s0 Q((pe)/Q is Galois. We have a natural
map

Gal(Q(Ge)/Q) = (Z/p°2)*, o= 7(0), o(Gn) = (57,

which is injective as the automorphism of Q((,«) is determined by where (,« goes. Thus
the natural map is an injection between finite sets of the same order, so it is bijective, so
it is an isomorphism.

Solution to Exercise 3.4.
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(1) Note

P (p—1)—1 P - p-1)-1)

D(1, G-+ G )=(=1) 2 Naga)/@(Ppa(Gpe))-

Let’s not worry about the sign part at the moment. We have

@/

p

X -1\ (X)X 1) — (X - (X 1)
)= () - R

L pXPTH X 1) - X (X - )
- X T .

a—1
Let ¢, = (o ,a primitive p-th root of unity. Then

/ _paC;;ll(Cp_l)_O_ a 1
(I)pa (Cp“) B (Cp - 1)2 P gp“(<p - 1)

Let D be the discriminant, & be the sign part (to be determined later), and K = Q((p).
Then
Ni/o(p") p ey

= j: a—1 a—1"*
Ni/g(Gpe) NG — 1) (=17 =D N,y /oG — 1)

Here we have used the transitivity of norms and that ®,.(.X) is the minimal polynomial
of (a to determine N /q((pe). Note also that ¢, isaroot of X?~! + ... +1,s0(, — lisa
root of (X +1)P~! + - + (X + 1) + 1, so Ny(,)/0(¢ — 1) = (—1)?~'p. Thus we have

D=+

D= ipap“’l(p—l)—p“”‘

So what is this sign? If p is odd, then looking at the expresion of +, one realizes that
+ = (=1)"2, s0 D = (=1)"z po" ' ®=D=7""" On the other hand, if p = 2, suppose first
that @ > 3. Then, &+ = (—1)2‘172(2&71*1) =1.S0, D = p“pafl(pfl)*pafl. If p* = 4, then
+=—1,s0 D = —p® D" Ifp* = 2 then + = 1,s0 D = p* ' P~D=""" g

we have

aafl _1_0,71
p* T (p=1)=p

if p=1 (mod4) or p =2 witha # 2
p=1=p"""jfp =3 (mod4) or p* = 4

-1y
D(lagpav"' 7C£a P ) - {_papa—l(
(2) The minimal polynomial of (e is ®pa(X), s0 1 — (e is a root of e (1 — X). This poly-
nomial has the constant coefficient p and the leading coefficient (—1)?"" ®=1_ so the
minimal polynomial of 1 — e is (—1)P" ®~Dd,.(1 — X), whose constant coefficient
is (=1)*"'®»=Vp. Thus, No(¢ye)/0(1 — (pa) = p. This applies to any primitive p®-th root
1— k

of unity, so No(c,.)/0(1 — () = p for k € (Z/p*Z)*. Thus the norm of 1_222 is 1, which

means it is a unit.
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(3) Note that 1+4(,« within a specific choice of (. = €2™/P" corresponds to a complex number

2 2
1+ Cpa <1—|—COS (—W>) + ¢sin (—W> .
e e

Note that i—f{ < %’r < 5,50 Cos <127—Z> > (. Thus, the complex norm of <1 + cos <IQJ—Z>> +

i sin (f)—f), which we denote as A, is larger than 1. Thus, (1 + ()" corresponds to a

complex number that is of the norm A¥. This grows infinitely larger as k — o0, so
(14 pa)* # 1 for any k > 0. Thus 1 + (e is of infinite order.

U

Lecture 5.

Solution to Exercise 4.1.

Note that disc(Q((,)) is & a power of p. As disc(K) divides it, disc(K) must also be +a power
of p. This excludes the case K = Q(v/d) with d = 2,3 (mod 4), as then disc(K) is a multiple of
4 (recall we assumed that p is odd). For d = 1 (mod 4) to be a squarefree integer which is + a
power of p, the only possibilities are either d = +p or d = 1. But d # 0, 1, so the only possibility
isd=4p,andd=pifp=1(mod4)andd = —pif p = 3 (mod 4). O

Solution to Exercise 4.2.

(1) Let po(X) = X" +d, 1 X" ' + -+ + dy where p|d,,_1,- -+, dy but p? does not divide dj.
Then o = —(d,_1a" ' + - +dy), so D;Tn =— (CI"T‘la”_l + 4 %0) € Zla] C Ok, so
a € pOK

1

Thus, multiplying by o™, we get

apd™ ' 4+ a™(ay + agar + - - + ap_10" %) € pOk.
Since " € pOg, we have apa™ ! € pOk. Let aga™ ! = px with v € Ok. Then

Nisg(ao) Nk ()" = Nkjo(p)Nkjo(z) = p" Nk jg(x) € p"Z.

On the other hand, by definition, N g(a) = (—1)"dp, so Nk /g() is an integer divisible
by p but not p®>. Thus Ng,g(e)" " is an integer divisible by p"~' but not by p". Tuhs,
Nkjglag) = aj € pZ. Thus, ay € pZ. This implies that a1 + -+ + a,_1a" ! =
(ap + -+ + ap_1a" ') — ay € pOg. Multiplying by a2, we get a;a" ! € pOg, from
which we again obtain a; € pZ. Repeating this, we get ag,- -+ ,a,—1 € pZ.

(2) Let d be the common denominator of by, - -+ ,b,_1. Then dx € Z[a] N dOk. If there is
a factor of p in the denominator, then p|d, so dx € Z[a] N pOk. By (1), this means that
dbo, - - ,db,—1 € pZ. On the other hand, if b; is the coefficient with the largest power
of p dividing the denominator among by, - - - , b,_1, then db; is coprime to p, which is a
contradiction.
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(3) Ifthere is an order p element in O /Z]c/], this means there is x € Ok such that pz € Z|a/.
But then z is then a QQ-linear combination of powers of a where each coefficient has
denominator dividing p. By (2), this implies that each coefficient is in fact an integer, that
x € Z[a]. This means that there is no order p element in Ok /Z[a], as desired.

(4) Let K = Q(v/2) and @ = v/2. Note disc(1,--,V2%) = (=1)°Ng,o(f'(c)) where
f(X) = X° — 2 is the minimal polynomial of o over Q (it is the minimal polyno-
mial because it is irreducible as it is obviously Eisenstein at 2). Thus disc(1,--- ,a?) =
NK/Q(5CY4) = 55NK/@<04)4 = 5524.

Now 2 does not divide [Of : Z[a]] by (3) as X® — 2 is Eisenstein at 2. So it remains to
prove that 5 does not divide the index. Note that Z[a] = Z][o — 2] where f = a — 2
satisfies f(X + 2) = (X + 2)® — 2. This is again an irreducible polynomial in Z[X] (as
f(X) is irreducible), but note that it is also Eisenstein at 5: it is

f(X4+2)=(X+2)P°—-2=X"+2°—-2= X" (mod5),

and its constant coefficient is 2° — 2 = 30 which is not divisible by 5. Thus, [Of : Z[f]] =
[Ok : Z]a]] is not divisible by 5 by (3).

Lecture 6.

Solution to Exercise 5.1.

(1) One direction is obvious. Suppose My, My C M such that M; "N = M; N N and

% = % Let Ms = M; NN = M, N N. Then it is a B-submodule of M, so there

is a one-to-one correspondence between the B-submodules of ]VL[[?’ and the B-submodules
of M containing M;. As ﬁ; = Vi C 51t follows that M; = M,.

(2) For such a module M with a generator m, define amap B — M by b — bm. By definition,
it is surjective. Its kernel [ is an ideal, as if x € B is sent to zero in M, this means zm = 0,
so forany y € B, zym = 0,so xy € I.

(3) The base case is clear as Noetherianity of A implies that an ascending chain of ideals
stabilizes. Now suppose M is an A-module with n generators my,--- ,m,. Let N be the
submodule of M generated by my,--- ,m,_1. Let M; C M, C be an increasing sequence
of submodules of M. Then M;NN C MsN C --- is an increasing sequence of submodules
of N, which stabilizes by induction, say after n > X. Let L = Mx N N. Then we still
have an ascending chain of submodules % C M)z“ C---of % Since % is generated by
one element, again by induction this chain stabilizes. By (1), the original chain stabilizes.

O

Solution to Exercise 5.2.
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(1) Itis F-linear as A is an F'-algebra. It is injective as it is an integral domain.

(2) It is a finite-dimensional F'-vector space because that’s literally what it means to be a
finitely generated F-module. Thus, m, is an injection between two F'-vector spaces of
the same finite dimension, so m,, is surjective by rank-nullity theorem.

-1

21(1). Then a™! is the desired multiplicative inverse to

(3) For a € A nonzero, leta™! = m

show that A is a field.

Lecture 7.

Solution to Exercise 6.1.
If a is an integral ideal of A such thata D [+ J, thenbotha D I and a D J, so a divides both

I and .J, which by the unique factorization means I + J divides [, p!""““"). On the other
hand, for each 4, p;* D I, J,sop;* D I+ J, so p;* divides I + J for each i, so we get the formula
for I + J.

The formula for I N J is even easier,asa C I N Jifand only ifa C I and a C J. O

Solution to Exercise 6.2.

(1) It is obivous that it is sufficient to prove the case when ey, --- e, > 0 with b € A. Note
that p /pS*" is an ideal of A/pS*" where
Afpi™ .
et = A
P /p;

As #A/p¥ = N(p¥) = N(p,)*, we have #p§* /pi™ = N(p;)* 1 /N(p;)® = N(p;) > 1,

K3
. ; 1. . . 11
which means that p§*/p$"™" is nonzero. This means that we can choose x; € p§*/pS'™

that is not zero for each i. As in the hint, we can use the Chinese Remainder Theorem to
find b € A such that b = x (mod p&*!). This means that b € p but b ¢ pS*'. Thus,

(b) C T, 95, or T, p$* divides (b), but for each 4, pi*" does not divide (b). This is

exactly what we want.

(2) Without loss of generalities, suppose that e;,--- ,e, < 0 and e, 41, ,e, > 0 (if all
e;'s are nonnegative, then the strong approximation is the version of weak approximation
we proved above, so there is nothing more to prove). By using the weak approximation
theorem we proved, we can find b € A such that (b) = [[[Z, p;“ [[}_, q;cj for f; > 0

and q;’s different from p;’s. Also, by the weak approximation theorem we proved, we can
find b’ € A such that (V') is divisible by [[;,, ., pi" [j—; qj-cj and — (l:i) —; is not

) | USSR Ly | VA
divisible by any p;’s or q;’s. Then, & € Frac(A) satisfies the condition.
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Lectures 8 and 9.

Solution to Exercise 7.1.

(1) Straightforward.

(2) Note that, in F5[X], X? — X = X (X — 1) is reducible while X? — X + 1 is irreducible.
One way to see that X 2 _— X + 1 is irreducible is because, if it is reducible, it should be
factored into a product of two linear factors, which means there should be a root in [Fo,
but 0 =0+ 1= 1and 12 — 1+ 1 = 1, so there is no root in F5. Thus, f(X) is irreducible
in Fo[ X] iff 152 = 1 (mod 2).

(3) Note that f(X) = (X — 1)% — 4, so for p odd, f(X) is irreducible mod p iff ¢ is not a

square mod p, or equivalently d is not a square mod p.

(4) This means that

(2, \/Zl;l)(?,@) ifp=2,d=1(mod8)
(2) ifp=2,d=5(mod8)
(p) =< (p) if p odd, d not a square mod p
(p, 1/d — E1y2 if p divides d
(P, Ll el g)(p, YD 2Ly ) ifpodd, ¢ = a? (mod p) for a # 0

Solution to Exercise 7.2.
(1) Suppose that p is ramified in L,
(p) =pi' - py? C Oy,

with e; > 1. Then p? divides (p). Let q be any prime ideal in Oy lying over p;. Then >
divides pOk, so p is ramified in K.

(2) Suppose that p is completely splitin X. Then by (1) firstly p is unramifiedin L. Letp C Oy,
be a prime ideal lying over p. We want to show that f(p|p) = 1. Let ¢ C Ok be any prime
ideal lying over p, i.e. ¢ N Op = p. Then O /p — Ok /q is a subfield. Also f(q|p) = 1 so
Ok/q = F, which means that O, /p = F,, which means f(p|p) = 1 as desired.

U

Solution to Exercise 7.3.
Note that disc(Q(v/d)) = d in this case. Thus Fr, = 1 if and only if p splits completely in
@(\/3), which is, when p is odd, when d a square mod p. O
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Lecture 10.

Solution to Exercise 8.1.

That p is inert means that f = [K : Q], so D(p|p) is a cyclic group of order f = [K : Q],
for any prime ideal p lying over p. Since D(p|p) is a subgroup of Gal(K/Q), which is of order
[K : Q], it follows that D(p|p) = Gal(K/Q), so it is a cyclic group. O

Lecture 11.

Solution to Exercise 9.1.

(1) This is because there is no primitive n-th root of unity in R.

(2) Note K is fixed by 0_; € Gal(K/Q), 0_1(¢,) = ¢, % so [K : K| > 2. Note that ¢,
is a root of a quadratic polynomial f(X) € KT[X], f(X) = X? — (¢, + ¢, )X + 1, so
[K: K| <2s0[K:K"=2.

(3) Lett : Kt — C be any embedding and we can find (,, € C so that the induced embedding
K < C restricts to the given embedding ¢ (you can take the root of f(X) in C which is
possible because C is algebraically closed). Then (,, has complex norm 1, so (! is the
complex conjugate of (,, so , + (! is a real number, so K+ C R.

(4) Note that O+ = O N KT, so Og+ D Z[(, + ¢, ']. Conversely, if z € O+, then
T = Z;Zg a;¢l, a; € Z. Since v € K, itis fixedby 0_1,s0 z = 0_1(x) = Z;‘Z& a; ¢,
so a; = a,_; (with a,, := ag). Thus it a Z-linear combination of 1, ¢, + ¢, *, (2 4+ ¢, 2, - - -
Thus it is sufficient to prove that ¢} + (7 € K for all j € N. We prove this by induction
on j. Obviously 7 = 0, j = 1 case holds. Also,

G+ GG +G) = (G +G)+ @+,

so by induction we get the desired result.

O
Lectures 12 and 13.
Solution to Exercise 10.1.
(1) The Minkowski bound is %VZ_O = /5.
(2) Note (2) factors in K as (2) = (2,v/6 +2),s0p = (2,v6 + 2).
(3) Note that 2 = (/6 4 2)(v/6 — 2), so p = (2 4+ v/6), so it is principal.
O

Solution to Exercise 10.2.

(1) Minkowski bound is %\/4_ =+/10.
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(2) Note (2) factorizes as (2) = (2,v10 + 2)?, so p» = (2,v/10 + 2). Note N(py) =

V(@) = Vi=2.

(3) If p, is principal, then there is v € O such that Ng/g(o) = £2. If @ = x + y/10, then
Ngjg(a) = 2% — 10y?, so we want to see if 22 — 10y* = £2 has any integer solutions. If
there is an integer solution, mod 5, 2 =42 (mod 5), so a contradiction.

(4) Note X2 —10 = X2 —1 = (X — 1)(X 4+ 1) (mod 3), so (3) = (3,10 — 1)(3,v/10 + 1).
Let p; = (3,v/10 — 1) and p = (3, V10 + 1). As f = 1, N(p3) = N(p}) = 3.

(5) Note that Ny/g(4 + v/10) = 6, so the prime ideal factorization of (4 + v/10) is consisted
of p, and some prime ideal of norm 3. On the other hand 4 + V10 € ps, so we see
(4 + v/10) = pops. Therefore in CI(K), [pa] = [p2] ™ = [p4]™" = [p3], so we see that
[p2] = [ps] = [p4] and they are nontrivial elements of order 2. Thus Cl(K) = Z/2Z.

O

Solution to Exercise 10.3.

(1) Note that Q(+/—14) is of discriminant —56. Thus, using the algorithm, we seek for a, b, ¢ €
Z,a,c > 0,56 = 4ac — >, —a < b<a,c>a andifb < 0, c > a. First we look for
1<a<4/56/3,s01<a<A4.

Ifa =1,then —1 < b <1,s00 < b < 1. Since biseven, b = 0. Then ¢ = 14. This
corresponds to X? + 14Y2,

If a = 2, then —2 < b < 2. Since 4ac and 56 are both multiples of 8, b must be a multiple
of 4. So, b = 0, and ¢ = 7. This corresponds to 2X2%2+7Y72

If a = 3, then —3 < b < 3. Since b is even, either b = 0 or b = +2. As 56 is not a multiple
of 3,b # 0. If b = £2, then 56 = 12¢ — 4, so 60 = 12¢, so ¢ = 5. These correspond to
3X2+2XY +5Y%and 3X? — 2XY +5Y2

If a = 4, then —4 < b < 4. Since 4ac and 56 are both multiples of 8, b must be a multiple
of 4. So either b = 0 or b = 4. In both cases 4ac and b* are multiples of 16, so 56 must be
a multiple of 16, which is not the case, so a contradiction.

From the generalities, we see that p is properly represented by either of the four forms if
and only if —56 is a square mod p, or, as p # 2, —14 is a square mod p.

(2) If p = X? + 14Y?, then X is odd, so p = 1 — 2Y? (mod 8). Also Y2 = 0,1 (mod 4), so
p=1,—1(mod8). If p = 2X? + 7Y% then Y is odd, so p = 2X? — 1 (mod8). Also
X?2=0,1(mod4),sop=1,—1 (modS8).

(B) If p = 3X2 £2XY + 5Y2 then 3p = 9X2 £ 6XY + 15Y% = (3X £ Y)? + 14Y2
If 3p = Z? + 14W?, then firstly, we want to show that either p = 3 or Z, W are both
coprime to 3. Indeed, 0 = Z? — W? (mod 3), so if either Z or W is divisible by 3, in fact
both must be divisible by 3, in which case 3p is divisible by 9, so p is divisible by 3. Thus,
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only one of the two cases, Z = W (mod3) or Z = —W (mod 3), should hold. In that
case one may express Z = 3X + W for some X € Z, and 3p = Z* + 14?2 reduces to
p=3X24+2XW +5W=

Thus, in this case, 3p = Z2 + 14W? = Z2 — 2W? (mod 8), in which case by the same
reasoning 3p = 1, —1 (mod 8), or p = 3, —3 (mod 8).

(4) If p=2X2+7Y? then 2p = 4X? + 14Y? = (2X)? + 14Y2. If 2p = Z? + 14W?, then Z
is even, so Z = 2X so that 2p = 4X? 4+ 14W? or p = 2X? + TW?2.

(5) So either p or 2p = X? + 14Y? if and only if <_714> =1landp=1,7 (mod8). Since p =
1,7 (mod 8) is equivalent to <%> = 1, we can change the condition into p = 1,7 (mod 8),

(%) = 1. On the other hand, the quadratic reciprocity we proved had an intermediate

g—1
consequence that (%#) = <§>’ SO (%) = (’—7’), so we get the desired result.

(6) If there is p where X? + 14Y? represents both p and 2p, then there are two elementst
a, 8 € Z[\/—14] such that N(«) = p, N(8) = 2p. Thus p = («) is a prime ideal lying
over p of norm p, and () = pop’ where py = (2,1/—14) is the unique prime ideal lying
over 2, and p’ is another prime ideal lying over p of norm p. Note that either p = p’ or
pp’ = (p), so [p] = [p/|*!. On the other hand, as p is principal, it follows that [p’] = 1, so
this contradicts 1 = [(3)] = [p2][p’] = [p2] which is not true as we saw in the ntoes.

Solution to Exercise 10.4.

(1) Note that [z] is the ideal class of a fractional ideal Z + Z - z, so indeed Z + Z - (—%) =
Z + Z - z. Thus it suffices to show that aa is a principal ideal for any ideal a. We can
prove this when a is a prime ideal, and in that case the statement readily follows as we
know how the rational prime splits; if p is inert, a is already principal and @ = a, if p splits
completely aa = (p), and if p is totally ramified, a = @ and a® = (p).

(2) Note that —z = bg—‘fli, so z — —7 has the effect of changing the sign of b. Thus [a, b, c]? =
lifand only if [a, b, ¢| = [a, —b, c]. This is the case when either b = 0 or [a, —b, | violates
one of the representative conditions, d = 4ac — b, —a<b<a,c>a,andifb <0, c > a.

This can be the case when b = ¢ or whenc=a and b > 0.

We show the converse. If b = 0, then obviously [a, b, ¢| = [a, —b, . If a = b, this in terms
of the complex number in H means Re(z) = %, so —Z = —1+z which is again in the same
SLy(Z)-orbit. If @ = c, this means that d = 4a”® —V?, so |z| = bz;;d =1.So—z=" =252

0 -1

where S = (1 0

) € SLy(Z). In any case, b = 0, a = b or a = c implies [a, b, c]* = 1.
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(3) Note that h is odd if and only if there is only one a, b, c with [a, b, c|* = 1, or either b = 0,
b=aorc=a Let K = Q(v/—m) with m squarefree. Suppose that m = 3 (mod 4).
Then disc(K) = —m = —d. In particular d is odd and squarefree. If d = 4ac — b?, then b
must be odd. Thus b = 0 has no solution.

o If b = a, then d = 4bc — b* = b(4c — b), where ¢ > b, b,c > 0. Note that d =
3 (mod 4), so for any factor m|d, which must be odd, £ = dm = —m (mod4), as
m? = (mod 4), so % = 42 — m for some x € Z. In particular, if we let m = 1, then
d =4x —1,and x > 1 as d > 3. This always give rise to at least one solution for
[a,b, c]* = 1.

Suppose d is a composite number, d = p; - - - p, with py, - - - | p, distinct. Suppose that
p1 is the smallest prime factor. Then for there to be no other solution of [a, b, c]* = 1,
we need 7%””“1 < p1, Or Po - -+ < 3p;. Note that this is impossible if 7 > 3 as
P2 pr > pap3 > p2 > 3py as pp > 3. If r = 2, then this can be possible precisely if

P2 < 3p1.

e If ¢ = q, then because of the solution in the case b = a, we must have no solution. The

equation becomes d = 4a*> —b* witha > 0,a > b > 0. Note d = (2a —b)(2a+b). We
know from the previous case that the only possible case is when either d is a prime
or d = p1po with p; < po < 3p;. If d is a prime, then2a—b = land 2a+ b = d,
whence ¢ = dzl and b = d21, soa > b 1mphes dtl > d ,ord—+1>2d— 2, or
d < 3, so d = 3. But then this is included in the case a= b asa = 1and b = 1. Thus
anyways in the case d a prime, ¢ = a adds no more solution.
If d = p1py with p; < po < 3p1, we may take 2a — b = p; and 2a + b = ps so that
a= ’% and b = P52 Then a > b means 7% > B22PL or py +py > 2py — 2py, or
3p1 > po. This holds as 3p; > po. This is also a different solution as a > b precisely
because 3p; > po. Thus, d composite case will add an additional solution in ¢ = «a
case.

Thus we have seen that in the case of m = 1 (mod 4), hx is odd if and only if m is a prime.

Now suppose m = 1,2 (mod4), so that d = 4m. In particular d is a multiple of 4, so b
is even. Thus b = 0 has a solution whenever m = ac, ¢ > a. Thus this automatically
excludes the case when m is a composite number. If m = 1, then [1,0, 1] is a solution to
[a,b,c]> = 1. It is easy to see that m = 1 case has hy odd as Q(v/—1) isa PID. If m = p
is a prime, then [1, 0, p| is a solution to [a, b, c|* = 1. Thus the other cases, b = a or ¢ = a,
must have no solutions.

Ifb = a, then 4p = b(4c — b), with ¢ > b, b > ¢ > 0. If we take b = 2, then ¢ = 2% would
be a solution if ’%1 > 2,0or p > 3. Thus m > 3 cases are excluded, and we are only left
with Q(v/—2), which we know is a PID. Thus we see that if m = 1,2 (mod 4), then hy is
odd iff K = Q(v/—1) or Q(v/-2).
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Lecture 14.

Solution to Exercise 11.1.

(1) Straightforward.

(2) Asv(1l) = v(1) +v(1), v(1) = 0. Thus, v(n) > min(v(1),--- ,v(1l)) = 0foralln € N.
Also v(1) = v(—1) + v(—1) implies v(—1) = 0, so v(n) = v(—n) which means that
v(n) > 0foralln € Z. Let [ = {n € Z | v(n) > 0}. This is an ideal as, if n € I, then for
allz € Z,v(axn) = v(z) +v(n) > v(n) > 0,so xn € I. Furthermore, if zy € I, 2,y € Z,
then v(zy) = v(x)+v(y) > 0,s0 v(x),v(y) > 0 implies that either v(z) or v(y) is strictly
positive, so either x or y is in I. Thus, [ is a prime ideal of Z, I = (p) for some rational
prime p. This implies that v(n) = 0 for n € Z coprime to p. Also, if x € I, then x = py for
some y € Z, sov(z) = v(p) + v(y) > v(p). Thus, v(p) is the minimum possible positive

value of v(x). As v is normalized, v(p) = 1. From v(p) = 1 and v(n) = 0 for n coprime
to p, we can determine v(n) for all n € Q, and see that v = v,,.

O

Solution to Exercise 11.2.

We just define g(a/s) = f(a)f(s)™ fora € A and s € S, which is a well-defined ring
homomorphism (check) and thus exhibits the existence part. This formula is forced upon us as
f(a) and f(s) are forced, so this shows the uniqueness part. O

Solution to Exercise 11.3.

(1) Note that Z, is an integral domain (check). Let v : Z, — Zso U {co} be defined as
v(ay,ag,-++) = min(n | a, # 0 (mod p™)) — 1 (if there are no such n, we interpret it as
oo, which is exactly when (aq, as,---) = 0). This is a discrete valuation (check). Note
also that (p, p, - - - ) is not invertible and not zero, so Z, is not a field. So, Z,, is a discrete
valuation ring.

(2) We can just take ! (mod p*) for each k. By Question 2, we get a natural map Z,) — Z,,.
Since no nonzero element is sent to 0, this is an injection.

(3) Note that Z,) C Q is countable. On the other hand, Z, is not countable; informally
speaking, choosing a,, given a,,_; has p possibilities, so the cardinality of Z, is p", which is
uncountable. More precisely, we have a surjective map f : Z, — 2%, where 2" is the set of
subsets of N, where n € f(ay,---)ifand only if 0 < a, < p*lasa congruence class mod
p™. This is surjective since, given I C N, we can take (aq,---)tobea, = by +- - b, p" L,

0 ifiel
b; = . lfl ¢ r Thus the cardinality of Z,, is at least that of 2N which is uncountable.
if ¢
Thus 7Z, is uncountable as desired. This shows that Z,) — Z, can’t be surjective, and
also @, also uncountable, is strictly bigger than Q.

O
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Lecture 15.

Solution to Exercise 12.1.
We can deduce this if we show that the discriminant disc(/ /L) is a unit ideal. Note that we

can see K as K = L(#) = L(#a). Note that Gal(K/L) = {1,0} where o(\/p) = —\/D

and 0(y/q) = —/q. Thusif welete; = 1, e, = # and e3 = 1+2ﬁ, then D(ej,ey) =
A
det ) 125 | =p, and D(eq, e3) = ¢ by the same calculation. Since disc(K/L) contains the
2

ideal generated by D(eq, e2) = p and D(ey, e3) = g, this implies that disc(/K/L) is the unit ideal.
U

Solution to Exercise 12.2.

(1) Suppose not and say all prime factors of f(n) are less than N. Let f(X) = a, X"+ - -+ay.
Then

M!
J(Mlao) = a,al (M) + - + azag(M)* + a; M! + 1 = 1 (mod M!).
Qo
Thus, f(l\g_;ao) is aninteger thatis = 1 (mod p) for any p < M. Note that lim,,, . | f(m)| =

|f (M!ao)
ap

0o. Thus, if we take M > N to be very big, we have | > 2, so that a prime factor

of f(]\;[—(:ao) must be not less than /N, a contradiction.

From this, this implies that f(.X) has a root mod p for infinitely many rational primes p.

(2) Let K = Q(«v) for o € Ok which is possible by primitive root theorem. Let f(X') be the
minimal polynomial of o over Q. Then we can use Dedekind’s criterion for all but finitely
many primes, and for then we see that there are infinitely many rational primes p such
that f(X) (mod p) has a linear factor, which implies that there is a prime ideal lying over
p in Ok whose residue degree is 1.

(3) Suppose not, so there are finitely many prime ideals pq, - - - ,p,, C Of splitting completely
in K. Let M be the Galois closure of K over Q. By (2), and as K /Q is Galois, there are
infinitely many primes p such that p splits completely in K. This implies that p splits
completely in L and any prime of L lying over p splits completely in K. This contradicts
the finiteness assumption.

O

Lectures 16 and 17.

Solution to Exercise 13.1.

(1) By symmetry, it is sufficient to prove that D(b,r) C D(a,r). If x € D(b,r), this means
|b — x| < r,but then |a — 2| < max(|a — b|,|b — z|) < r,s0x € D(a,r), as desired.
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(2) Ttis clear that | - |7*((a, b)) is open for a < b, so it is continuous.

(3) Note that as | - | is discrete, the condition |a — x| < r is equivalent to |a — x| < r — € for
some small € > 0, as long as | - | does not take value in any number in between  — ¢ and
r. Thus, an open disk is closed by (2).

(4) One side is obvious. If lim,,_, @, = 0, then by the strong triangle inequality, ZN a, is

n=1
a Cauchy sequence, so it converges.

O

Solution to Exercise 13.2.

(1) Obvious.
(2) Immediate from (1).
(3) Obvious.

(4) Note that formally e” and log(1+ z) give inverses to each other, and they are real inverses
whenever they converge, so (2) and (3) imply the desired result.

O

Solution to Exercise 13.3.

(1) Note [K : L| = n and eg,, > n so the result follows.
(2) Hint is self-explanatory, as 1" = 1.

(3) If we let 7, be a uniformizer of L, % is a unit in K. You can multiply 7, by a unit in L

so that % = 1 (mod 7k ), and then by (2) this itself is an n-th power of a unit, so we can
modify 7 by this unit to obtain a uniformizer 7 as desired.

O

Solution to Exercise 13.4.
(1) Obvious by Hensel’s lemma (this is about finding the solution of X? — u).

(2) We cannot directly use Hensel’s lemma to X? — u. Indeed it is necessary to have u =
1 (mod 8). On the other hand, if u = 1 (mod 8), then X? — u has a solution mod 4, and
the two solutions are not the same. Now we can use Hensel’s lemma to lift two different
mod 4 solutions to Z,. To be more precise, we want X = 1 4 4Y to be a square-root of
u for Y € Z,, which is the same as (1 + 4Y)2 —u=0,0r16Y?+8Y +1—u=0,or
2Y2 +Y + I_T“ = (. This indeed has a root mod 2, as mod 2 this polynomial becomes
Y + 5% By Hensel’s lemma, this means that 2Y? + Y 4 1% has a linear factor whose
mod 2 reductionis Y + 1%‘, so this gives a root.
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(3) The statement in Hint is clear. By (2), Q5 /(Q5)? has 8 elements, 2%/?*x {1,3,5,7 (mod 8)},
and the 7 nontrivial elements correspond to quadratic extensions. Note that anything cor-
responding to a multiple of 2 is ramified as the minimal polynomial is X2 —(that number),
which is Eisenstein. For a = 3,7 (mod 8), the minimal polynomial for y/a is X? — a, but
if you plug X + 1 we get X? +2X + 1 — a, which is again Eisenstein, so a = 3,7 (mod 8)
case is also ramified. The remaining case, a = 5 (mod 8) case, is actually unramified,
namely Qy(v/5)/Q; is unramified (this is a genuine field extension as 5 is not 1 (mod 8)
by (2)). This is because, for example, if you take z = x + y\/g € Qg(\/g), x,y € Qq, then
the canonical extension of the normalized discrete valuation vy on Q5 to QQ(\/S) satisfies

1 va(2? — By?)
va(2) = §U2(NQ2(\/5)/Q2(Z)) =T 5

and this is always an integer, namely vy(z? — 53°) is always a multiple of 2 whenever
x,y € Qy. Thisisbecause if v5(x) # v4(y) then obvious, and if v (x) = vy(y) then without
loss of generality we may assume vy () = v3(y) = 0, then 2 —5y* = 1—5 = 4 (mod 8), so
vy (22 — 5y?) = 2. Thus only Qy(+/5) is unramified and all the other quadratic extensions

(Qa(vE£2), Qa(v/E6), Q2(V3), Qa(+/—1)) are ramified.
O

Lecture 18.

Solution to Exercise 14.1.
(1) Let {v;}ics be an L-basis of K. We define f to be

floi@1) = fi(v),

and extend K»-linearly to define f for every element in Ky ®; K,. This in particular
implies that f(z ®y) = fi(z)f2(y) for every x € K,y € K», which in particular implies
that the construction is independent of the choice of basis. It is clear to see that this is an
L-algebra homomorphism. This is unique because the algebra homomorphism structure
forces the value of f on every element.

(2) You apply the universal property for S to K; ®; K, you get a homomorphism S —
K, ®p Ks. Vice versa, you get a homomorphism K; ®; K — S. Their compositions,
S — Ki®, Ky - Sand K; ®; Ky —» S — K; ® K,, must be the identities as the
universal property gives a unique homomorphism. Thus, S = K; ®;, K.

(3) It is sufficient to show that the elements of the above form multiplied by x ® y is still an
element of the above forms, which is immediate.

(4) If there is R with f, fo : Ki, K — R, then define f : X — R asjust f(zx ® y) =
fi(z) f2(y). This is unique and there is nothing to think about. Now we need to show that
ker f O I. This is just showing things like f1(v1+v2) fa(w) — f1(v1) fo(w) — fi(ve) fa(w) =
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0, etc, which are obvious. Thus, this induces a morphism f : X/I — R. Since the value
of f is again forced by the sturcture of algebra homomorphism, this implies that X/
satisfies the universal property.

Solution to Exercise 14.2.

(1) If K = L((,) with (n,p) = 1, then as X™ — 1 has no repeated roots mod p, the minimal
polynomial of (,, over L, which must divide X" — 1, has no repeated roots mod p, which
implies that K /L is unramified. Conversely, if K /L is an unramified extension, then
ki = ki(a) where a#*x~! = 1. As #ky — 1 is coprime to p, one can lift a to { € K
such that (#*%~1 = 1. Note that L({)/L is unramified with k) = kg, so it follows that
K = L(Q).

(2) Immediate from (1).

Solution to Exercise 14.3.

(1) Note that 2 is totally ramified in Q(«) because a’s minimal polynomial over Q is X* — 2,
which is Eisenstein at 2. Similarly, 2 is totally ramified in Q(i) because we know how
primes factorize there.

(2) We follow the Hint. Suppose Q2(i) C Q2(«). Then, o(«) = i"« for some n = 1,2, 3, but
0% = 1,504*" = 1, which implies that n = 2, or 0(a)) = —a. This implies that o(a?) = o?,
so a? = V2 € Qy(i) = Qy(a)?~". But we have seen that Q,(v/—1) and Q(1/2) are not

isomorphic by Exercise 13.4, because —1 and 2 are not the same as elements of Q5 /(Q5 ).
So a contradiction.

(3) (2) implies that Q2 (v, 7) is a field of degree 8 over Q5. Thus, Ky D Q2(«, i) must be equal
to each other, so a field.

(4) We follow the Hint. Suppose not. Then, as e, q, is divisible by eg,(s)/q,, and as « is
Eisenstein, eq, ()0, = 4, which implies that ey, g, is either 4 or 8, and the 8 case is
what we are excluding as assumption. Then, f = 2. This means that there is a maximal
unramified extension in K5 /Q,, which is a quadratic extension of Q5. As K5 /Q5 is Galois
with the same expression as Gal(K/Q), namely generated by the same s and ¢, we know
precisely what quadratic fields appear as subextensions. Namely, they correspond to index
2 (=order 4) subgroups of D,. By enumerating the three index two subgroups, we see that
the quadratic subfields are Q,(), Qo(v/2) and Q2(1/—2). They are all ramified over Q,,

so a contradiction.
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(5) Note that such p is unramified in Q(«). Since K is the Galois closure of Q(«), K is
the compositum of all Q(«’) for o’ a conjugate of . As p being unramified in Q(«) only
depends on the minimal polynomial of « (the discriminant is computed using the minimal
polynomial), p is unramified in Q(«/) for all conjugates o, and therefore p is unramified
in their compositum, K. More concretely, K is the compositum of Q(+/2) and Q(iv/2),
and in both number fields, p is unramified, so it is unramified in K.

O

Lecture 19.

Solution to Exercise 15.1.

(1) An embedding ¢ : K < Clies over j : L — C if j is the restriction of i on L. C K.

(2) As C/R is ramified, this means the following. If an archimedean prime i : L — Cis a
complex embedding, then any archimedean prime of K lying over 7 is necesarily a complex
embedding, so it is automatically unramified. If 7 is a real embedding, then we want every
archimedean prime of K lying over 7 to be a real embedding.

(3) The only thing we need to prove is that R* /N¢ /g (C*) = Gal(C/R) via Artg. As N¢/r(C*)
is precisely R+, we get the result.

(4) The local existence theorem says that
{Open finite index subgroups of R*} <+ {Finite abelian extensions of R}.

Note that the finite extensions of R are R and C, and they are all abelian. Correspondingly,
it G < R* is an open finite index subgroup, then firstly 1 € G, and an open neighborhood
of 1 is in GG. Therefore, there is some A\ > 1 such that every real number between A and 1
is in G. Taking the integer powers of these, we see that all positive real numbers must be
in G. Then we see that there are exactly two possibilities for open finite index subgroups
of R*, either R* or R (. We see that R* corresponds to R and R~ corresponds to C.

O

Lectures 20 and 21.

Solution to Exercise 16.1.

(1) The Minkowski bound is < 2, so h, = 1.

(2) Note that K = L(v/—1), so in this perspective 1,v/—1 € Op is an L-basis of K, so
disc(K /L) contains

det G _V\/‘__Ll)z — _4 ¢ dise(K/L).
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On the other hand, K = L(1/—3), so in this perspective 1, 1+\2/53 € Ok is an L-basis of
K, so disc(K/L) contains

1] V=3 2
det ) 2= | = —3 € disc(K/L).
2
So, 4 — 3 € disc(K/L), which means that disc(K /L) = (1) is the unit ideal, so all finite
prime ideals of Oy, is unramified in K.

(3) It’s consistent because the archimedean primes of L ramify in K.

Solution to Exercise 16.2.

(1) Note that Jii = {(n) : n € N, (n,m) = 1}, and Artg, /g sends (n) € Jg to
n € (Z/mZ)*, so ker Artgy. 1o ={(n) : n €N, n =1 (modm)}. f m = p{*---pris
a prime factorization, then

ker Artg. o =1{(n) : n€ N, n=1(modm)} = {(n) : n>0, p;°

(n—1)} = Py™.

By the global existence theorem, Q((,,,) = Q(moo) is the ray class field of modulus moo.
This implies that fg(c,.)/q|moo. Note that fg(c,,)/q is divisible by oo, as Q((,) has no real
prime.

(2) Note that the ray class field Q(fg(c,,)/0) contains Q({y), so Q(¢,) contains Q((,,). Since
va(m) # 1, Q(¢n) = Q(¢,) with n|m implies that n = m.

(3) For m odd, —(,, is 2m-th root of unity, so Q((2,n) = Q({n)- So (1), (2) implies the con-
clusion.

(4) Note that, if N /q,(K*) D 14 2Zs, then 1 4 2Zy = Z3, so N jq,(K*) D Z5, s0 K/Q,
is unramified. Thus, either fx /g, = 0 or fx/g, > 2.

(5) (3) and (4) imply that Q(moo) = Q((,,,). From this, Q(m) C Q((,,)". Note that CI}} =
J§'/ Py where Pgt = {(n) : pi*|(n—1)}, so Clg = (Z/mZ)* /{£1}, which implies that
the ray class field of modulus m, Q(m), is index 2 subfield of Q(moo) = Q((,), which
implies that Q(m) = Q(¢n)™.

OJ
Solution to Exercise 16.3.

(1) Note that all archimedean primes of K are complex, so K’/ K is unramified in archimedean
primes. Moreover, K’ = K (1/2) means that all primes of X coprime to 2 are unramified
in K'. Moreover, K’ = Q(v/2,+/—7), and 2 splits completely in Q(v/—7), as 2> + z + 2
has a root mod 2. As 2 is totally ramified in Q(\/i), for K'/Q,e=2and f =2,s0 g = 1.
As 2 is totally ramified in Q(v/—14), for the unique prime p, of K lying over 2, in K'/K,
e=1,f=2,9g=1,sothat K'/K is unramified in p,. All in all, K’/ K is unramified.
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(2) Note that the identity in the problem shows that K = K'(1/2v/2 — 1) = K'(\/—2v2 — 1).
Note that these two descriptions imply that disc(K”/K') 3 4(2v/2 — 1),4(—2v2 — 1),
so 8 € disc(K"/K), so in particular any prime coprime to 2 is unramified in K" /K’
(including the archimedean primes, as all archimedean primes are already complex).

(3) Note that K” = K'(a). The discriminant of the polynomial X? — (1 + v/2)X + 1 is
(1++/2)? —4 = 24/2 — 1, so0 in particular 2y/2 — 1 € disc(K”/K’). Since 7 is a multiple
of 2v/2 — 1, 8 — 7 € disc(K”/K'), which implies that disc(K”/K’) is a unit ideal, so
K"/K’ is unramified.

(4) Note that we have four automorphisms K" /K,

o0 VI VEA2VE -1 \J2vE - 1,
o1 VI VA2V 1 y2vE 1,
oy VI VIV 12V 1,
o3 VI VIV 1y 2vE 1

Indeed one checks that these are four different automorphisms of K over K, so K"/ K is
Galois. Since any order four group is abelian, K"’/ K is abelian. Since K" /K is unramified,
Hig = K",

(5) Note that we can use & = \/2v/2 — 1, whose minimal polynomial is (a? + 1)? = 8, or
a* + 2a? — 7 = 0. Its discriminant has prime factors in 2, 7, so the statement follows.

O

Solution to Exercise 16.4.
Note that by Hint

1= (bctac™t) = (bya)(b,c ) (c a)(c e = (b,a)(b,c)  (c,a) H(—c L e (~1,c)

= (b,a)(c,b)(a,c)((—=1)", C_l) = (b,a)(a +b,b)(a,a + ),
as ((=1)",c!) = (=1, " = 1,50 (a,b) = (a,a + b)(a + b,b). O

Solution to Exercise 16.5.

I

(1) Note that e = p — 1, so (1 + 72Ok,, x) = (7?Ok,,+). Also, (1 + 7 O,, x)
(ﬂ-p+1OKp7 +) Since p<7T2OKp7 +) - (ﬂ-erlOKp) +) ((p) = (ﬂ-)pil)’ SO (1 + 7T20Kp7 X)p
(14 705, %),

(2) Fori+j > p—1, e;4;isap-th power by (1). Thus, by Question 4, (e;, 7'e;) = (€, €i4;)(€itj, T'ej) =
1. Thus, 1 = (e;, w'e;) = (e;, ) (e, €;). Since (e;, 1) = (1—7", 7°) = 1, we get the result.
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(3) Hint is pretty much self-explanatory; the only issue is that x; converges, which is also
quite obvious as e; = 1 (mod 7?) and j — oc.

(4) Note that, as K has only complex primes, the power reciprocity implies that ( 9) (%) =
Mp+1

(a,b)y, so we need to show that (a,b), = 1. Note that by (3),a = €,.,> - e, "cF, b =
Nptl n % ’
e, - -ep’dP for some c,d € OF, so
2
mpt1 Npt1 Mpt1 Npt1
(@,b)p = (eps” -+ "¢ e @) = (eps” - €p” et o e))

by (2), as desired.

Lecture 22.

Solution to Exercise 17.1.

(1) Letu = L@J +%.Thenﬂz L\/&“J f“ CAsVd > 1, u> L@J > [ J =1.

2 2
On the other hand, —u = @ — |vetl \/672+1

is never an integer), which implies that —1 < w < 0, so that u has a purely periodic
continued fraction.

,80 0 < —u < 1 (this is never 0 because

(2) The proof is exactly the same as in the case of d # 1 (mod 4) case, noting that, for u =
x—ky@ with N(u) = £1,z,y > 0, we have <x + y@) <{L‘ +y \f“) = (m + %)2—

dy =22 + zy + 15%y% = +1, so that

|\/E—1 N _‘x_\/c’l?—ly‘_<m_|_yf+1>‘x+y f+1‘_ .
2

Yy Yy y(x—i—ny) y(m—ky@)

Solution to Exercise 17.2.

(1) The first statement is clear as the units of K are ¢" and Nk /g(£€") = Ng/g(e)". If
disc(K) = 4d, then a unit is of the form = + /dy, and Ng gz + Vdy) = 22 — dy?, so in

this case 72 — dy? = —1 has integer solutions, from which one gets integer solutions to
x? — 4dy* = —4 by doubling x. If disc(K) = d (i.e. d = 1 (mod 4)), then a unit is of the
form %‘/Ey, r =y (mod 2), so NK/@(H;@’) = x2_4dy2, so in this case 2% — dy* = —4 has

integer solutions.
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(2) If p|d, p = 3 (mod 4), then if N(K) = —1, then 22 = —4 (mod p) has a solution, which is
-1

impossible as o)=L

(3) Note that Clyy — CI(K) is an isomorphism if and only if P} — Py is an isomorphism.
This means that, for any principal ideal (a), a € K*, there exists a generator b € (a) such
that b,b > 0, where, for b = 2 + \/dy, b = x — /dy. By possibly replacing a with —a,
we can assume that a > 0. If @ < 0, then this means that there exists a unit u € O} such
that v > 0 and @ < 0; the existence of such unit is equivalent to Cl — CI(K) being
isomorphism. Note that if there exists a unit v of norm —1, then either v or —v is positive,
and the positive unit will exactly have this property, as vo = —1. On the other hand, if all
units are of norm 1, then v and ¥ will have the same sign for every unit v, so there is no
such unit. Thus, this establishes the equivalence.

(4) By (2) and (3), if d has a prime factor = 3 (mod 4), then Cl}; — CI(K), which is surjective,
is not an isomorphism, so K (m) is strictly bigger than Hy. As m; = 1, the ray class field
K (m) satisfies the desired properties of L in the problem.

O

Lectures 23 and 24.

Solution to Exercise 18.1.

(1) Note that

(2) Note

Ou(iy) = > x(B)Y (mn+b)yye TV = Ny (5) > fe(n),

be(Z/mZ)* nez be(Z/mZ)* neZ

where f,,(z) = (mz + b)\/ﬂe_”(m”b)Qy. By Poisson summation,

Oiy)= > x0) fun).

be(Z/mZ)* nez

2 ~

Note that f,;(z) = f(\/y(mz + b)), where f(z) = ze™™ . As f(x) = —ize ™,

2mixzh 2mixzh . 2mixzh
JF\( ) e m J? x em r _m ize m  _m®
) = = — e mly = — e m2y
v my/y" \m/y my/y m\/y m2y
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Thus

(Z/mZ) €l
Note that
iGN 5 ( i > iG(X) N~ = [ L =
= X(n)ny [ ——e ™%
m\/_ m\/y HGZZ (n) m2y

be(Z/mZ)*

Solution to Exercise 18.2.

(1) Really the whole sum is bounded by > > 7"  p™"* = F l—p <2} ,p° sotheright
hand side is absolutely convergent. This thing by the similar reason umformly converges
on the region Re(s) > oy for any 0y > 1, so the right hand side defines a holomorphic
function on Re(s) > 1.

(2) Note that log L(s,x) — >, x(P)p™" = 22,2 0t X(p)n " so this difference is bounded
above by
—ns P 1
>3 e <2} <%
p n=2 p p

(3) (2) implies the desired inequality. Note that log L(s, x), as s — 1T, goes to a finite num-
ber if x # 1, as L(1,x) # 0, and goes to +o0 if x = 1,. Thus, >°, i1 = o (modn) P
diverges as s — 17, which means that there are infinitely many primes that are =
a (modn).

—S

O

Solution to Exercise 18.3.

(1) This is immediate as 7 is a cube mod 75 and vice versa.

(2) Note that G(x)¢" ! = (pm)* 7= (%’) (%) (mod ). Since any integer is a cube mod g¢,

(’5’) = 1, so the equality follows.

()
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4) We have Y7~ y(a e2miad’/p — (3 )x(@®) ™t = G(x)x(q), so (2) and this gives the cubic
a=1 g
reciprocity.

O

Solution to Exercise 18.4.
(1) This is just B, 1 = B,,.

(2) Note that pB, = > ? Z?:o (?)piBian—i' So

a=1

p

n—1
n i— n—i
B, = 0Bkt + Y (1) B,
=1

a=1

SO
(p - pn+1)Bn S Zpa

so pB,, € Zy.
(3) Note that

p p

(p— an)Bn = Z a" + zp: npBia" ! = Z a” (modp).

a=1 a=1 a=1

Here, we use v,(npB;) > 1; this is obvious if p is odd, and if p = 2, this is true because
n is even. If n is not a multiple of p — 1, " a" is a multiple of p. If not, Y »_ a" =
p — 1 (modp). Since 1 — p™ = 1 (mod p), pB,, = —1 (mod p).

Lecture 25.

Solution to Exercise 19.1.
Let K = Q(v/—21). Then disc(K) = —84. Then

84
8dhi = £ Y  x-sa(@)a = £(x_sa(1)+5x_5a(5)+11x—sa(11)+13x_5a(13)+17x_s4(17)+19x_54(19)

a=1
+23x-84(23) +25x-84(25) + 29X -584(29) + 31X -84(31) +3Tx—84(37) +41x—84(41) +43x-54(43)
+47x—84(47) +53x_84(53) + 55X —-84(55) + 59X —84(59) + 61X _84(61) + 65X _g5(65) + 67 x_84(67)
+T1x-84(71) + 73x—54(73) + T9x-54(79) + 83x—384(83))
= £((1-83)x—s4(1)+(5—79) X —84(5)+ (11 =73) x—sa(11)+ (13— 71) x4 (13) +(17—67) X —84(17)
1 (19-65) X _sa(19)+(23—61) X _54(23) + (25— 59) x _8(25) + (29— 55) Y _84(29) (31 —53) y _sa(31)
(BT — A7) sa(37) + (41 — 43)x_sa(41))
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= i(_SQX—84(1)_74X—84(5)_62X—84(11)_58X—84(13)_50X—84(17)_46X—84(19)_38X—84(23)
_34X—84<25) - 26X—84(29) - 22X—84(31) - 10X—84(37) - 2X—84(41))

= +(—82-74 (%84) — 62 (_1—?4) — 58 (E—?) — 50 (_1—5;4) — 46 (_1—?) —38 (_2—?)
—34 — 26 (_2—2?) —22 <_3—%> —10 (_3—%) -2 (;—%))
=+(—82-T4 (%) — 62 (%) — 58 (%) — 50 (1—17) — 46 G—é) — 38 (%)
—34 - 26 (;9) — 22 (%) ~ 10 (g—i) —2 (;—12))
= +(—82—74—62—58 <?) —50+46 (%) —38 (%) —34-26 <?) —~22-10 (%) —2)
— +(—326 — 58 <_71) + 46 (%) — 38— 26 (%) — 10 (?))
= +(—364 + 58 + 46 (%) +26 — 10 (%))
— +(—280 — 46 — 10) = 336.

Thus, hx = ‘%? = 4. O

Solution to Exercise 19.2.
(1) This is immediate as ex = a + bv/d where a,b > 0.
(2) By (1),

1

log |ex|

S vt o s ()

log (sin (Z—g)ﬂ = —log (sin (Z—Z)) So, h < _logd\/a log (sin (fj))

Since sin (Z—;) <1,

(3) For 0 < x < 1,sin(§x) > x because sin(5x) is concave downward. Thus
log(sin(7/4d)) > log(1/2d) = —log(2d),

S0
log(2 log(2) +1
e < qlOE2D) _ JoE(2) +log(d)
log Vd 3 log(d)
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Lecture 26.

Solution to Exercise 20.1.

(1) Let f(X, Z)[X™] be the formal power series in Z arising as the X"-coefficient of f (X, 7).

Then
nZ:% n! 4 _nZ:% n! 4 _;(n—i-m)!z ’

ZeX? zm 7 =\ B
XM =-__" _ _nzn—&-m.
(ez—1>[ ] mle? —1 ;n!m!
They coincide, which is what we want.
(2) Note that

o0 Bn(X+ 1) B BTL(X)Zn B ZeX+1)Z _ 7 XZ B ZeXZ<€Z _ 1)

= ZeX7,
n! ez —1 eZ —1

n=0

Thus,
Bn(X +1) — B,(X)

n!

which gives what we want.
(3) This is an immediate consequence of (2) and the definition of B, (X).

(4) Note that

& 1 n+1
Z a" = ((TL + 1)Bnp - (TL 1) Bn—lp2 + o ) = an (mOdPQ)'
a=1

n+1

(5) Note that x, = L%’J From ab = px, + rq,

b
(ab)" =rl 4+ np V—J ™! (mod p?).
p

The equation follows from r, = ab (mod p).

Adding the equation over 1 < a < p, we have

p p p—1
_ no1 | @b
b" Z a" = ng + pnb™ ! Za ! {EJ (mod p?).
a=1 a=1 a=1

Since {ry,r9,- -+, 7} ={1,2,--- ,p} (mod p), we get the conclusion.
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(6) Let s be a primitive root mod p. Then, for n even and not divisible by p — 1

P s 12 jn \:S J
m Jj=1
pBn=> j"= 7 (modp?),

so for (n,p) = 1,

mod p).

B, 8" 121 1=7n_ L?J (
n n—1

The right hand side only depends on the congruence class of n mod p — 1, so we get the

congruence.
U

Solution to Exercise 20.2.
a + pz (mod p?). The requirement is that it is

(1) We want to find, for a, z such that w(a) =
a (p — 1)-st root of unity, so

(a+ px)P~' =1 (mod p?),

S0
a’ '+ (p— 1)pra’~? =1 (mod p?).
So pxr = (;:1‘1)1;;1,2 = “Z)igl (mod p?).

(2) Note that By ,-i = Za L aw™~“(a). Thus, since w?*(a) = 1, we want to show that

@) = Y a7 (o) = PP (mod 7).

aw
a=1 a=1 p—t
We have
, p—1 _ 1\ P! , paPTl —1
p—i—1 — a— — p—i—1 i p—i—2-" -
w (a) = (a—l— e ) =a +(p—i—1a pre
. . 1
=@ (i D = (i = 1) = (p— i) — (p—i — D (mod p?),
SO
p—1 p—1 p—1
Z aw?""a) = (p — 1) Z a’t—(p—i—1) Z a?’ Pl
a=1 a=1

a=1

(p—i)iap_i— —i—1) Zap il =
a=1
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since p — i and p> — p — i + 1 are even and not divisible by p — 1. Moreover, p — i =
p? —p—i+1(modp — 1), so by Kummer congruence,

pPP—p—i+1 =i+ 1 1—1

By pit1 = TBp—i =" B, ;= TBp—i (modp),

)
. . 1—1 o1

(p—i—1)Bp_p i1 =—(i+1) - B, i=|—i+ n B,_; (modp).
Thus,
i , , | B,_; B,_

Z aw’™" "1 (a) = p((p—i) By—i—(p—i—1)Bpe—pi1) = p (p —tti— ;) Byi=p _pi = pp y

which is what we want.

Solution to Exercise 20.3.
Hint is obvious as p is totally ramified in Q((,»). As K := Hgc,.) N Q(() is a subextension
of Q((,»)/Q((pe) Which is everywhere unramified over Q((pe), by Hint, K = Q((y«). Now the

argument as in the proof Theorem 20.3(1) works in the same way. O

Solution to Exercise 20.4.

(1) This follows from what we proved in the analytic proof of the quadratic reciprocity law

that G(x,) = iy/p-
(2) Note that

pr a)a = pr (2a)2a+ Z Xp(2a)(2a—p) ixp(Qa)Za—i—i Xp(2(p—a))(2(p—a)—p)

P+1

= p=1
2 2
= Z Xp(2a)2a + Z Xp(2a)(2a — p),
a=1 a=1

which gives what we want.

(3) Note that 2x,(2) times the expression in (1) minus the expression in (2) gives

(2xp(2) = Dhr = x»(2) pr

or

p—1

Xp(z) -
hy = ———— E X E Xl
K 2Xp(2> -1 — p( 2 . Xp P

a=1
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p—1

(4) Note that > 2, is the number of quadratic residues minus the number of quadratic non-
residues. Since 2 — x,,(2) is either 1 or 3, we get the result.

O
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relation with ideal class group of
imaginary quadratic fields, 83
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unique factorization of ideals, 38, 39
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trivial zero, 188

Chebotarev density theorem, 147
Chinese remainder theorem, 43
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values at the integers, 188 discriminant is norm of different, 107

Dirichlet character, 176 discriminant of a power basis, 23
1,176 discriminant of binary quadratic form, 81
1,,,176 discriminant of subfield divides
conductor, 176 discriminant of bigger field, 29
even, 176 relation between discriminant and index,
Gauss sum, 179 22
imprimitive, 176 relative discriminant, 103
Jacobi sum, 185
modulus. 176 Fourier transform, 180
odd, 176’ fractional ideal, 39

primitive, 176
principal character, 176
quadratic character, 198
Teichmuller character, 211
theta series, 179
functional equation, 180
trace field, 187
discrete valuation, 95
normalized, 95
discrete valuation ring, 93
complete
field of fractions is complete discretely
valued field, 113
completion, 113
discrete valuation ring is a PID, 94
uniformizer, 94
discretely valued field, 111
complete, 111

Gauss’s lemma, 10
global class field theory, 145
Artin map, 146
Artin reciprocity, 148
existence theorem, 149
Hilbert class field, 150
principal ideal theorem, 152
Hilbert symbol, 154
Hilbert reciprocity law, 155
tame Hilbert symbol, 155
Kronecker—Weber theorem, 68
power reciprocity law, 156
power residue symbol, 156
ray class field, 149
ray class group, 147
Gram matrix, 21
group ring, 210

Eisenstein polynomial, 121 height, 166
extensions of a complete discretely Northcott property, 166
vaued field, 117
Hensel’s lemma, 115 ideal class group, 44
Newton polygon, 121 class number, 44
slopes of a polynomial, 121 finiteness of, 75
valuation ring is complete discrete ideal class group of quadratic field, 77
valuation ring, 113 algorithm for imaginary quadratic
completion, 113 fields, 88
discriminant, 21 correspondence with quadratic
conductor-discriminant formula, 208 numbers, 82
discriminant detects ramified primes, 104 imaginary quadratic fields and strong
discriminant in terms of embeddings, 21, equivalence classes of binary

103 quadratic forms, 83
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idele, 145, 149
infinite Galois theory, 137
Galois correspondence, 139
Galois group, 138
Krull topology, 138
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integral closure, 13
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fundamental parallelopiped, 71
Minkowski’s theorem, 72
Legendre symbol, 4
local class field theory, 140
Hilbert symbol, 154
tame Hilbert symbol, 155
local Artin map, 140
local Artin reciprocity, 140
local conductor, 143
local existence theorem, 136, 140
local Kronecker—Weber theorem, 136
power residue symbol, 156
local field, 114
p-adic localization of number field, 115
p-adic, 114
archimedean, 145
Galois group
decomposition group, 125
Frobenius, 121
inertia group, 125
ramification group, 125
tame quotient, 126
wild inertia group, 125
tamely ramified extension, 126
maximal tamely ramified extension,
126
totally ramified extension, 118
unramified extension, 118
maximal unramified extension, 119, 142
unramified extensions are Galois, 119
wildly ramified extension, 126
local ring, 93
residue field, 93
localization, 91
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prime ideals of localization, 91
quotients and localizations, 91

module, 10
finitely generated, 12
free, 12
rank, 12
modulus, 146
Ji, 146
conductor, 143, 148, 149
empty, 148
finite, 146
infinite, 146
ray class group, 147
ray class group is finite, 148
Mordell’s equation, 2, 80
multiplicative set, 91

Noetherian, 34
finitely generated over Noetherian is
Noetherian, 36
modules, 34
rings, 34
norm, 17
general formula, 18
ideal norm, 47, 100
quadratic, 8
transitivity of norm, 17
units are detected by norms, 20
normal, 37
number field, 7
L, 166
CM field, 205
Q. 205
relative class number, 205
totally real subfield, 205
degree, 7
Dirichlet’s unit theorem, 165
discriminant, 22
fundamental system of units, 168
fundamental unit, 169, 172
quadratic field, 7
quadratic character, 198



regulator, 194
ring of integers, 10
compositum when discriminants are
coprime, 30
ring of integers is finite free, 27
ring of integers of quadratic fields, 7
totally complex field, 205
totally real field, 205

Pell’s equation, 169
Possion summation formula, 180
prime splitting
decomposition group, 56, 109
Frobenius, 59, 110
Frobenius and prime splitting, 61
inertia group, 56, 109
Dedekind’s criterion, 52, 100
Galois acts transitively, 56, 109
inert, 52, 100
quadratic fields, 48
ramification index, 51, 100
ramified, 51, 100
ramified primes are prime factors of
discriminant, 104
tamely ramified, 131
relations on e, f, g, 51, 98
residue degree, 51, 100
split completely, 52, 100
totally ramified, 52, 100
unramified, 51, 100

quadratic number, 82

correspondence with fractional ideals of
quadratic fields, 82
quadratic reciprocity law, 4
algebraic proof, 67
analytic proof, 182
class-field-theoretic proof, 157

rapidly decreasing function, 180
real embedding, 71
reciprocity, 5
cubic reciprocity law, 159
analytic proof, 185
primary number, 158
rational cubic residue symbol, 160
global Artin reciprocity law, 148
Hilbert reciprocity law, 155
local Artin reciprocity law, 140
power reciprocity law, 156
quadratic reciprocity law, 4, 67, 157
reduced, 104

Schwartz function, 180

topological group, 137
trace, 17
general formula, 18
quadratic, 8
transitivity of trace, 17

upper half plane, 86
fundamental domain, 86
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