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Abstract

In this paper we generalize the Tannakian theory which gives a correspondence between gr
and Tannakian categories over a fieldk to the case wherek is a valuation ring. We give a gener
theorem how to reconstruct groupoids in arbitrary categories from their category of represen
and we show that this theorem can be applied to groupoids over Dedekind rings. We also
partial answer how to see whether a category is the representation category of a groupoid
valuation ring.
 2004 Elsevier Inc. All rights reserved.

Introduction

In 1939, Tannaka established a duality between compact groups and their repr
tions [15]. He proved that a compact group is already determined by its unitary du
1972, Saavedra, using ideas of Grothendieck, developed a “Tannakian theory” by
lishing a functorial correspondence between gerbes over arbitrary fields which are
an affine group scheme and their representation category [11]. In particular, he ob
a duality between affine group schemes over a field and so called neutral Tannakia
gories. A gap in Saavedra’s proof was closed by Deligne in 1990 [3]. This way we
correspondence between properties of affine group schemes (or certain gerbes) and
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and Milne [4].

One can divide the duality established by Saavedra and Deligne in two parts:

(1) The reconstruction problem: given a “group-like” objectG (e.g., a group scheme
a gerbe, a quantum group), is it possible to recoverG from the category of its rep
resentations, using the forgetful functor?

(2) The description problem: give a purely categorical description which ensures
given category is equivalent to a category of representations of some “group
object.

The description problem has been solved in a satisfying manner only for gerbe
by affine group schemes over fields of characteristic zero [3, 7]. The reconstruction
lem is much better understood. It has been generalized to quantum groupoids and braid
groups (e.g., by Majid [9] and Bruguières [2]) over fields. Majid has also given a ge
categorical approach [7] but unfortunately his hypotheses are very restrictive.

Further, all those “group-like” objects were required to be over fields. But in ma
matics there are also lots of such objects over more general rings (e.g., over thep-adic
completion ofZ or overC�q�).

The goal of this work is therefore three-fold. First, to give a general categorical m
to reconstruct “group-like” objects from their category of representations even in the
neutral case. This is obtained by 2.14 and 2.18. The second goal is to use this general
purely formal theorem to recover affine groupoids (and in particular affine group sch
over Dedekind rings (or more generally Prüfer rings) from their category of represent
(5.13 and 5.17). The last objective is to give a partial answer about the description pr
for groupoids over discrete valuation rings (or more generally over valuation rings of h
at most one) (6.18 and 6.20).

The reason why we work in the maybe somewhat unfamiliar setting of Prüfer ring
valuation rings of height one (instead of their noetherian counterparts, Dedekind rin
discrete valuation rings) is the following. First of all they occur in mathematical app
tions (e.g., the integral closure of a discrete valuation ring in an algebraic closure of it
of fractions). Further, ifR is a valuation ring of height one, a fibre functor of anR-linear
representation category exists in general only over some non-noetherian valuation
height one, even ifR itself is noetherian.

I will now give an overview of the structure of this work. In the first section so
categorical notions are recalled. Section 2 considers the main tool for the solution
reconstruction problem, the comonoid of coendomorphisms of a functor. This notion
back to MacLane [10]. The definition and the statement of the basic properties he
obvious generalizations of [3, §4]. The abstractreconstruction theorem (2.14) is therefo
a formal generalization of [3, 4.13]. It describes how to recover a comonoid from its r
sentation category using the forgetful functor. In case we started with a Hopf monoid
the Hopf algebra associated to some group scheme) we also recover the Hopf st
(2.18). Here we refer to [7] for the necessary diagram chasing.

The next two sections collect some tools to attack the reconstruction of groupoid
Prüfer rings. In the third section we give some basic definitions and properties ofR-linear
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monoidal categories and the notion skalar extension. In the fourth section we descr
connection of groupoids and gerbes over arbitrary schemes. Most of these proper
easy generalizations of [3] where the case of groupoids and gerbes over a field is
ered.

The fifth section starts with the description of coalgebroids and their comodule
check that all conditions of the abstract reconstruction theorem (2.14) are satisfie
a Prüfer ring. For this we have to show some properties of comodules over Prüfer
Most of these properties are well known for Dedekind rings (e.g., [13]), and most o
time the proofs are easy modifications. After these technical lemmas we obtain the
struction theorem for coalgebroids (5.13) and for affine groupoids (and hence for
group schemes) (5.17).

In the last section we define the notion of a Tannakian lattice over a valuation ri
height at most one (6.9). Roughly speaking it is a rigid pseudo-abelian symmetric mo
category which admits a fibre functorω over some faithfully flatR-scheme such that th
skalar extension of the category to the field of fraction ofR is a Tannakian category i
the sense of [3]. We show that the category of representations of a groupoid is
a Tannakian lattice (6.17). For this we use the theory of gerbes provided by Sec
and the fact that every Tannakian lattice has a fibre functor over a sufficiently “niceR-
scheme (6.14). The main theorem of this section is 6.18 which assures that the fibre func
always provides a fully faithful embedding of a Tannakian lattice into the catego
representation of a groupoidG and thatG is universal with this property. We conclud
with a corollary for the neutral case (6.20).

1. Monoidal categories

1.1. By a monoidal categorywe mean a tuple(M,⊗,1, α,λ,ρ) whereM is a cat-
egory,⊗ :M × M → M is a bifunctor,αX,Y,Z : (X ⊗ Y ) ⊗ Z

∼−→ X ⊗ (Y ⊗ Z) is an
associativity constraint, 1 is a unit object,λX :X ⊗ 1 ∼−→ X is a left unit constraint, an
whereρX :X ⊗ 1 ∼−→ X is right unit constraint. These are to satisfy

(a) (Pentagon axiom):(idX ⊗ αY,Z,W ) ◦ αX,Y⊗Z,W ◦ (αX,Y,Z ⊗ idW ) = αX,Y,Z⊗W ◦
αX⊗Y,Z,W .

(b) (Unit axiom):(idX ⊗ λY ) ◦ αX,1,Y = ρX ⊗ idY .

By abuse of notation we will often simply writeM for the monoidal category
A monoidal category is calledsymmetric, if there is given a commutativity constrai
whose square is the identity. We also have the weaker notion of abraidedmonoidal cate-
gory. We refer to [8] for the precise definition.

Let M1 and M2 be two monoidal categories. Afunctor M1 → M2 of monoidal
categories(or a monoidal functor) is a functorT :M1 → M2 together with a functor
ial isomorphismT (X) ⊗ T (Y )

∼−→ T (X ⊗ Y ) which is compatible with the associativi
constraint equipped with an isomorphismT (1M1)

∼−→ 1M2 compatible with the unit con
straints. IfM1 andM2 are braided (or symmetric) we call a monoidal functor atensor
functor if it is compatible with the braiding.
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From now on we denote byM a monoidal category. Moreover, we assume tha
monoidal categories arestrict, i.e., all constraints are the identity. By the coherence
orem (e.g., [10, Chapter XI]) every monoidal category is equivalent to a strict mon
category. IfM is a symmetric monoidal category we also can and will assume by loc
that the commutativity constraint is the identity. Similar for braided monoidal categorie

1.2. Let X be an object ofM. A (left) dual object ofX is a triple(X∨,ev, δ) where
X∨ is an object ofM and where ev :X ⊗ X∨ → 1 andδ : 1 → X∨ ⊗ X are morphisms
such that

X
idX⊗δ−−−−→ X ⊗ X∨ ⊗ X

ev⊗idX−−−−→ X,

X∨ δ⊗idX∨−−−−→ X∨ ⊗ X ⊗ X∨ idX∨⊗ev−−−−−→ X∨

are the identity.
Note thatδ is uniquely determined. Further, a dual(X∨,ev, δ) is unique up to unique

isomorphism.
We call an objectX rigid if there exists a dual ofX. We callM rigid if every object in

M is rigid.

1.3. Let X andY be objects inM. If X andY admit dual objectsX∨ andY∨, then
Y∨ ⊗ X∨ is a dual ofX ⊗ Y where evX⊗Y is given by evX ◦ (idX ⊗ evY ⊗ idX∨). In this
caseδX⊗Y is given by(idX ⊗ δY ⊗ idX∨) ◦ δX.

In particular, the full subcategory of rigid objects ofM inherits the structure of
monoidal category.

1.4. Example. Let A be a commutative ring. Then the category ofA-modules endowe
with the usual tensor structure is a symmetric monoidal category. AnA-moduleM is rigid
if and only if M is finitely generated projective. In this case we haveM∨ = Hom(M,A)

and (using the identificationM∨ ⊗ M = End(M)) evM (respectivelyδM ) are given by the
usual evaluation (respectively by the mapA → End(M), a �→ aidM ).

1.5. Let T :M1 → M2 be a functor of monoidal categories and letX be an ob-
ject which admits a dual(X∨,ev, δ). Then T (X) admits a dual which is given b
(T (X∨), T (ev), T (δ)). In particular,T induces a functor from the full subcategory of rig
objects inM1 into the full subcategory of rigid objects ofM2.

1.6. A comonoidin M is a triple(X, c, e) consisting of an objectX of M, a comulti-
plicationc :X → X ⊗ X, and a morphisme :X → 1 such that

(COM1) c is coassociative, i.e., the compositions

X
c

X ⊗ X
id⊗c

c⊗id
X ⊗ X ⊗ X

are equal.
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(COM2) e is a counit, i.e., the compositions

X
c

X ⊗ X
id⊗e

e⊗id
X

are the identity.

Note that the counit is unique if it exists. We have the dual notion of amonoid in a
monoidal category.

Let M be a braided monoidal category. Abimonoidin M is an objectX which carries
the structure of a monoid(X,m,u) and of a comonoid(X, c, e) such thatc and e are
morphisms of monoids.

Finally a Hopf monoidin M is bimonoid(X,m,u, c, e) together with an antipod
ι :X → X satisfying the usual conditions for a Hopf algebra (see, e.g., [14]).

1.7. Let M be a braided monoidal category and let(X, c, e) and (X′, c′, e′) be two
comonoids inM. Then the compositions

X ⊗ X′ c⊗c′−−−→ (X ⊗ X) ⊗ (
X′ ⊗ X′) = (

X ⊗ X′) ⊗ (
X ⊗ X′),

X ⊗ X′ e⊗e′−−−→ 1⊗ 1 = 1

define the structure of a comonoid onX ⊗ X′. This is trivial if M is symmetric. For the
general case we refer to [8, 2.1].

1.8. Definition. A category with rightM-action is a categoryC together with a functo
⊗ :C ×M → C and functorial compatible isomorphismsX ⊗ (M ⊗N)

∼−→ (X ⊗M) ⊗N

andX ⊗1 ∼−→ X for M, N objects ofM andX object ofC. Again we can and will assum
by the coherence theorem that these functorial isomorphisms are the identity.

Let C andC ′ be two categories withM-action. A functorω :C → C ′ together with a
functorial isomorphismξ :ω(X ⊗ M) → ω(X) ⊗ M for M ∈ M andX ∈ C is called an
M-functor.

More generally, leth :M → M′ be a functor of monoidal categories and letC (re-
spectivelyC ′) be a category with rightM-action (respectively rightM′-action). A functor
ω :C → C ′ together with a functorial isomorphismξ :ω(X⊗M) → ω(X)⊗h(M) is called
anh-functor.

Let (ω, ξ) and(ω′, ξ ′) be twoM-functors. A morphism of functorsϕ :ω → ω′ is called
a morphism ofM-functorsor shorter anM-morphismif ϕ commutes withξ andξ ′. The
set ofM-morphismsω → ω′ is denoted by HomM(ω,ω′).

This way we get the 2-category of categories withM-action.

1.9. Definition. Let M be a monoidal category and letC be a category with a rightM-
action. Let(L, c, e) be a comonoid inM. A pair (X, r) consisting of an objectX in C and
a morphismr :X → X ⊗ L is calledL-comoduleif it satisfies the following conditions:
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(CM1) r is compatible with the coproduct, i.e., the compositions

X
r

X ⊗ L
idX⊗c

r⊗idL

X ⊗ L ⊗ L

are equal.
(CM2) r is compatible with the counit, i.e.,(idX ⊗ e) ◦ r = idX .

A homomorphism ofL-comodules(X, r) → (X′, r ′) is a morphismϕ :X → X′ in C
such that the following diagram commutes:

X
ϕ

r

X′

r ′

X ⊗ L
ϕ⊗idL

X′ ⊗ L.

We denote the category ofL-comodules inC by CL.

1.10. A monoidal category acts on itself. More generally, letC be a comonoid inM.
Then the monoidal structure ofM induces a leftM-action on the categoryMC of right
C-comodules.

If f :C → C′ is a homomorphism of comonoids inM, the induced functorMC →
MC ′

is anM-functor.

1.11. We keep the notations of 1.9. LetX be any object ofC. Then

X ⊗ L
idX⊗c−−−−→ X ⊗ L ⊗ L

defines the structure of anL-comodule on the objectX ⊗ L of C. This way

X �→ X ⊗ L, f �→ f ⊗ idL

defines a functorC → CL. This functor is right adjoint to the forgetful functorCL → C.
Indeed, for every objectX of C and everyL-comodule(Y, rY ) the maps

HomC(Y,X) → HomCL(Y,X ⊗ L), f �→ (f ⊗ idL) ◦ rY ,

HomCL(Y,X ⊗ L) → HomC(Y,X), g �→ (idX ⊗ e) ◦ g,

are functorial and inverse to each other.
Now assume thatX itself is anL-comodule and denote byr its coaction. Thenr :X →

X ⊗ L is a homomorphism of comodules. Further we have(e ⊗ 1) ◦ r = idX, i.e., r is a
section ofe ⊗ 1.
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2. The comonoid of coendomorphisms of functors

2.1. In this section we fix the following notations: letM be a monoidal category an
C be a category with a rightM-action. We writeM̂ for the category of copresheaves
M, i.e., the category of covariant functors fromM in the category of sets. Denote byD
an essentially small category and byωi :D → C (i = 1,2, . . .) a family of functors.

2.2. For every objectM in M write ωi ⊗ M for the functor

D → C, X �→ ωi(X) ⊗ M.

Then

M �→ Hom(ω2,ω1 ⊗ M)

is a copresheaf onM. We denote it by CoHom(ω1,ω2) = CoHomM(ω1,ω2). In this case
we have a functorial isomorphism

Hom(ω2,ω1 ⊗ M) ∼= HomM̂
(
CoHom(ω1,ω2),M

)
.

In the case that the copresheaf is corepresentable, we denote the corepresenting object a
by CoHom(ω1,ω2) = CoHomM(ω1,ω2) and call it theobject of cohomomorphisms fro
ω1 to ω2. Then we have the universal morphism of functors

ω2 → ω1 ⊗ CoHom(ω1,ω2). (2.2.1)

Finally, we set

CoEndM(ωi) := CoEnd(ωi) := CoHom(ωi,ωi).

2.3. From now on, we assume that all CoHom(ωi,ωj ) are corepresentable fori � j .
Iterating (2.2.1), we get a morphism of functors

ω3 → ω2 ⊗ CoHom(ω2,ω3) → ω1 ⊗ CoHom(ω1,ω2) ⊗ CoHom(ω2,ω3)

and therefore a morphism

CoHom(ω1,ω3) → CoHom(ω1,ω2) ⊗ CoHom(ω2,ω3). (2.3.1)

This “coproduct” is coassociative, i.e., we have a commutative diagram

CoHom(ω1,ω4) CoHom(ω1,ω2) ⊗ CoHom(ω2,ω4)

CoHom(ω1,ω3) ⊗ CoHom(ω3,ω4) CoHom(ω1,ω2) ⊗ CoHom(ω2,ω3) ⊗ CoHom(ω3,ω4).
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Finally, idωi ∈ Hom(ωi,ωi) = Hom(ωi,ωi ⊗1) corresponds to a counitεi : CoEnd(ωi) → 1
i.e., the compositions

CoHom(ω1,ω2) → CoHom(ω1,ω2) ⊗ CoEnd(ω2)
id⊗ε2−−−→ CoHom(ω1,ω2),

CoHom(ω1,ω2) → CoEnd(ω1) ⊗ CoHom(ω1,ω2)
ε1⊗id−−−→ CoHom(ω1,ω2)

are the identity. Therefore, we see:

Proposition. Let ω :D → C be a functor, such thatCoEnd(ω) is corepresentable. The
CoEnd(ω) is a comonoid inM.

2.4. Let ω :D → C be a functor, such that CoEnd(ω) is corepresentable. LetC be any
comonoid inM. Then the bijection Hom(CoEnd(ω),C) = Hom(ω,ω ⊗ C) induces an
identification

HomCM

(
CoEnd(ω),C

) = HomCM(ω,ω ⊗ C),

where the left-hand side denotes the set of comonoid homomorphism CoEnd(ω) → C and
where the right-hand side denotes the set of morphisms such that for every objectX in D
the induced arrowω(X) → ω(X) ⊗ C defines aC-comodule structure onω(X).

2.5. Let C ′ be a subcategory ofC. For every objectC′ in C ′ we have the functor

(
C′ ⊗ −)

:M → C, M �→ C′ ⊗ M.

This induces a functor fromC ′ into the categoryHom(M,C) of functorsM → C. We say
that the action ofM onC is coclosed forC ′ if, for any C′ ∈ C, (C′ ⊗ −) has a left adjoint
functor. If this is the case, we denote byFC ′ :C → M this left adjoint. ThenC′ �→ FC ′
defines a functorC ′ → Hom(C,M)opp.

2.6. LetD be the final category. Then to giveω is the same as to give an objectX in C.
Assume that the functorM → C which sendsM to X ⊗ M admits a left adjointFX (in
other words, the action ofM on C is coclosed for the subcategory which consists oX

and idX). ThenFX(X) represents CoEnd(ω). Indeed, for every objectM in M we have
functorial bijections

Hom
(
FX(X),M

) = Hom(X,X ⊗ M) = Hom(ω,ω ⊗ M) = Hom
(
CoEnd(ω),M

)
.

In particular,FX(X) carries a comonoid structure. Further, by 2.4 we see that for e
comonoidL in M morphisms of comonoidsFX(X) → L correspond toL-coactions onX.

2.7. Proposition. LetC ′ be a subcategory ofC such thatω factorizes throughC ′ and assume
that the action ofM onC is coclosed forC ′. Further suppose that there exist inM small
inductive limits. ThenCoHom(ω1,ω2) is corepresentable.
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Proof. Denote byFC ′ the right adjoint of(C′ ⊗ −) for C′ ∈ Ob(C ′). For every morphism
f :X → Y in D define the categoryIf as the subcategory ofM consisting of three object
Fω1(Y )(ω2(X)), Fω1(X)(ω2(X)), andFω1(Y )(ω2(Y )) and the only morphisms inIf (besides
the identity morphisms) are

Fω1(f )(id) :Fω1(Y )

(
ω2(X)

) → Fω1(X)

(
ω2(X)

)
,

Fid
(
ω2(f )

)
:Fω1(Y )

(
ω2(X)

) → Fω1(Y )

(
ω2(Y )

)
.

Denote byI the disjoint union of the categoriesIf wheref runs through all morphism
of D. We have a canonical functorI → M, and it follows from 2.6 that its inductive limi
represents CoHom(ω1,ω2). �
2.8. Corollary. Let C = M be a braided monoidal category, and letω1,ω2 :D → M be
functors. Assume thatω1 andω2 factorize through the full subcategory of rigid objects
M and that small inductive limits exist inM. ThenCoHom(ω1,ω2) is corepresentable.

Proof. For every rigid objectC in M the functor(C∨ ⊗ −) is left adjoint to(C ⊗ −)

because we haveC = C∨∨ as C is symmetric. Therefore, the action ofM on itself is
coclosed for the subcategory of rigid objects inM, and we can apply 2.7.�

2.9. Let C ′ be another category with a right action by a monoidal categoryM′. Let
h :M → M′ be a tensor functor and letf :C → C ′ be anh-functor. Then the universa
morphismω2 → ω1 ⊗ CoHom(ω1,ω2) induces by applyingf a morphism

f ◦ ω2 → f ◦ (
ω1 ⊗ CoHom(ω1,ω2)

) = (f ◦ ω1) ⊗ h
(
CoHom(ω1,ω2)

)

and therefore a canonical morphism of objects inM′,

CoHom(f ◦ ω1, f ◦ ω2) → h
(
CoHom(ω1,ω2)

)
. (2.9.1)

Forω1 = ω2 it follows by 2.4 that this is a morphism of comonoids inM′.

2.10. We keep the notations of 2.9. Assume thath (respectivelyf ) admits a right
adjointh′ :M′ → M (respectivelyf ′ :C ′ → C) and that we are given an isomorphism
functorsC ×M′ → C,

η :⊗ ◦ (
id × h′) ∼= f ′ ◦ ⊗ ◦ f × id (∗)

such that the following diagram of functorial morphisms is commutative:

(id × (h′ ◦ h)) ◦ ⊗ (id×h)◦η
((f ′ ◦ f ) × id) ◦ ⊗

⊗ ⊗,
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where the upper horizontal is derived from(∗) by composing both sides of(∗) with id × h

and where the vertical arrows are given by the adjunctions id→ h′ ◦ h and id→ f ′ ◦ f .
Note that we assume neither thath′ is a tensor functor nor thatf ′ is anh′-functor.

Proposition. With these notations and assumptions(2.9.1)is an isomorphism.

Proof. Indeed, for every objectM ′ in M′ we have functorial isomorphisms

Hom
(
h
(
CoHom(ω1,ω2)

)
,M ′) = Hom

(
CoHom(ω1,ω2), h

′(M ′))
= Hom

(
ω2,ω1 ⊗ h′(M ′))

∼= Hom
(
ω2, f

′ ◦ (⊗M ′) ◦ f ◦ ω1
)

= Hom
(
f ◦ ω2, (f ◦ ω1) ⊗ M ′)

= Hom
(
CoHom(f ◦ ω1, f ◦ ω2),M

′).
SettingM ′ = h(CoHom(ω1,ω2)), one sees that this functorial isomorphism gives an
verse of (2.9.1). �

2.11. Let ψ :D′ → D be a functor. The canonical morphism

ω2 → ω1 ⊗ CoHom(ω1,ω2)

defines for every objectD′ of D′ a morphism (ω2 ◦ ψ)(D′) → (ω1 ◦ ψ)(D′) ⊗
CoHom(ω1,ω2) and this gives

CoHom(ψ) : CoHom(ω1 ◦ ψ,ω2 ◦ ψ) → CoHom(ω1,ω2).

Forω1 = ω2 this is a morphism of comonoids inM by 2.4.

2.12. Let C = M be a tensor category, and letω :D → M be a functor. Assume tha
C := CoEnd(ω) is corepresentable. For every objectX in D the imageω(X) carries a
rightC-comodule structure, i.e.,ω factorizes through the categoryMC of rightC-modules
in M

ω :D ωC−−→MC →M.

Let L be any other comonoid inM such thatω factorizes throughωL :D →ML. This
means thatω(X) is equipped with anL-comodule structure, functorial inX. Then by 2.4
there exists a unique homomorphismC → L of comonoids inM such thatωL factorizes
through the induced functorMC →ML.

In particular, ifML is equivalent to a small category, we can setD = ML, and we see
that the identityML → ML factorizes inML → MC → ML where the second functo
is given by the homomorphismC → L of comonoids.
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2.13. Let C be a category with a rightM-action and letΦ :M → C be a functor which
is equipped with a functorial isomorphismΦ(X ⊗ Y ) ∼= Φ(X) ⊗ Y which is compatible
with the associativity and the units constraints. Let(L, c, e) be a comonoid inM and let
CL be the category ofL-comodules inC. The composition

Φ(L)
Φ(c)−−−→ Φ(L ⊗ L) ∼= Φ(L) ⊗ L

defines anL-comodule structure onΦ(L).
Now letD be a full subcategory ofC and denote byDL the category ofL-comodules

in C whose underlying object lies inD. We have the canonical functorω :DL → D ↪→ C
of forgetting the coaction ofL. We make the following assumptions:

(a) The categoryDL is equivalent to a small category. The action ofM on C is coclosed
for D (2.5) and inM exist small inductive limits.

(b) SetC = CoEnd(ω). By (a) it is corepresentable by a comonoid inC (2.7). Assume tha
in C exist small filtered inductive limits and that the forgetful functorsCL → C and
CC → C reflect these (we already know that they preserve inductive limits bec
they admit a right adjoint (1.11)).

(c) The functorsX �→ X ⊗ L andX �→ X ⊗ C from C into C commute with small filtered
inductive limits.

(d) EveryL-comodule inCL is a small filtered inductive limit (inCL) of L-comodules
in DL, andL itself is the filtered inductive limit of comonoidsLi in M such that the
Φ(Li) are inD.

(e) The functorΦ is faithful and preserves and reflects filtered inductive limits.

2.14. Theorem (cf. [3, 4.13]). We keep the assumptions of2.13. By2.4we get a homomor
phism of comonoidsu :C → L. This is an isomorphism.

Proof. We first note that (b) implies that inCL and CC exist small filtered inductive
limits. Let X be an object inCL, filtered inductive limit ofL-comodulesXi in DL.
By the universal property ofC the functorω factorizes throughωC :DL → CC . Setting
ωC(X) := lim−→ ωC(Xi), we get a functor

ωC :CL → CC.

Note thatωC commutes with the forgetful functors by (c).
By (d) we haveL = lim−→ Li for comonoidsLi in M. By (e) we also have thatΦ(L) is

the inductive limit of theΦ(Li). Applying ωC we get aC-comodule structureΦ(L) →
Φ(L)⊗C onΦ(L). BecauseΦ reflects inductive limits and because of (c), this morph
is induced by a morphismc′ :L → L ⊗ C in M. Definea as the composition

a :L c′−→ L ⊗ C
e⊗idC−−−−→ C.
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We claim thata is an inverse ofu. Using (c), one sees that(idΦ(L) ⊗ u) ◦ Φ(c′) = Φ(c)

(because this holds forΦ(Li). Therefore, we haveΦ(u) ◦ Φ(a) = Φ(e ⊗ idL) ◦ Φ(c) =
idΦ(L). As Φ is faithful this impliesu ◦ a = idL.

Now let (M,ρ) be an object ofDL and let(M,ρ′) = ωC((M,ρ)). We can conside
ρ :M → M ⊗ L as homomorphism ofL-comodules (1.11). ApplyingωC , ρ is also a
homomorphism ofC-comodules, i.e., the diagram

M
ρ

ρ′

M ⊗ L

idM⊗c′

M ⊗ C
ρ⊗idC

M ⊗ L ⊗ C

is commutative. Composing(idM ⊗ c′) ◦ρ and(ρ ⊗ idC) ◦ρ′ from the left with idM ⊗ e ⊗
idC we see thatρ′ = (idM ⊗ a) ◦ρ. The morphismFM(M) → C corresponding toρ′ (2.6)
admits therefore afactorizationFM(M) → L

a−→ C. By construction ofC (2.7) this implies
thata is an epimorphism. As every epimorphism with a left inverse is an isomorphism
theorem follows. �

2.15. Now assume thatC is itself a monoidal category, thatM is a symmetric monoida
category and that the monoidal structure ofC is compatible with the action ofM, i.e., there
are given isomorphisms

αX,Y,M : (X ⊗ Y ) ⊗ M
∼−→ X ⊗ (Y ⊗ M),

σX,Y,M : (X ⊗ Y ) ⊗ M
∼−→ (X ⊗ M) ⊗ Y

functorial inX,Y ∈ Ob(C) andM ∈ Ob(M) such that they are compatible with the as
ciativity and unit constraints inC andM and the commutativity constraint inM and such
that forX, Y in C andN , M in M we haveσX,Y,M⊗N = σX⊗M,Y,N ◦ (σX,Y,M ⊗ idN) and
the following diagram is commutative:

(X ⊗ M) ⊗ (Y ⊗ N) (X ⊗ (Y ⊗ N)) ⊗ M
σX,Y⊗N,M

((X ⊗ Y ) ⊗ N ⊗ M
αX,Y,N ⊗idM

((X ⊗ M) ⊗ Y ) ⊗ N

αX⊗M,Y,N

((X ⊗ Y ) ⊗ M) ⊗ N
σX,Y,M⊗idN ∼= (X ⊗ Y ) ⊗ M ⊗ N.

comm.constr.

Then we have a canonical morphism of functors

ω2 ⊗ ω2 → (
ω1 ⊗ CoHom(ω1,ω2)

) ⊗ (
ω1 ⊗ CoHom(ω1,ω2)

)
∼= ω1 ⊗ ω1 ⊗ CoHom(ω1,ω2) ⊗ CoHom(ω1,ω2),

which induces a morphism

µ : CoHom(ω1 ⊗ ω1,ω2 ⊗ ω2) → CoHom(ω1,ω2) ⊗ CoHom(ω1,ω2). (2.15.1)
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2.16. By applying 2.7 toω andω⊗ω, it follows that CoEnd(ω) and CoEnd(ω⊗ω) are
corepresentable ifω factors through a monoidal subcategoryC ′ of C such that the action o
M onC is coclosed forC ′ and if inM exist small inductive limits.

2.17. We keep the notations of 2.15 and we assume that CoEnd(ω) and CoEnd(ω⊗ω)

are corepresentable and that (2.15.1) is an isomorphism. LetD be also a monoidal catego
and letω :D → C be a tensor functor. We get a multiplication as the composition

CoHom(ω1,ω2) ⊗ CoHom(ω1,ω2)
µ−1−−→ CoHom(ω1 ⊗ ω1,ω2 ⊗ ω2)

= CoHom(ω1 ◦ ⊗,ω2 ◦ ⊗)

→ CoHom(ω1,ω2), (2.17.1)

where the last morphism is given by 2.9.

2.18. Now assume thatC =M with the canonical right action and that CoHom(ω1,ω2)

and CoHom(ω1 ⊗ω1,ω2 ⊗ω2) are corepresentable (2.8). Then (2.15.1) is an isomorp
[7, 2.3]. Further as in loc. cit. 2.4–2.9 we have:

Proposition. The product2.17makesCoHom(ω1,ω2) into a monoid inM. If M andD
are braided(respectively symmetric) monoidal categories,CoHom(ω1,ω2) is a dual qua-
sitriangular (loc. cit. 2.8) (respectively commutative) monoid. Ifω1 = ω2 = ω, we further
have:

(1) The comultiplication and counit ofC = CoEnd(ω) are homomorphisms of monoid
i.e.,C is a bimonoid andω factorizes in

D ωC−−→MC forget−−−→M.

(2) If L is any other bimonoid inM such thatω factorizes through a tensor functo
D → ML and the forgetful functorML → M, then there exists a unique hom
morphism of bimonoidsC → L such thatω factorizes through the induced funct
MC →ML.

(3) If D is rigid C has an antipode.

2.19. We remark that the very restrictive assumptions onM made in loc. cit. 2.2
(namely thatM is rigid and has arbitrary inductive limits) are needed only to ensure
representability of CoHom(ω) and CoHom(ω ⊗ ω) which follows here from 2.8.

2.20. Corollary. LetM be a braided monoidal category and letL be a Hopf monoid inM.
Denote byD the monoidal subcategory of rigid objects inM and byω :DL → M the
canonical functor. Assume that2.13(b)–(d)hold. ThenCoEnd(ω) = L as Hopf monoids.

Proof. It is easy to see thatDL is again rigid becauseL admits an antipode. Therefore, t
corollary follows from 2.8, 2.14, and 2.18.�
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3. Additive monoidal categories

3.1. Let R be a commutative ring. A monoidal categoryM is calledR-linear if the
underlying category isR-linear and if⊗ is anR-bilinear functor. AnR-linear monoidal
category is calledpseudoabelian(respectivelyabelian), if the underlyingR-linear category
is pseudoabelian (respectively abelian).

3.2. If M is anR-linear monoidal category and ifϕ :A → R is a homomorphism o
commutative rings,M is also anA-linear monoidal category. We call this theunderlying
A-linear monoidal categoryand write alsoϕ∗M if we considerM as anA-linear tensor
category viaϕ.

Conversely, letM be an additive monoidal category. ThenR = End(1) is a ring. For
every objectX of M the action ofR anX induced byX ∼−→ 1 ⊗ X is equal to the action
of R on X induced byX ∼−→ X ⊗ 1. In particular,R is commutative and the categoryM
gets the structure of anR-linear monoidal category. Let us denote byM/R this R-linear
monoidal category. The ringR has the following universal property. LetA be a commuta
tive ring and letM/A be anA-linear monoidal category such that the underlying addi
monoidal category isM. Then there exists a unique ring homomorphismϕ :A → R such
thatϕ∗(M/R) =M/A. Indeed,R = EndM/A

(1) is anA-algebra and this definesϕ.

3.3. Let C be anR-linear category and letM be anR-linear monoidal category actin
onC from the left. We call this actionR-bilinear if the functorM× C → C is R-bilinear.

3.4. Let ϕ :R → R′ be a homomorphism of commutative rings, and letC be anR-
linear category. Then the categoryCR′ obtained fromC by scalar extensionϕ is defined as
follows. The objects are the same as the objects ofC and for two objectsX andY in CR′
define

HomCR′ (X,Y ) := HomC(X,Y ) ⊗R R′.

This way we get anR′-linear category which is denoted byCR′ .

3.5. We have an obviousR-linear functor

iR′ :C → CR′,

which is bijective on objects.
If C ′ is an R′-linear category andF :C → C ′ is an R-linear functor,F factorizes in

F ′ ◦ iR′ whereF ′ :CR′ → C ′ is anR′-linear functor which is uniquely determined.

3.6. Let ϕ :R → R′ be flat, and letf :X → Y be a morphism inC. Then if f is a
monomorphism (respectively an epimorphism) inC its image inCR′ is a monomorphism
(respectively epimorphism) inCR′ . The converse holds ifR′ is faithfully flat overR.
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3.7. Let D be a secondR-linear category and letω :C → D be anR-linear functor.
Thenω induces a functorωR′ :CR′ → DR′ . If ω is fully faithful, so isωR′ . Further, ifR′
is flat overR and if ω is faithful, thenωR′ is also faithful. The converse holds ifR′ is
faithfully flat overR.

3.8. Now assume thatM is a monoidalR-linear category. TheR-bilinear functor
⊗ :M × M → M extends to anR′-bilinear functor⊗ :MR′ × MR′ → MR′ . This way
MR′ is a monoidalR′-linear category. It is symmetric (respectively braided, respectivel
rigid) if M is symmetric (respectively braided, respectively rigid).

3.9. Let T be anR-linear monoidal category. Then there exists anR-linear pseudo
abelian monoidal hullT ′. Its underlying category is the pseudo-abelian hull of the
derlying additive category, i.e., the objects ofT ′ are pairs(X,p) wherep ∈ End(X) is
a projector and we set Hom((X,p), (Y, q)) = q Hom(X,Y )p. We set(X,p) ⊗ (Y, q) :=
(X⊗Y,p⊗q). The unit inT ′ is defined as(1, id1). As associativity, left unit, and right un
constraint are functorial we get induced constraints onT ′. This defines the structure of
monoidal category onT ′. The same argument applied to a commutativity constraint sh
thatT ′ is symmetric if and only ifT is symmetric. The canonical⊗-functorT → T ′ in-
duces End(1T ) = End(1T ′), in particular 3.2,T ′ is againR-linear, and⊗ is R-bilinear.
Further,T is rigid if and only if T ′ is rigid. Indeed, ifX admits a dualX∨, the dual of
(X,p) is given by(X∨,p∨) wherep∨ denotes the transpose ofp.

4. Groupoids and gerbes

4.1. Let S = (Sch/S) be the site of schemes over some schemeS equipped with the
fpqc-topology.

A stack in groupoidsG over S is called agerbe if the following two conditions are
satisfied:

(a) G is locally nonempty, i.e., there exists a covering(Ui → S) in S such that the fibre
categoriesGUi are nonempty.

(b) G is locally connected, i.e., for every objectT in S and for all objectsx, y ∈ GT there
exists a covering(Vi → T ) such that Hom(x|Vi , y|Vi ) is nonempty.

A gerbeG overS is calledneutral if it is globally nonempty, i.e., ifGS is nonempty. If
G is a sheaf of groups in the topos ofS, the fibered categoryTors(G) whose fibre ove
an objectT of S is the category of rightG-torsors onT is a neutral gerbe.

Conversely, letG be a neutral gerbe, and letx be an object inGS . SetG = Aut(x). By
definition this is a group in the topos ofS. Then

GT → Tors(T ,G), y �→ Isom(xT , y)

is an equivalence ofG with Tors(G).
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4.2. An S-groupoid acting on anS-schemeX is a schemeG over S equipped with
S-morphismst, s :G → X and a composition law◦ :Gs×X,tG → G which is a scheme
morphism overX × X such that for everyS-schemeT the data

X(T ), G(T ), t, s :G(T ) → X(T ), ◦ :G(T ) × G(T ) → G(T )

define a category (whereX(T ) is the set of objects,G(T ) the set of morphisms,t (re-
spectivelys) the target (respectively source), and◦ the composition law) in which ever
morphism is invertible.

The identity in the morphisms sets defines a morphism ofX × X-schemesε :X → G

(X diagonally embedded inX × X).
Let (G′, t ′, s′,◦′) be a secondS-groupoid acting onX. A homomorphismG → G′ of

groupoidsis an X ×S X-morphismG → G′ which is compatible with◦ and ◦′ in the
obvious sense. We denote byGrpdS(X) the category ofS-groupoids acting onX.

4.3. LetG be anS-groupoid acting on anS-schemeX. For every morphism of scheme
u :Y → X the inverse imageu∗(G) = GY is defined by the Cartesian diagram

GY G

s×t

Y ×S Y
u×u

X ×S X.

This way we get a fibered categoryGrpdS over(Sch/S).

4.4. Let X be anS-scheme and letp :G → X be anX-group scheme. If we sett =
s = p, then the morphism(t, s) :G → X ×S X factorizes through the diagonal∆ :X →
X ×S X. The group multiplication◦ :G ×X G → G is therefore a morphism of schem
overX ×S X, and the data(G, t, s,◦) define a groupoid.

Conversely, ifG is a groupoid acting on anS-schemeX such thats = t , i.e.,(t, s) :G →
X ×S X factorizes through the diagonal, then the data(G, s = t,◦) define a group schem
overX. Therefore, we can identify the fibered categoryGrS of group schemes over variou
S-schemes with a full fibred subcategory of the fibered category of groupoids.

In particular, every groupoid acting onS is a group scheme overS.

4.5. For a groupoidG acting onX, the fibre product of

G

(t,s)

X
∆

X ×S X

is a group scheme overX which we will denote byG∆. This construction defines
(Sch/S)-functor of fibered categoriesGrpdS → GrS which is right adjoint to the in-
clusionGrS → GrpdS (it suffices to show that for everyS-schemeX the induced functo
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GrpdS(X) → GrS(X) is left adjoint to the inclusionGrS(X) → GrpdS(X) and this is
obvious).

4.6. Note that ifG is a group scheme over anS-schemeX, the pull backu∗(G) via a
morphismu :Y → X (4.3) is in general no group scheme overY . But we haveu∗(G)∆ =
G ×X Y .

4.7. Let (G, t, s,◦) be anS-groupoid acting on anS-schemeX. Let S′ → S be a
morphism of schemes. DefineG′ = G ×S S′, X′ = X ×S S′, t ′ = tS ′ , s′ = sS ′ , and◦′ = ◦S ′
where we identify(G ×X G) ×S S′ = (G ×S S′) ×X×SS ′ (G ×S S′). Then(G′, t ′, s′,◦′) is
anS′-groupoid acting onX′. It is called thebase change of(G, t, s,◦) byS′ → S.

4.8. The groupoidG actstransitivelyonX (with respect to thefpqc-topology) if there
exists afpqc-covering(T → X ×S X) such that HomX×SX(T ,G) 
= ∅.

If u :Y → X is anS-scheme morphism and ifGT = u∗(G) is the inverse image ofG,
GT acts transitively onT .

4.9. Lemma. LetG
p−→ X be a group scheme over someS-schemeX, which we consider a

an S-groupoid acting onX. ThenG acts transitively if and only ifX → S is a monomor-
phism.

Proof. The morphismX → S is a monomorphism if and only if the diagonal∆ :X →
X ×S X is an isomorphism. Therefore the condition is obviously sufficient. Letc :T →
X ×S X be a faithfully flat quasi-compact morphism such that there exists an(X ×S X)-
morphismv :T → G. We get a commutative diagram

T
v

c

G

p

X ×S X X.
∆

In particular,c factorizes through∆. Therefore∆ is a closed surjective immersion. W
have to show that the defining idealI of ∆ is zero. LetV ⊂ X ×S X be some open subs
andx be a section ofI overV . Then its image underc# :Γ (V,OX×X) → Γ (c−1(V ),OT )

is zero. But this map is injective becausec is faithfully flat. Thereforex is zero. �
4.10. Let S = Spec(R) be affine and letG be anS-groupoid acting on an affineS-

schemeX = Spec(B). Assume thatG is affine overX ×S X, sayG = Spec(L). Then
L is a B ⊗R B-module via(t, s), i.e., a(B,B)-bimodule such that the two inducedR-
module structures coincide. We write theB-module structure induced byt (respectively
by s) as left (respectively right)B-module structure. Further, the(B,B)-bimodule has the
following additional structures:
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(a) L is a commutativeB ⊗R B-algebra and admits therefore a product

m :L ⊗B⊗RB L → L.

(b) The composition lawG×X G → G corresponds to aB ⊗R B-algebra homomorphism

c :L → L ⊗B L,

the identityε :X → G corresponds to aB ⊗R B-algebra homomorphism

e :L → B,

and the inversion morphismG → G defines an antipode

S :L → L.

This way L obtains the structure of a Hopf monoid (1.6) in the category of(B,B)-
bimodules. Conversely, every Hopf monoid in the category of(B,B)-bimodules defines
an affine groupoidG acting onX.

4.11. Let G be anS-groupoid acting on anS-schemeX. For everyS-schemeT we
have a categoryG0

T = (X(T ),G(T ),◦) in which all morphisms are isomorphisms. Th
categories form a fibered categoryG0 = G0

X:G over the category ofS-schemes. The invers
image functors are given as follows: Letu :T ′ → T be a morphism ofS-schemes. The
inverse image of an objectx of G0

T (that is of an elementx ∈ X(T )) is the composition
x ◦ u. The inverse image of a morphismf of G0

T (that is of an elementf ∈ G(T )) is the
compositionf ◦ u.

If x, y ∈ X(T ) are two objects ofG0
T the functor onSch/T which associates t

u :T ′ → T the set HomG0
T ′ (u

∗x,u∗y) is representable by the fibre product of

G

(b,s)

T ′ (x,y)◦u
S × S

In particular, it is a sheaf for thefpqc-topology, andG0
X:G is a pre-stack for thefpqc-

topology. Denote byG = GX:G the associated stack.

4.12. Proposition. Let X be anS-scheme such thatX → S is a fpqc-covering and letG
be a groupoid which acts onX. Then the stackGX:G is a gerbe if and only if the action o
G onX is transitive.

If in this caseG is a group scheme overX, thenX → S is an isomorphism.
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Proof. As X → S is a covering the stackGX:G is locally nonempty, and by definition th
action ofG on X is transitive if and only ifGX:G is locally connected. The last asserti
follows from 4.9 and the following lemma.

Lemma. Letf :X → S be a faithfully flat quasicompact monomorphism of schemes.
f is an isomorphism.

Proof. By faithfully flat descent, the morphismf is an isomorphism if and only iff × idX

(base change off by f ) is an isomorphism. But this is the second projectionX ×S X → X

which is an isomorphism, becausef is a monomorphism. �
4.13. The construction above is functorial in the following sense. Letu :G1 → G2 be

a morphism of groupoids acting on anS-schemeX. Then for everyS-schemeT , u defines
a functorGX:G1(T ) → GX:G2(T ) by inducing the identity on objects and by sendin
morphisma ∈ G1(T ) to u◦a ∈ G2(T ). It is easy to check that this gives indeed a(Sch/S)-
functorG0

X:G1
→ G0

X:G2
and therefore also a fibered functor of the associated stacks.

4.14. Proposition. Let u :G1 → G2 be a (Sch/S)-functor between gerbes on(Sch/S).
Let X be anS-scheme. For some objectω in Gi,X let AutX(ω) be the sheaf overX which
associates top :T → X the set of automorphisms ofp∗ω in Gi,T .

Assume thatX → S is a fpqc-covering such that there exists an objectω in G1,X and
assume thatu : AutX(ω) → AutX(u(ω)) is an isomorphism. Thenω is an equivalence.

Proof. This follows from [6, Chapter IV, 2.2.6(iii)]. �
4.15. Corollary. LetG1 andG2 be twoS-groupoids acting transitively on a fpqc-coverin
X → S and letu :G1 → G2 be a morphism of groupoids. Thenu is an isomorphism if and
only if u∆ :G∆

1 → G∆
2 is an isomorphism.

Proof. The group schemeG∆
i represents the functor AutX(idX) and we conclude by

4.14. �
4.16. Let G be a gerbe over(Sch/S). If for everyS-schemeX and forω1,ω2 ∈ G(X)

the fpqc-sheaf IsomX(ω1,ω2) if representable by a scheme which is affine overX we say
thatG is affinely tied.

As a gerbe is by definition locally connected, it is affinely tied if IsomX(ω1,ω2) → X is
representable and affine for onefpqc-coveringX → S and for one choiceω1,ω2 ∈ G(X).

4.17. Denote byCov(S) the full subcategory of(Sch/S) which are afpqc-coverings
of S. Define a fibered categoryAffGerb overCov(S): a fibre over a coveringX → S

consists of pairs(G,ω) whereG is an affinely tied gerbe over(Sch/S) and whereω ∈
G(X). The inverse image functors are given by pulling backω. A morphism(G,ω) →
(G′,ω′) in AffGerb(X) is a morphism of gerbes over(Sch/S) sendingω to ω′.
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On the other hand, denote byAffGrpd the fibered category overCov(S) whose fibre
over a coveringX → S consists of groupoidsG acting transitively onX and which are
affine overX ×S X.

Then we get an equivalence of fibred categoriesAffGerb≈ AffGrpd via

G = IsomX×SX

(
pr∗2ω,pr∗1ω

) (t,s)−−→ X ×S X,

G = GX:G, ω = idX ∈ GX:G(X).

If G is a groupoid acting on a coverX which is anX-group scheme, thenX → S is
an isomorphism and its image inAffGerb is isomorphic to a pair consisting of a neut
gerbe and an elementω ∈ G(S).

4.18. Let G be anS-groupoid acting on anS-schemeX. A representation ofG is a
quasi-coherentOX-moduleM together with an actionρ of G, i.e., for everyS-scheme
T and for everyg ∈ G(T ) there is a morphismρ(g) : s(g)∗(M) → t (g)∗(M) between the
inverse images ofM unders(g) andt (g) :T → X. These morphisms are supposed to
compatible with base changeT ′ → T , to satisfyρ(gh) = ρ(g)ρ(h) (for s(g) = t (h)), and
such that forg = idx = ε(x) with x ∈ X(T ) the homomorphismρ(g) is the identity of
x∗(M). As G is a groupoid the homomorphismsρ(g) are automorphisms.

Let Rep(X:G) be the category of finite locally freeOX-modules equipped with a
action ofG. Together with the obvious symmetric monoidal structure it is a rigid symm
monoidal category. IfG acts transitively onX = S, G is a group scheme and we get t
categoryRep(G) of representations on finite locally freeOS-modules.

4.19. Let F be some fibered category over(Sch/S). A representation ofF is a
(Sch/S)-functor ofF into the stack of quasi-coherent sheaves overSch/S which is com-
patible with base change. We writeRep(F) for the category of representations ofF .

If F0 is a pre-stack overSch/S with associated stackF , the universal property ofF
impliesRep(F0) = Rep(F).

4.20. Let G be anS-groupoid acting on anS-schemeX and letR be a representatio
of the fibered categoryG0

X:G. For everyS-schemeT and for everyS-morphismx :T → X

in G0
X:G(T ) we have an isomorphism

R(x)
∼−→ x∗R(idX),

and R is determined by the quasicoherentOX-module R0 = R(idX) and by the
R(g) :x∗R0 → y∗R0 for g :x → y in G0

T . TheseR(g) form a representation of th
groupoidG onR0 and we get an equivalence

Rep(GX:G) = Rep
(
G0

X:G
) ≈ Rep(X:G).
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4.21. Let G be anS-groupoid which acts transitively on anS-schemeX, letu :Y → X

be anS-morphism and denote byGY = u∗G the pullback ofG which acts transitively
on Y . Suppose thatX → S and Y → S are coverings. The morphisms of pre-sta
u :G0

Y :GY
→ G0

X:G induces an isomorphism of the automorphism sheaf of idY in G0
Y :GY

with the sheaf of automorphisms ofu in G0
X:G. The induced morphisms of gerbs

u :GY :GY → GX:G

is therefore an equivalence (4.14). In particular, we get

Rep(X : G) ≈ Rep(Y : GY ).

5. Reconstruction of groupoids over Prüfer rings

5.1. In this section we denote byR a (commutative) ring and byB a unitalR-algebra
(not necessarily commutative). IfR′ is a second ring andB ′ a unitalR′-algebra a morphism
(R,B) → (R′,B ′) is by definition a pair(ψ,ϕ) whereψ :R → R′ is a homomorphism o
rings andϕ :B → B ′ is a homomorphism ofR-algebras.

Denote byM the category of(B,B)-bimodules such that the two underlyingR-module
structures coincide. Tensorizing overB endowsM with the structure of anR-linear
monoidal category. The 1 is given by the(B,B)-bimoduleB. Less symmetrically, we
canM also consider as the category of right(Bopp⊗R B)-modules.

Denote byC the category of rightB-modules. For every rightB-moduleX and every
(B,B)-bimoduleL, X ⊗B L is again a rightB-module and this defines a right action
M onC.

Following Deligne [3, 1.15], we call a comonoid in the monoidal categoryM an R-
coalgebroid acting onB. If L is anR-coalgebroid acting onB we call anL-comodule inC
(1.9) simply anL-comodule overB.

5.2. Let L be anR-coalgebroid acting onB. Assume thatL is flat as a leftB-module.
A comodule homomorphism is a monomorphism (respectively an epimorphism) i
only if it is injective (respectively surjective). It follows that the category ofL-comodules
is abelian and the functor “forgetting the coaction” is exact.

5.3. Let (L, c, e) be anR-coalgebroid acting onB. We want to define the base chan
of (L, c, e) with respect to a morphism(R,B) → (R′,B ′). We do this in three steps.

(1) Let B ′ be anR-algebra, and letϕ :B → B ′ be a homomorphism ofR-algebras. Then
L′ = B ′ ⊗B L ⊗B B ′ is a(B ′,B ′)-bimodule. Define a comultiplicationc′ as the com-
position

B ′ ⊗B L ⊗B B ′ 1⊗c⊗1−−−−→ B ′ ⊗B L ⊗B L ⊗B B ′

−−−−→ (
B ′ ⊗B L ⊗B B ′) ⊗B ′ B ′ ⊗B L ⊗B B ′,
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where the second arrow sendsb′
1 ⊗ l1 ⊗ l2 ⊗ b′

2 to b′
1 ⊗ l1 ⊗ 1 ⊗ 1⊗ l2 ⊗ b′

2. Further
define a counite′ as the composition

B ′ ⊗B L ⊗B B ′ 1⊗e⊗1−−−−→ B ′ ⊗B B ′ → B ′,

where the second arrow is given by the multiplication inB ′. It is straightforward to se
that(L′, c′, e′) is anR-coalgebroid acting onB ′. We denote it byϕ∗(L, c, e) or simply
ϕ∗(L).

(2) Now let R → R′ be a homomorphism of commutative rings and setB ′ = B ⊗R R′.
Then L ⊗R R′ is a (B ′,B ′)-bimodule such that the underlyingR′-module struc-
tures coincide. Further,c ⊗ idR′ defines a comultiplication onL ⊗R R′ if we identify
(L⊗R R′)⊗B⊗RR′ (L⊗R R′) with (L⊗B L)⊗R R′. Then(L⊗R R′, c⊗ idR′, e⊗ idR′)
is anR′-coalgebroid acting onB ′ which we denote by(L, c, e)R′ or simplyLR′ .

(3) Now consider the general situation. LetR → R′ be a homomorphism of commutativ
rings, letB ′ be anR′-algebra, and letϕ :B → B ′ be a homomorphism ofR-algebras.
Thenϕ induces aR′-algebra homomorphismψ :B ⊗R R′ → B ′ andψ∗(LR′) is anR′-
coalgebroid acting onB ′ which we will also denote simply byϕ∗(L). The underlying
(B ′,B ′)-bimodule is given by

(
B ′ ⊗B L ⊗B B ′) ⊗R′⊗RR′ R′ ∼−→ B ′ ⊗B⊗RR′

(
L ⊗R R′) ⊗B⊗RR′ B ′.

5.4. Denote byD the full subcategory ofC of B-modules which are finitely generate
projective. Then the action ofM on C is coclosed forD (2.5). Indeed, ifM is a finitely
generated projective rightB-module, the functor

FM :C → M, N �→ M∨ ⊗R N

is left adjoint to(M⊗B) andFM depends functorially (and contravariantly) onM.

5.5. Now let L be anR-coalgebroid acting onB which is flat overB for both B-
module structures. We now want to apply 2.14 to the forgetful functorω :DL → C (for a
special class of ringsB). For this we have to check that the assumptions in 2.13 hold. F
forgetting the left action defines a functorΦ :M → C. This functor is faithful. Further
it preserves and reflects filtered inductive limits because this holds for any functor whi
forgets an algebraic structure (e.g., [12, 18.5.3]). Therefore 2.13(e) holds.

Further,D is equivalent to a small category and therefore this holds forDL as well, and
in M exist inductive limits. Therefore by 5.4 the assumption 2.13(a) holds. Further 2.
and (c) are clear. It remains to check (d).

5.6. Let L be anR-coalgebroid acting onB. Assume thatL is flat as a leftB-module.
If (M, r) is an L-comodule we call a subsetN ⊂ M an L-subcomoduleif N is a B-
submodule and ifr(N) ⊂ N ⊗B L (note that because of the flatness ofL we can conside
N ⊗B L as a subset ofM ⊗B L).

The intersection ofL-subcomodules is again anL-subcomodule. In particular, for eve
subsetS of M there exists a smallestL-subcomodule containingS which will be called
theL-comodule generated byS.
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5.7. Proposition (cf. [13]). Let L be anR-coalgebroid acting onB such thatL is flat as
a left B-module. Let(M, r) be anL-comodule and letE be aB-submodule ofL which
is finitely generated. Then there exists anL-subcomoduleN containingE which is also
finitely generated as aB-module.

Proof. It suffices to show the following:

Lemma. Let m be an element ofM and letN be theL-subcomodule generated by{m}.
ThenN is finitely generated as a rightB-module.

Proof. Write

r(m) =
d∑

i=1

ni ⊗ ai

with ni ∈ N andai ∈ L and letN ′ be theB-module generated by theni . We claim that
N ′ = N . We have to show thatN ⊂ N ′. We setE = r−1(N ′ ⊗ L) ⊂ M. Using (COM2)
we see thatE ⊂ N ′ and by definitionm ∈ E. Therefore it suffices to show thatE is an
L-subcomodule ofM, i.e.,r(E) ⊂ E ⊗L. As L is flat we haveE ⊗L = (r ⊗ idL)−1(N ′ ⊗
L ⊗ L). By (COM1), we have

(r ⊗ idL)
(
r(E)

) = (idM ⊗ c)
(
r(E)

) ⊂ (idM ⊗ c)
(
N ′ ⊗ L

) ⊂ N ′ ⊗ L ⊗ L

and thereforeE is anL-subcomodule. �
5.8. Corollary. Let L be anR-coalgebroid acting onB such thatL is flat as a leftB-
module. Then everyL-comodule is the filtered union ofL-subcomodules which are finite
generated asB-modules.

5.9. Let B be a commutative integral domain. Recall thatB is calledPrüfer ring if the
following equivalent conditions hold:

(a) Every localization ofB at a prime ideal is a valuation ring.
(b) Every finitely generated submodule of a flatB-module is projective.

Further, a module overR is flat iff it is torsionfree. In particular, every submodule o
flat module is again flat. A noetherian Prüfer ring is a Dedekind ring.

5.10. Corollary. Let B be a Prüfer ring and letL be anR-coalgebroid acting onB such
thatL is flat as a leftB-module. Then everyL-comodule which is flat as aB-module is the
filtered union ofL-subcomodules which are finitely generated projective asB-modules.

5.11. Let (L, c, e) be anR-coalgebroid acting onB. We call a(B,B)-subbimoduleM
of L astrict R-subcoalgebroidif the following conditions are satisfied:
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(a) Denote byi :M ↪→ L the inclusion. Theni ⊗ i :M ⊗B M → L ⊗B L is injective.
(b) We havec(M) ⊂ (i ⊗ i)(M ⊗B M).

A strict R-subcoalgebroid carries an inducedR-coalgebroid structure. Together wi
this structure it is a subobject in the category ofR-coalgebroids. The converse is in gene
not true.

Note that (a) holds wheneverM andL are flat with respect to bothB-module structures

5.12. Proposition. LetL be anR-coalgebroid acting onB such thatL is flat with respect
to bothB-module structures. Assume thatB is a Prüfer ring. ThenL is a filtered union of
strict R-subcoalgebroids(5.11)which are finitely generated projective with respect to b
B-module structures.

Proof (cf. [3, 4.9]). Via the comultiplicationc :L → L ⊗B L we considerL itself as an
L-comodule. By 5.10L is filtered union ofL-comodulesVi which are projective finitely
generated overB. By 2.6 theL-comodule structure onVi corresponds to an homomo
phism of coalgebroidsfi :V ∨

i ⊗R Vi → L. BecauseB is a Prüfer ring andL is flat over
B, the imageMi ⊂ Li of fi is a strictR-subcoalgebroid ofL which is finitely generated
projective overB. The counite of L induces a linear formλi onVi and forx ∈ Vi we have
fi(λi ⊗ x) = x. ThereforeMi containsVi andL is the filtered union of theMi . �

5.13. Let B be anR-algebra which is a Prüfer ring and letL be anR-coalgebroid
acting onB such thatL is a flatB-module with respect to bothB-module structures. Le
ω be the forgetful functor from the category ofL-comodules overB which are finitely
generated projective asB-modules into the category ofB-modules.

Theorem. The canonical homomorphism ofR-coalgebroids

u : CoEnd(ω) → L

is an isomorphism.

Proof. The assumptions of 2.13 hold by 5.5, 5.10, and 5.12. Therefore, we can
2.14. �

5.14. We now go back to the general notations of 5.1. Assume thatB is commutative.
Then the tensor product overB endows the categoryC of B-modules with a symmetri
monoidal structure and the action ofM is compatible with this monoidal structure in th
sense of 2.15. LetD be a symmetric monoidal category and letϕ1 andϕ2 be two tensor
functorsD → C. Denote by Hom⊗B (ϕ1, ϕ2) (respectively Isom⊗B (ϕ1, ϕ2)) the presheaf on
(Sch/Spec(B)) which associates tou :T → Spec(B) the set of morphisms (respective
isomorphisms) of⊗-functorsu∗ϕ1 → u∗ϕ2.

Now assume thatD is rigid. Then the functorsϕ1 andϕ2 take values in the category o
finitely generated projectiveB-modules (1.4). Therefore the functors Hom⊗

B (ω1,ω2) and
Isom⊗(ω1,ω2) are isomorphic [3, 2.7] and representable by affine schemes overB.
B



T. Wedhorn / Journal of Algebra 282 (2004) 575–609 599

e

f
t-

n

e

y

On the other hand, applying 2.8 and 2.18, we see that CoHomC(ϕ1, ϕ2) is corepre-
sentable by a commutativeB-algebra and the definitions imply (cf. [3, 6.6])

Spec
(
CoHomC(ϕ1, ϕ2)

) = Hom⊗
B (ϕ1, ϕ2) = Isom⊗

B (ϕ1, ϕ2).

5.15. We keep the notations of 5.14. Letι1, ι2 :B → B ⊗R B be the mapsb �→ b ⊗ 1
respectivelyb �→ 1⊗ b. Thenι∗i (ϕi) is a tensor functor fromD into the category of(B ⊗R

B)-modules and we have

Spec
(
CoEndM(ω)

) = Spec
(
CoHomModB⊗RB

(
ι∗1(ω), ι∗2(ω)

)) = Hom⊗
B⊗RB

(
ι∗1(ω), ι∗2(ω)

)
.

The comonoid structure of CoEndM(ω) endows Spec(CoEndM(ω)) with the structure of
a monoid scheme. It follows from the definitions(cf. [3, 6.7]) that this corresponds to th
composition of morphisms on the right-hand side.

5.16. Now let G be an affineR-groupoid acting onB (whereB is commutative) and
denote bys, t :G → Spec(B) the morphisms source and target. LetD be the category o
representations ofG on finitely generated projectiveB-modules. This is a rigid symme
ric monoidal category and we have the canonical forgetful functorω :D → C (with the
notations of 5.1).

EndowingG = Spec(L) with the structure of an affineR-groupoid acting onB is equiv-
alent to endowingL with the structure of anR-Hopfgebroidacting onB, i.e., with the
structure of a Hopf monoid (1.6) in the categoryM. Further, to give a representation ofG

on aB-moduleM is the same as to giveM the structure of anL-comodule overB.

5.17. We keep the notations of 5.16 and set

Aut⊗R(ω) = Isom⊗
B⊗RB

(
ι∗1(ω), ι∗2(ω)

)

with the notations of 5.15. Then Aut⊗
R(ω) is an affineR-groupoid acting onB. The target

morphismt (respectively source morphisms) is given by composing the projection o
Spec(B) ×Spec(R) Spec(B) with pr1 (respectively pr2) from Spec(B) ×Spec(R) Spec(B) to
Spec(B).

Theorem. Assume thatB is a Prüfer ring and thatt and s are flat morphisms. Then w
have a canonical isomorphism ofR-groupoids acting onB

G
∼−→ Aut⊗R(ω).

Proof. This follows by combining 5.13, 2.18, 5.14, and 5.15.�
5.18. Denote byMf (respectivelyfM, respectivelyfMf ) the full subcategory ofM

which consists of those(B,B)-bimodules which are flat as rightB-modules (respectivel
as leftB-modules, respectively as left and a rightB-modules).
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Lemma. LetB be a Prüfer ring.

(1) Then there exist small inductive limits in these categories.
(2) If B is a flatR-algebra the action offMf on C is coclosed for the subcategoryD of

finitely generated projectiveB-modules.

Proof. (1) As there exists small direct sums we only have to show that there exist c
nels. Let us first do this forMf . Letϕ :M → N be a homomorphism inMf . LetC be the
cokernel in the category of all(B,B)-bimodules and denote byCt its right torsion, i.e.,Ct

consists of thosex ∈ C such thatxb = 0 for some 0b ∈ B. ThenCt is a(B,B)-submodule
andC/Ct is a cokernel ofϕ in Mf as being flat is equivalent to being torsionfree o
a Prüfer ring. Symmetrically, it follows that ifϕ is a morphism infM thenC/tC is a
cokernel infM wheretC denotes the left torsion submodule ofC. Finally the cokernel in
fMf is given byC/(Ct + tC).

To prove (2) we have to show by 5.4 thatM∨ ⊗R N is flat as a left and as a rightB-
module for all finitely generated projectiveB-modulesM andN . If M andN are free
B-modules this follows from the flatness ofB overR. In generalM andN are direct sum-
mands of free modules and this gives (2) as direct summands of flat modules are fla�

5.19. We keep the assumptions of 5.17 and assume thatB is flat overR. Then we can
apply 5.13 and 2.18 tofMf instead ofM by 5.18 and we get an isomorphism ofG with
Spec(CoEndfMf (ω)).

5.20. Corollary. Let R be a Prüfer ring and letG be an affine flat(and hence faithfully
flat) R-group scheme. Denote byD the category of representations ofG on finitely gen-
erated projectiveR-modules and byω the forgetful functor fromD into the category o
R-modules. Then we have a canonical isomorphism ofR-group schemes

G ∼= Aut⊗R(ω).

5.21. In fact, we can associate to every affineR-groupoidG acting onB an affine
group scheme overB. The general procedure is as follows.

Let (L, c, e) be anR-coalgebroid acting onB. We can consider the(B,B)-bimodule
L as a right(Bopp⊗R B)-module. AsB is commutative, the multiplicationB ⊗R B → B

is a homomorphism ofR-algebras and we denote byL∆ theB-moduleL ⊗B⊗RB B. We
endowL∆ with a comultiplicationc∆ defined as the composition

L ⊗B⊗RB B
c⊗idB−−−−→ L ⊗B L ⊗B⊗RB B

κ⊗idB−−−−→ (L ⊗B⊗RB B) ⊗B (L ⊗B⊗RB B),

whereκ is defined byx ⊗ x ′ �→ x ⊗ 1⊗ x ′ for x, x ′ ∈ L. Further, we define a counite∆ as
the composition

L ⊗B⊗RB B
e⊗idB−−−−→ B ⊗B⊗RB B

∼−→ B.

Then(L∆, c∆, e∆) is a cogebra overB.
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If L has the structure of anR-Hopfgebroid, i.e.,G = Spec(L) is an affineR-groupoid
acting onB, then multiplication, unit, and antipode ofL define onL∆ the structure of a
Hopf-algebra overR, i.e.,G∆ = Spec(L∆) is an affine group scheme overR. This defini-
tion agrees with 4.5.

6. Tannakian lattices over valuations rings of height one

6.1. We fix the following notations. LetR be a valuation ring with field of fractionsK.
Denote byΓR its value group. Every ring homomorphismϕ :R → B of valuation ringsR
andB induces a homomorphism of totally ordered groupsΓϕ :ΓR → ΓB .

Recall that ifΓ is a totally ordered abelian group, a subgroupΓ ′ of Γ is calledisolated
if the relations 0< y < x andx ∈ Γ ′ imply y ∈ Γ ′. The number of isolated subgroups
ΓR which are distinct fromΓR is called theheight ofR and denoted by ht(R). It is equal
to the Krull dimension ofR.

6.2. Lemma. Let B be a valuation ring with field of fractionF and let ϕ :R → B be
a homomorphism of rings. Denote byf : Spec(B) → Spec(R) the induced morphism o
schemes.

(1) The following conditions are equivalent:
(i) f is surjective.
(ii) ϕ−1({0}) = {0} andϕ−1(mB) = mR.
(iii) ϕ is injective and via the induced embeddingK ↪→ F we haveB ∩ K = R.
(iv) f is faithfully flat and open.
(v) ϕ andΓϕ are injective.

(2) If the equivalent conditions of(1) hold, we haveht(R) � ht(B). In particular, R is of
finite height ifB is of finite height.

(3) Let ΓB be the value group ofB andΓR ⊂ ΓB the value group ofR. Assume that th
conditions of(1) hold and thatB is of finite height. Then the following assertions a
equivalent:
(i) The morphismSpec(B) → Spec(R) is bijective (and therefore an homeomo

phism by(1)).
(ii) We haveht(R) = ht(B).
(iii) For every isolated subgroup∆ of ΓB and for everyx ∈ ∆ there exists ay ∈

∆ ∩ ΓR such thaty � x.
(4) Assume that the conditions in(1) hold. Then the following assertions are equivalen:

(i) For everyx ∈ ΓB there exists ay ∈ ΓR such thaty � x.
(ii) The homomorphismB ⊗R K → F is an isomorphism.

Proof. Let us prove (1). The implications (iv)⇒ (i) ⇔ (ii) ⇔ (iii) are obvious. Every
torsionfree module over a valuation ring is flat [1, Chapitre VI, §3, no. 6, Lemm
thereforeB is flat overR and we see that (i) and (iii) imply thatf is faithfully flat. As
the prime ideals ofR andB are linearly ordered this implies that Spec(B) → Spec(R) is
open. Ifϕ is injective,B ∩K = R also impliesB× ∩R = R× and therefore (iii) implies (v)
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Finally, if Γϕ is injective,Γϕ sends positive elements inΓR to positive element inΓB and
therefore (v) implies (ii).

Condition (2) then follows from (1) because ht(B) = dim(B) � dim(R) = ht(R).
Let us prove (3). The equivalence of (i) and (ii) is clear by (1). Denote byΣB (re-

spectivelyΣR) the set of isolated subgroups ofΓB (respectivelyΓR). These sets are total
ordered by inclusion. The map∆ �→ ∆∩ΓR is a surjective mapΣB → ΣR . A right inverse
is given by sending∆′ ∈ ΣR to the setI (∆′) of elementsy ∈ ΓB such that there exists a
y ′ ∈ ∆′ such that−y ′ � y � y ′. Now assume that there exists an isolated subgroup∆ of
ΓB and anx ∈ ∆ such thaty < x for all y ∈ ∆ ∩ ΓR . Let Γ ′ ∈ ΣB be the isolated sub
group which is the largest among those isolated subgroups of∆ which do not containx.
Then we haveI (∆ ∩ ΓR) ⊂ Γ ′. As Γ ′ 
= ∆ this contradicts (i) and we have proved that
implies (iii).

Conversely let∆,∆′ ∈ ΣB be isolated subgroups such that∆ ∩ ΓR = ∆′ ∩ ΓR. Let
0 � x ∈ ∆′. By (iii) there exists ay ∈ ∆′ ∩ ΓR such thaty � x. Then we havey ∈ ∆

and this impliesx ∈ ∆ because∆ is an isolated subgroup. Therefore we see∆′ ⊂ ∆.
By reversing the roles of∆ and∆′ it follows that ∆′ = ∆ and we have shown that (ii
implies (ii).

Finally, (4) is obvious. �
6.3. Lemma and Definition. Let F be an extension ofK. Then there exists a valuatio
ring B of F such thatB ∩ K = R andht(B) = ht(R) (and henceR ⊂ B satisfies all the
properties of6.2(3)and (4), if R is of finite height).

We call such a ringB a height preserving extension ofR.

Proof. Let v be the valuation ofK given byR. If F is an algebraic extension every exte
sion ofv to F has the same height [1, Chapitre 6, §8, no. 1, Corollaire 1 de Propositi
Therefore, we can assume thatF is purely transcendental overK with transcendence bas
(Xi)i∈I . It follows from loc. cit. §10, no. 1, Proposition 2 that for every finite subsetJ ⊂ I

there exists a unique extensionw of v to FJ = K((Xi)i∈J ) such thatw(Xi) = 0 and such
that the images of theXi in the residue class fieldkw of w form a transcendental basis
kw over the residue field ofv. Further, the induced inclusion of the value group ofv into
the value group ofw is a bijection. WritingF as the directed inductive limit of theFJ for
J ⊂ I finite we get an extension ofv to F with the same value group, in particular t
heights are equal.�

6.4. Let F be an extension ofK andB a valuation ring ofF such thatB ∩ K = R and
such that the heights ofR andB are equal and finite. In particular we haveB ⊗R K = F

by 6.2. If L is anR-coalgebroid acting onB thenLK (5.3) is aK-coalgebroid acting on
B ⊗R K = F . If M is anL-comodule overB thenM ⊗B F = M ⊗R K is anLK -comodule
over K. This defines a functor from the category(ProjB)L of L-comodules which are
finitely generated projective overB into the category(VecK)LK of LK -comodules which
are finite dimensional vector spaces overK. This induces a tensor functor

Φ : (ProjB)LK → (VecK)LK ,
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where(ProjB)LK denotes the category(ProjB)L with skalars extended toK (3.4).

Proposition. Assume thatL is flat as a leftB-module. Then the functorΦ is an equivalence
of monoidal categories.

Proof. We first show thatΦ is essentially surjective. Giving anLK -comoduleV overF is
equivalent giving anL-comoduleV which is aF -vector space. LetV be finite dimensiona
and choose aB-submoduleM of V such thatM ⊗B F = V . ThenM is finitely generated
over B and by 5.7 it is contained in anL-subcomoduleN which is finitely generated
overB. FurtherN is projective as a finitely generated submodule of the flatB-moduleV

and we haveN ⊗B F = V , i.e.,Φ(N) = V .
Now we prove thatΦ is fully faithful. Let M andN be two objects in(ProjB)L. We

have to show that

α : HomL(M,N) ⊗R K → HomL(M ⊗B F,N ⊗B F)

is an isomorphism. We have a commutative diagram

HomL(M,N) ⊗R K
α

HomL(M ⊗B F,N ⊗B F)

HomB(M,N) ⊗R K

= HomB(M,N) ⊗B F

∼ HomB(M ⊗B F,N ⊗B F)

= HomB(M ⊗R K,N ⊗R K),

where the lower horizontal arrow is bijective becauseM andN are finitely generated pro
jective. In particular,α is injective. On the other hand, iff :M ⊗B F → N ⊗B F is a
B-linear map there exists ab ∈ B such thatbf (M) ⊂ N becauseM is finitely generated
By 6.2(3) there exists anr ∈ R such thatv(r)v(b) wherev denotes the valuation ofB (and
its restriction toR). Thereforerf (M) ⊂ N . If f is a homomorphism ofL-comodules then
this holds forrf as well. This proves the surjectivity ofα. �

6.5. If X is any R-scheme then the categoryFLF(X) of finite locally freeOX-
modules is a rigid symmetric monoidalR-linear category and the canonical func
Ψ :FLF(X)K → FLF(X ⊗R K) is a fully faithful tensor functor. Indeed, to show th
we can assume thatX = Spec(A) is affine. Denote byS the image ofR \ {0} in A. This is
a multiplicative subset and we haveS−1 HomA(M,N) = HomS−1A(S−1M,S−1N) if M is
anA-module of finite presentation.

6.6. Let L be anR-coalgebroid acting onB and let M and N two L-comodules
which are finitely generated projective overB. We can consider HomL(M,N) ⊗R K and
HomB(M,N) as B-submodules of HomF (M ⊗B F,N ⊗B F) = HomB(M,N) ⊗R K.
Then we have

(
HomL(M,N) ⊗B F

) ∩ HomB(M,N) = HomL(M,N).
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6.7. Let T be a rigid additive symmetric monoidal category such that there is give
isomorphismR

∼−→ EndT (1) whereR is a valuation ring. This endowsT with the structure
of anR-linear category. Denote byK the field of fractions ofR.

Let X be someR-scheme andω anR-linear tensor functor fromT with values in the
category of quasicoherentOX-modules. Thenω takes its values in the category of fini
locally freeOX-modules (1.4). Further, after skalar extension toK we have a tensor functo
ωK from TK with values in the category of finite locally freeOX⊗RK -modules which is
faithful if and only if ω is faithful (6.5).

We consider the following conditions forT :

(TL1) There exists an essentially finite-dimensionalR-schemeX → Spec(R) (i.e., every
local ring ofX is finite-dimensional) which is faithfully flat overR and anR-linear
tensor functorω from T into the category of quasicoherentOX-modules.

(TL2) TK with the induced monoidal structure is a rigid abelian symmetric monoida
egory andωK is exact.

Note that (TL2) implies thatTK is a Tannakian category overK.

6.8. Lemma. LetT be satisfying(TL1) and (TL2) and letω be a functor as in(TL1) and
(TL2).

(1) The functorω has its values in the category of finite locally freeOX-modules. It is
faithful and preserves monomorphisms.

(2) For all objectsM andN in T theR-moduleHomT (M,N) is flat.
(3) The induced map

HomT (M,N) ⊗R OX → HomOX

(
ω(M),ω(N)

)
(6.8.1)

is injective.

Proof. (1) As T is rigid, ω(M) is also rigid forM in T and therefore finite locally free
By [4, 1.19] the functorωK is faithful, henceω is faithful (3.7). Now letf :M → N be a
monomorphism inT . Then we have a commutative diagram

ω(M)
ω(f )

ω(N)

ω(M) ⊗R K
ωK(f )

ω(N) ⊗R K.

As f is a monomorphism, its image inTK is also a monomorphism (3.6) and hence
lower horizontal arrow is injective becauseωK is exact. Further the vertical arrows a
injective asω(M) andω(N) are torsionfree overR. This implies thatω(f ) is injective.
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(2) As ω is faithful, HomT (M,N) is anR-submodule ofH = Γ (X,HomOX
(ω(M),

ω(N))) which is flat overR becauseX is flat overR. Therefore HomT (M,N) is also
flat (5.9).

(3) The proof of (3) is the same as in [3, 2.13(ii)] using (1), (2), and that every fin
generated submodule of a flatR-module is free. �
6.9. Definition. Let R be a valuation ring with ht(R) � 1. A rigid additive symmetric
monoidal categoryT with a given isomorphismR ∼−→ EndT (1) is calledquasi-Tannakian
lattice overR if there exists a functorω as in (TL1) such that(T ,ω) satisfies (TL2) and
the following property:

(TL3) For every height preserving extensionB of R and everyR-morphismf : Spec(B) →
X the injection (6.8.1) makes HomT (M,N) ⊗R B into a directB-summand of
HomB(f ∗ω(M),f ∗ω(N)).

A functor as in (TL1), (TL2) and (TL3) is calledfibre functor ofT over X. A quasi-
Tannakian latticeT is calledTannakian latticeif T is pseudo-abelian.

6.10. For every faithfully flat R-schemeY and every morphism ofR-schemes
f :Y → X the inverse imagef ∗ω :M �→ f ∗(ω(M)) is also a fibre functor.

6.11. Note that (TL3) is equivalent to

(TL3′) For every height preserving extensionB of R and everyR-morphismf : Spec(B) →
X the cokernel of the injection HomT (M,N)⊗R B ↪→ HomB(f ∗ω(M),f ∗ω(N))

is flat.

Indeed, asf ∗ω(M) and f ∗ω(N) are finitely generated projective (and hence fr
B-modules,H := HomB(f ∗ω(M),f ∗ω(N)) is finitely generated free as well. Therefo
anyB-submoduleH ′ of H is a direct summand, if and only if the quotientH/H ′ is flat
(which is equivalent to being free asH/H ′ is finitely generated).

6.12. The pseudo-abelian hullT of a quasi-Tannakian latticeT ′ overR is a Tannakian
lattice. Indeed,T is rigid, symmetrically monoidal and we haveR ∼−→ EndT (1T ) by 3.9.
Let ω′ be a fibre functor ofT ′ over some faithfully flatR-schemeX. As the category o
quasicoherentOX-modules is abelian this fibre functor factorizes over a functorω from
T into the category of quasicoherentOX-modules. AsT ′

K is abelian, we haveT ′
K = TK .

Hence(T ,ω) satisfies (TL1) and (TL2), and (TL3) is obvious by the definition of
morphisms in the pseudo-abelian hull.

6.13. If R is a field andT satisfies (TL1) and (TL2), it also satisfies (TL3) as ev
height preserving extensionB of R is a field extension. Moreover, we haveT = TK , in
particularT is abelian. Therefore in this case the notions of quasi-Tannakian lattic
Tannakian lattice, and of Tannakian category in the sense of [3] coincide.
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6.14. Proposition. LetX be an essentially finite-dimensional scheme(i.e., every local ring
of X is finite-dimensional) which is faithfully flat over a valuation ringR of height at mos
one. Then there exists a morphismSpec(B) → X whereB is a height preserving extensio
of R (6.3). If R is noetherian andX is locally of finite type overR, we can assume thatB

is also noetherian.

Proof. If R is of height zero, i.e.,R is a field, this is trivial. Therefore, assume thatR is of
height one. AsX is faithfully flat overR we can findx,η ∈ X such thatx (respectivelyη)
is mapped to the closed (respectively the generic) point of Spec(R) and such thatx is a
specialization ofη and there exists no other specialization ofη which is a generization
of x. Let A be the quotient ofOX,x by the prime ideal which is defined byη. Then we
have a canonical morphism Spec(A) → X andA is a local integral domain of dimension
Further, the morphism Spec(A) → Spec(R) is bijective. Therefore the propositions follow
from the following lemma.

Lemma. Let A be a local integral domain of dimension1 with field of fractionsF . Then
there exists a valuation ringB of F which containsA such thatSpec(B) → Spec(A) is
bijective. IfA is noetherian we can assume thatB is a discrete valuation ring.

Proof. Every local subring ofF is contained in a valuation ringC of F [1, Chapitre 6,
§1, no. 2, Corollaire de Théorème 2] and by localizingC, we see thatA is contained in a
valuation ringB of height one. We have to show thatmB∩A = mA wheremB (respectively
mA) denotes the maximal ideal ofB (respectivelyA). If this were not the case we wou
havemB∩A = {0} and this would imply thatA → B/mB is injective which is absurd asA
andB have the same field of fractions. The last assertion follows from [5,0I , 6.5.8]. �
6.15. Corollary. Let T be a quasi-Tannakian lattice over a valuation ringR with
ht(R) � 1. Then there exists a fibre functor ofT over a faithfully flatR-algebraB which
is height preserving extension.

6.16. Corollary. Let T be a quasi-Tannakian lattice over a valuation ringR with
ht(R) � 1. Then for all objectsM and N in T the R-moduleHomT (M,N) is finitely
generated and free.

Proof. By 6.8 we know thatH = HomT (M,N) is flat overR. Therefore it suffices to
show that it is finitely generated. By 6.15 there exists a fibre functorω over a height pre
serving extensionB of R. By (TL3) we have thatH ⊗R B is a direct summand of th
finitely generatedB-module HomB(ω(M),ω(N)). HenceH ⊗R B itself is finitely gen-
erated overB and this implies thatH is finitely generated as anR-module becauseB is
faithfully flat overR (6.2(1)). �

6.17. Denote byR a valuation ring with ht(R) � 1 and byK its field of fractions. Let
X be an essentially finite-dimensional scheme which is anfpqc-cover ofS = Spec(R) and
let G be anR-groupoid acting onX such that(s, t) :G → X ×S X is affine and faithfully
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flat. SetT = Rep(X:G) (4.18) and letω be the forgetful functor fromT into the category
of quasicoherentOX-modules.

The categoryT is R-linear, pseudo-abelian, and carries an obvious symmetric mon
structure with unit 1 being the trivial representation onOX . Further,T is rigid (the dual of
a representationF is given by the contragredient representationHom(F ,OX)).

6.18. Theorem. T is a Tannakian lattice overR andω is a fibre functor.

Proof. As G is quasicompact and faithfully flat overX ×S X, it acts transitively onX. It
follows that the associated stackGX:G is a gerbe (4.12). By 6.14 there exists anS-morphism
Spec(B) → X whereB is a height preserving extension ofR. By 4.21 we can assume th
X = Spec(B). As B is flat overR it follows that the morphismss, t :G → Spec(B) are
flat. FurtherG is affine, sayG = Spec(L).

The unital representation is given byB → B ⊗B L, b �→ b⊗1L = 1B ⊗1L ·b. Therefore
we have EndT (1T ) = {b ∈ B | b · 1L = 1L · 1} =: R′. This is anR-subalgebra ofB. As
R is a valuation ring andB is faithfully flat overR, R′ is also faithfully flat overR. The
groupoidG acts also onS′ = Spec(R′) and it is a group scheme overS′ (4.4). We claim
that R′ is a valuation ring. For this denote byK ′ the field of fractions ofR′ and byF

the field of fractions ofB. As every elementy ∈ F is of the formb/r for someb ∈ B

andr ∈ R (6.2), we see thatK ′ = {y ∈ F | y · 1LK = 1LK · y}, henceR′ = K ′ ∩ B which
implies thatR′ is a valuation ring asB is a valuation ring. It follows thatB is faithfully flat
overR′ and thereforeG acts transitively onS′. By 4.12 we haveR = R′ which proves tha
EndT (1T ) = R.

It remains to prove that (TL2) and (TL3) are satisfied. By 6.4,TK is the category of finite
dimensional representations onK-vector spaces ofGK andωK is the forgetful functor,
hence (TL2) is satisfied. To check (TL3) it suffices to consider the casef = idSpec(B)

by 6.10. LetM and N be two projective finitely generated (hence free) modules
B which areL-comodules. TheB-moduleH = HomB(M,N) is finitely generated, henc
the submoduleH ′ = HomL(M,N) is a direct summand iffH/H ′ is torsion free. By 6.2(3
someB-module hasB-torsion if and only if it hasR-torsion. But iff :M → N is a B-
linear map such thatrf is a homomorphism ofL-comodules for somer ∈ R \ {0}, thenf

is a homomorphism ofL-comodules. �
6.19. Theorem. LetT be a quasi-Tannakian lattice over a valuation ringR with ht(R) � 1
and field of fractionsK. Then there exists an affineR-groupoidG acting on anR-algebra
B such thatT is equivalent to a full sub-tensor categoryT ′ of Rep(G) of representations
of G which are finitely generated projective overB and such thatT ′

K = Rep(GK) where
GK denotes the general fibre ofG.

More precisely, ifω is a fibre functor ofT over a height preserving extensionB of R

thenω induces a fully faithful functor ofT into the category of representations of theR-
groupoidCoEndf Mf (ω) (5.18)which is after skalar extension toK essentially surjective

Further,G is universal with this property in the sense of2.18(2).

Proof. By 6.15 there exists a fibre functorω of T over a height preserving extensi
B of R. Now use the notations of 5.1 and 5.18. Then Spec(CoEndf Mf (ω)) =: G is an



608 T. Wedhorn / Journal of Algebra 282 (2004) 575–609

ow

ur-

om

l

p

d

R-groupoid acting onB such that source and targets, t :G → Spec(B) are flat andω
factorizes throughRep(G) inducing a functor

ωG :T → Rep(G).

The functorωK is a fibre functor of the Tannakian categoryTK overB ⊗R K = F where
F is the field of fractions ofB. By [3, 1.12 and 6.7],ωK induces an equivalence ofTK

with Rep(GK) whereGK is the generic fibre ofG. This is aK-groupoid acting onF . By
6.4 the canonical functorRep(G)K → Rep(GK) is an equivalence. ThereforeωG is after
skalar extension toK essentially surjective. It remains to show thatωG is fully faithful.
Let M andN be two objects in HomT (M,N). Then we have a commutative diagram

HomT (M,N) HomRep(G)(ω(M),ω(N)) HomB(ω(M),ω(N))

HomT (M,N) ⊗R K
∼

HomRep(GK)(ωK(M),ωK(N)) HomB(ω(M),ω(N)) ⊗R K,

where all arrows are injective. As the right rectangle is cartesian (6.6) it suffices to sh
that the composite rectangle is cartesian. For this consider the commutative diagram

HomT (M,N) HomT (M,N) ⊗R B HomB(ω(M),ω(N))

HomT (M,N) ⊗R K HomT (M,N) ⊗R F HomB(ω(M),ω(N)) ⊗B F.

Again all arrows are injective (6.8). As HomT (M,N) is a finitely generated freeR-
module (6.16), the relationB ∩ K = R implies that the left rectangle is cartesian. F
ther the right rectangle is cartesian because HomT (M,N) ⊗R B is a direct summand
of HomB(ω(M),ω(N)) by (TL3) and we are done. The last assertion follows fr
2.18(2). �

6.20. We keep the hypothesis of 6.19. AsRep(G) is pseudo-abelian, the fully faithfu
functorT → Rep(G) factorizes over the pseudo-abelian hull ofT which is a Tannakian
lattice (6.12).

6.21. Corollary. LetT be a quasi-Tannakian lattice over a valuation ringR with ht(R) � 1
such that there exists a fibre functorω of T overR. Then there exists a flat affine grou
scheme overR and a fully faithful tensor functorI :T → Rep(G) such that

(1) If F denotes the forgetful functor fromRep(G) into the category of finitely generate
freeR-modules, thenω =F ◦ I.

(2) Assume thatG′ is a second flat affine group scheme overR and thatI ′ :T → Rep(G′)
is a tensor functor such thatω =F ′ ◦ I ′ whereF ′ is the forgetful functor ofRep(G′).
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Then there exists a unique homomorphism of group schemesΦ :G′ → G such thatI ′
is the composition ofI and the functorRep(G) → Rep(G′) induced byΦ.

(3) If K denotes the field of fractions ofR the induced functor after skalar extension toK,
FK , induces an equivalence of categoriesTK ≈ Rep(GK).
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