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CHARACTERIZING JACOBIANS OF ALGEBRAIC

CURVES WITH INVOLUTION

IGOR KRICHEVER

Abstract. We give two characterizations of Jacobians of curves
with involution having fixed points in the framework of two par-
ticular cases of Welter’s trisecant conjecture. The geometric form
of each of these characterizations is the statement that such Ja-
cobians are exactly those containing a shifted Abelian subvariety
whose image under the Kummer map is orthogonal to an explicitly
given vector.

1. Introduction

The problem of characterization of the Jacobians of curves among
irreducible principally polarizaed Abelian varieties (ppav) is the famous
Riemann-Schottky problem. Over years of its more than 130 years
history, quite a few geometrical characterizations of the Jacobians have
been found (see surveys [1, 2, 3]). None of them provides an explicit
system of equations for the image of the Jacobian locus in the projective
space under the level two theta imbedding.

The first effective solution of the Riemann-Schottky problem was
obtained by T.Shiota [4], who proved the famous Novikov’s conjec-
ture: the Jacobians of smooth algebraic curves are precisely those inde-
composable principally polarized abelian varieties (ppavs) whose theta-
functions provide solutions to the Kadomtsev-Petviashvili (KP) equa-
tion.

The strongest known characterization of a Jacobian variety in this
direction, the so-called Welters’ (trisecant) conjecture, formulated in
[5]: an indecomposable ppav X is the Jacobian of a curve if and only if
its Kummer variety K(X) has a trisecant line was proved by the au-
thor in [6, 7]. The approach to its solution, proposed in [6], is general
enough to be applicable to a variety of Riemann-Schottky-type prob-
lems. In [8, 9] it was used for a characterization of principally polarized
Prym varieties. The latter problem is almost as old and famous as the
Riemann-Schottky problem but is much harder.

The goal of that work is to characterize the Jacobians of curves
with involution. The curves with involution naturally appears as a
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part of algebraic-geometrical data defining solutions to integrable sys-
tem with symmetries. Numerous examples of such systems include the
Kadomtsev-Petviashvili hierarchies of type B and C (BKP and CKP hi-
erarchies, respectively) introduced in [10, 11] and the Novikov-Veselov
hierarchy introduced in [12, 13].

The existence of an involution of a curve is key in proving that the
constructed solutions have the necessary symmetry. The solutions cor-
responding to the same curve are usually parameterized by points of
its Prym variety. In other words the existence of involution plus some
extra constraints on the divisor of the Baker-Akhiezer function are suf-
ficient conditions ensuring required symmetry. The problem of proving
that these conditions are necessary for two-dimensional integrable hi-
erarchies is much harder and that is a problem we address in that
paper.

Remark 1. To the best of our knowledge from pure algebraic-geometri-
cal perspective the characterization problem of curves with involution
in terms of their Jacobians has never been considered in its full gen-
erality. The only known to the author works in this directions are
[15, 16, 17]. In a certain sense the setup we will consider – the Jaco-
bian and the Prym variety in it – resembles the setup arising in the
famous Schottky-Jung relations [18].

Let B be an indecomposable symmetric matrix with positive definite
imaginary part. It defines an indecomposable principally polarized
abelian variety X = Cg/Λ, where the lattice Λ is generated by the
basis vectors em ∈ Cg and the column-vectors Bm of B. Throughout
the paper π : Cg → X denotes the corresponding projection.

The Riemann theta-function θ(z) = θ(z|B) corresponding to B is
given by the formula

(1.1) θ(z) =
∑

m∈Zg

e2πi(z,m)+πi(Bm,m), (z,m) = m1z1 + · · ·+mgzg

The Kummer variety K(X) is an image of the Kummer map

(1.2) K : Z ∈ X 7−→ {Θ[ε1, 0](Z) : · · · : Θ[ε2g , 0](Z)} ∈ CP
2g−1

where Θ[ε, 0](z) = θ[ε, 0](2z|2B) are level two theta-functions with
half-integer characteristics ε.

A trisecant of the Kummer variety is a projective line which meets
K(X) at least at three points. There are three particular cases of the
characterization of the Jacobians by trisecants, corresponding to three
possible configurations of the intersection points (a, b, c) of K(X) and
the trisecant:
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(i) all three points coincide (a = b = c),
(ii) two of them coincide (a = b 6= c);
(iii) all three intersection points are distinct (a 6= b 6= c 6= a).

Of course the first two cases can be regarded as degenerations of the
general case (iii). However, when the existence of only one trisecant is
assumed, all three cases are independent and require its own approach.
The approaches used in [6, 7] were based on the theories of three main
soliton hierarchies (see details in [19]): the KP hierarchy for (i), the
2D Toda hierarchy for (ii) and the Bilinear Discrete Hirota Equations
(BDHE) for (iii). Recently, pure algebraic proof of the first two cases
of the trisecant conjecture were obtained in [20].

The main goal of this work is to give two characterizations of the
Jacobians of curves with involution, which distinguish such Jacobians
within the framework of their characterizations given by cases (i) and
(ii) above. Both of them are limited to the case of involutions having
at least one fixed point, i.e. to two-sheeted ramified covers. The first,
related to the KP theory, is limited by the obvious reason, since a curve
with one marked point is used in constructing its solutions.

Theorem 1.1. An indecomposable principally polarized abelian variety
(X, θ) is the Jacobian variety of a smooth algebraic curve Γ of genus
g with involution σ : Γ → Γ having at least one point fixed if and
only if there exist g-dimensional vectors U 6= 0, V, A, ζ and constants
Ω1,Ω2, b1 such that:
(A) the equality

(1.3)
(
∂y − ∂2x + u

)
ψ = 0 ,

where
(1.4)

u = −2∂2x ln θ(Ux+V y+Z)+b1, ψ =
θ(A+ Ux+ V y + Z)

θ(Ux + V y + Z)
eΩ1 x+Ω2 y,

holds, for an arbitrary vector Z;

and
(B) the intersection of the theta-divisor Θ = {Z ∈ X | θ(Z) = 0}

with a shifted abelian subvariety Y ⊂ X which is the Zariski closure of
π(Ux+ ζ) ⊂ X is reduced and the equation

(1.5) ∂V θ|Θ∩Y = 0

holds.
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Moreover, the locus Π of points ζ ∈ X for which the equation (1.5)
holds is the locus of points for which the equation ζ+σ(ζ) = 2P +K ∈
X, where K is the canonical class, holds.

Remark 2. Note that if V 6= 0 then (1.5) implies that dim Y < g,
since for any nonzero vector V the restriction ∂V θ|Θ 6= 0. The case
V = 0 when (1.5) is automatically satisfied is the case of hyperelliptic
curves.

The condition (A) is one of three equivalent forms of the characteriza-
tion of the Jacobains among ppav proved in [6]. The direct substitution
of the expression (1.4) into equation (1.3) and the use of the addition
formula for the Riemann theta-functions

(1.6) θ(z + w)θ(z − w) =
∑

ε∈((1/2)Z/Z)g

Θ[ε, 0](z)Θ[ε, 0](w) .

shows the equivalence of (A) to the condition that for all theta char-
acteristics ε ∈ (1

2
Z/Z)g the equations

(1.7)
(
∂V − ∂2U − 2Ω1 ∂U + (Ω2 − Ω2

1)
)
Θ[ε, 0](A/2) = 0

hold. (Here and below ∂U , ∂V are the derivatives along the vectors
U and V , respectively). Equations (1.7) means that the image of the
point A/2 under the Kummer map is an inflection point (case (i) of
Welters’ conjecture).

There are two other equivalent forms of the condition (B), which, in
particular, give its geometric form. The first one is:

(C) there is a vector W and a constants Ω3, b3 such that the equality

(1.8)

(
∂t − ∂3x +

3

2
u∂x +

3

4
ux + b3

)
ψ = 0 ,

where
(1.9)

u = −2∂2x ln θ(Ux+Wt+ζ)+b1, ψ =
θ(A+ Ux +Wt+ ζ)

θ(Ux+Wt+ ζ)
eΩ1 x+Ω3 t,

holds.
The fact that the condition (C) holds for curves with involution is

known. In the CKP theory [10, 11] equation (1.8) plays the same role
as equation (1.3) in the KP theory. Namely, both equations define the
first flows of the corresponding hierarchies (see details in [22]).

In [21, 22] equation (1.8) was obtained and used in another but
equivalent form:
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(C ′) there is a constant b2 such that the equality

(1.10) ∂U∂V ln θ|Ŷ = b2

holds on Ŷ which is Zariski closure of π(Ux+Wt+ ζ) ⊂ X.

Remark 3. As will be seen in what follows, if there is a set of vectors
and constants for which the above conditions are satisfied, then there
is a family of such sets. One of the consequences of this is that without
loss of generality, any (but only one) of the constants bi above can be
set equal to 0.

The addition theorem (1.6) implies that (1.10) is equivalent to the
condition that the vector (∂U∂VK(0)− b2K(0)) is orthogonal to the
image under the Kummer map K(Π) of the shifted abelian subvariety

Ŷ :
(1.11) ∑

ε∈((1/2)Z/Z)g

(∂U∂V Θ[ε, 0](0)− b2Θ[ε, 0](0))Θ[ε, 0](z) = 0, z ∈ Ŷ

whence follows the condition of a kind of flatness of the image under
the Kummer map of the shifted Prym subsubvariety Π ⊂ X, that is,
K(Π) lies in a proper (projective) linear subspace.

Equations (1.3) and (1.10) are used for the proof of (B), which is
the strongest form of the characterization the Jacobians of curves with
involution. The implication (B) ⇒ (C) is not by all means direct and
comes only as a result of the proof the theorem. Namely, (B) is what
we really use in the proof that the corresponding curve is a curve with
involution. The latter, as it was mentioned above implies (C).

The explicit meaning (B) is as follows. As shown in [4, 23] the
affine line Ux + Z is not contained in Θ for any vector Z. Hence,
the function τ(x, y) := θ(Ux + V y + z), z ∈ Y is a nontrivial entire
function of x. The assumption that Θ∩Y is reduced means that zeros
q(y) of τ considered as a function of x (depending on y) are generically
simple, τ(q(y), y) = 0, τx(q(y), y) 6= 0. Then (1.10) is the equation
∂y q|y=0 = 0.

The second characterization of the Jacobians of curves with involu-
tion is related to the 2D Toda theory. A priory, unlike the KP case,
there is no obvious reason why it is not applicable to all types of in-
volution including unramified covers. It turned out that there is an
obstacle for the case unramified covers and our second theorem also
gives a characterization of the Jacobians of curves with involution with
fixed points.



6 IGOR KRICHEVER

Theorem 1.2. An indecomposable, principally polarized abelian vari-
ety (X, θ) is the Jacobian of a smooth curve of genus g with involution
having fixed points if and only if there exist non-zero g-dimensional vec-
tors U 6= A (mod Λ), V, ζ, constants Ω0,Ω1, b1 such that the following
two conditions are satisfied.
(A) The differential-functional equation

(1.12) (∂y − T − u)ψ = 0, T = e∂x

where

(1.13) u = b1 + (T − 1)∂y ln θ(xU + yV + Z)

and

(1.14) ψ =
θ(A+ xU + yV + Z)

θ(xU + yV + Z)
exΩ0+yΩ1

holds for an arbitrary vector Z.

(B) (i) The intersection of the theta-divisor with the shifted Abelian
variety Y , which is a closure of π(Ux+ζ), is reduced and is not invari-
ant under the shift by U , Θ ∩ Y 6= (Θ + U) ∩ Y , and (ii) the equation

(1.15)
(
(∂V θ(z))

2 + b2 θ(z + U)θ(z − U)
)
|z∈Θ∩Y = 0,

where b2 6= 0 is a constant, holds.
Moreover, the locus of the points ζ ∈ X for which the equation (1.15)

holds is the locus of point for which the equation ζ+ζσ = K+P1+P2 ∈
J(Γ), where (P1, P2) are points of the curves permuted by σ and such
that U = A(P2)− A(P1), is satisfied.

Remark 4. Under the assumption that U spans an elliptic curve The-
orem 1.2 was proved in [30]

The condition (A) is one of three equivalent forms of the character-
ization of the Jacobians proved in [7]. It is equivalent to the condition
(case (ii) of the Welter’s conjecture):

the equations
(1.16)
∂VΘ[ε, 0] ((A− U)/2)−epΘ[ε, 0] ((A+ U)/2)+EΘ[ε, 0] ((A− U)/2) = 0,

are satisfied for all ε ∈ Zg
2 .

In the course of proving that condition (B) holds for ramified double
covers, we first prove that:

there is a vector W and constants Ω2, b2 such that the differential-
functional equation

(1.17) (∂t − T − w1 − wT−1)ψ = 0
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where

(1.18) w1 = b1 +
1

2
(T − 1)∂t ln θ, w = b2

TθT−1θ

θ2

θ = θ(xU + tW + ζ)

and

(1.19) ψ =
θ(A+ xU + tW + ζ)

θ(xU + tW + ζ)
exΩ0+tΩ2 ,

holds.

The equivalent form of the statement above is the statement that for
the ramified double covers

there is a constant b3 such that the equality

(1.20) θ2(z)∂2V ln θ(z)− b2 θ(z + U)θ(z − U)|z∈Ŷ = b3 ,

where Ŷ which is Zariski closure of π(Ux+Wt+ ζ), holds.

The addition theorem (1.6) implies that (1.20) is equivalent to the
condition that the vector (2∂2VK(0)− b2K(U)− b3K(0)) is orthogonal

to the image under the Kummer map of the abelian subvariety Ŷ , i.e.
the equation
(1.21)∑

ε∈((1/2)Z/Z)g

(2∂2VΘ[ε, 0](0)− b2Θ[ε, 0](U)− b3Θ[ε, 0](0)))Θ[ε, 0](z) = 0

with z ∈ Ŷ , holds.

Equations (1.17) and (1.20) are analogs of the conditions (C) and
(C ′) in the flex case. But unlike the latter, we do not claim that they
are equivalent to (B), because we came short in proving that they imply
(B), and will use additional arguments for the last step in the proof.
The condition (B) is what we really use for the proof of "if" part of
the theorem.

Remark 5. As we shall see below, the case 2U ∈ Λ and W = 0 in
(1.18) and (1.19) corresponds to hyperelliptic curves, which are curves
with involution.

We conclude the introduction by saying that it is tempting to see
if the third characterization associated with the fully discrete BDHE
hierarchy might be applicable to the case of unramified covers.

Aknowledments. The author would like to thank Enrico Arbarello,
Sam Grushevsky and Anton Zabrodin for very useful and inspiring
discussions.
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2. Preliminaries

The KP and CKP hierarchies. The Kadomtsev-Petviashvily (KP)
hierarchy is one of the most fundamental in the modern theory of inte-
grable systems. It has at least three well-known definitions/represen-
tations usually called: the Zakharov-Shabat form [24], the Sato form
[25] and the Hirota bilinear equation form [11, 26].

In the Sato form it is defined as a system of commuting flows on
the space of sequences (u1(x), u2(x), . . .) of functions of one variable x,
which can be identified with the space of pseudo-differential operators
of the form

(2.1) L = ∂x + u1∂
−1
x + u2∂

−2
x + . . .

The flows are defined by the Lax equations

(2.2) ∂tkL = [Bk, L], Bk := Lk
+ k = 1, 2, 3, . . .

where (·)+ stands for the differential part of a pseudo-differential oper-
ator. The commutativity of flows implies that the equations

(2.3) ∂tlBk − ∂tkBl + [Bk, Bl] = 0

are satisfied for all pairs k, l. For k = 2, l = 3 operator equation (2.3)
where

B2 = ∂2x − u, u = −2u1(2.4)

B3 = ∂3x −
3
2
u∂x − w, w = −

3

2
ux − 3u2(2.5)

after change of notation t1 = x, t2 = y, t3 = t, is equivalent to the
system of two equations

(2.6) 4wx = 3uxx + 3uy, 4wy = (4ut + 6uux − uxxx)x + 3uxy

Eliminating w from the system one gets the original KP equation for
the remaining function u

(2.7) 3uyy = (4ut + 6uux − uxxx)x

In [10] an infinite integrable hierarchy of partial differential was
introduced and called the Kadomtsev-Petviashvili hierarchy of type
C (CKP). It is a hierarchy of commuting flows that are the restric-
tion of the flows of the KP hierarchy corresponding to “odd” times
to = {t1, t3, t5, . . .} onto the space of anti self-adjoint pseudo-differential
operators L of the form (2.1), i.e. such that

(2.8) L∗ = −L,

where ()∗ means the formal adjoint defined by the rule
(
f(x) ◦∂mx

)∗
=

(−∂x)
m ◦ f(x).
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Remark 6. Note, that if (2.8) is satisfied then the operator B3 in (2.5)
is of the form (1.8).

In [22] the CKP hierarchy was characterized in terms of the KP
tau-function which is a function of KP "times", τ(t1, t2, . . .). More
precisely, each solution of the CKP hierarchy has a unique extension
to the solution of the full KP hierarchy via the flows (2.2) with even
k (which obviously do not preserve constraint (2.8)). Such solution is
naturally to call KP extension of the solution to the CKP hierarchy. In
[22] it was proved that the KP tau-function is the tau-function of such
a solution if and only if the equation

(2.9) ∂x∂y log τ
∣∣∣
te=0

= 0

holds for all to, where all “even” times te = (t2 = y, t4, . . .) are set equal
to zero.

Theorem 1.1 is a stronger version of that result in the algebraic-
geometric setting when τ function coincides with the theta-function up
to a factor which is the exponent of a quadratic in times form. Namely
it states, that it is enough to require that equation (2.9) holds only for
the first two times t1 = x, t3 = t of the CKP hierarchy (compare with
(1.10)).

The Baker-Akhiezer function. Recall that a smooth genus g alge-
braic curve Γ with fixed local coordinate k−1(p) in the neighborhood
of a point P ∈ Γ, k−1(P ) = 0 and a generic effective degree g divisor
D = γ1 + · · ·+ γg defines the Baker-Akhiezer function ψ(t, p) which is
a function of complex variables t = (t1, t2, t3, . . .) (it is always assumed
that only finite number of ti 6= 0) and p ∈ Γ. For fixed t it is defined
as a unique function of p ∈ Γ with the following analytic properties:
10. Outside P the singularities of ψ are poles at points of the divisor

D of order not greater then the multiplicity of the point in D, i.e.,
(ψ) +D ≥ 0.
20. In the neighborhood of P the function ψ has the form

(2.10) ψ(t, k) = e
∑

i k
i ti

(
1 +

∞∑

s=1

ξs(t) k
−s

)
, k = k(p),

In order to present an explicit formula for ψ in terms of the Riemann
theta function we first choose a symplectic basis of a- and b-cycles on
Γ. Then define a basis of normalized holomorphic differentials ωk, k =
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1, . . . , g, and the matrix B of their b-periods
˛

ak

ωℓ = δk ℓ, Bk ℓ =

˛

bℓ

ωk = Bℓ k ,

and the Riemann-theta function by formula (1.1)

Denote by A(p) the vector (depending on a path of integration) with
coordinates Ak(p) =

´ p

P
ωk and by Ωi(p), i = 1, 2, 3, . . . , the Abelian

integral Ωi =
´ p

P
dΩi where dΩi is the normalized (i.e. having zero a-

periods) meromorphic differential whose the only singularity is at P of
the form dΩi = dki(1 +O(k−i−2)).

The definition of Ωi needs a clarification since dΩi has the pole at P .
In the definition of Ωi it is assumed that its branch in the neighborhood
of P is fixed such that there is no constant term in the expansion

(2.11) Ωi = ki +
∞∑

s=1

a(i)s k
−1 +O(k−2)

and then extended analytically along the path. It is assumed that the
paths in the definition of A(p) and Ωi(p) are the same.

Lemma 2.1 ([27, 28]). (i) The Baker-Akhiezer function defined above
equals

(2.12) ψ(t, p) =
θ(A(p) +

∑
i tiUi + Z) θ(Z)

θ(
∑

i tiUi + Z) θ(A(p) + Z)
e
∑

i tiΩi(p) ,

where Ui are vectors with the coordinates

(2.13) Uk
i =

1

2πi

˛

bk

dΩi,

and

(2.14) Z = −
∑

s

A(γs) +K,

where K is the vector of Riemann constants.
(ii) The BA function ψ satisfies the equations

(2.15) (∂tk −Bk)ψ = 0, k = 1, 2, . . .

where Bk is a monic differential operator in x of order k.

Remark 7. The compatibility conditions of equations (2.15) is the
KP hierarchy in the Zakharov-Shabat form. From the definition of Bk

in [27] it is easy to show that Bk = Lk
+ where L is a unique pseudo-

differential operator such that the equation

(2.16) Lψ = kψ
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holds. The compatibility conditions of (2.15) and (2.16) are the Lax
equations (2.2).

The substitution of (2.10) into (2.15) with B2 of the form (2.4) gives
the equations

(2.17) ∂yξs − 2∂xξs+1 − ∂2xξs + uξs = 0, s = 0, . . .

The first of them with s = 0 gives an expression of u in terms of ξ1.
Namely, u = 2∂1ξ1.

Similarly, the substitution (2.10) into (2.15) with B3 of the form (2.5)
gives the equations:

(2.18) ∂tξs − 3∂xξs+2 − 3∂2xξs+1 − ∂3xξs +
3

2
uξs+1 +

3

2
u∂xξs + wξs = 0.

The first of them with s = 0 gives the expression for w.

The explicit theta-functional formulas for u and w are obtained by
expansion of (2.12) near P . From the bilinear Riemann identities for
periods of Abelian differentials it follows that the expansion of the Abel
map A(p) near P has the form

(2.19) A(k) = −
∑

i=1

1

i
Uik

−i, k = k(p)

where the vectors Ui are given by formula (2.13). From (2.12) and
(2.20) it follows that

(2.20) u = 2∂xξ1 = −2∂2x ln θ

(
∑

i

tiUi + Z

)
+ 2a

(1)
1

where the constant a
(1)
1 is defined in (2.11).

Computing the next coefficient of expansion of (2.12) one gets

(2.21) w =
3

4
ux −

3

2
∂x∂y ln θ

(
∑

i

tiUi + Z

)
+ b3

Although for completeness we defined above the Baker-Akhiezer func-
tion, depending on the full set of times of the KP hierarchy, in the future
we will restrict ourselves to its dependence only on the first three times,
setting ti = 0, i > 3. Recall that above we have already denoted these
times by x = t1, y = t2, t = t3. Below we will use notation U, V,W for
the vectors U1, U2, U3, respectively.
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Bloch properties of the Baker-Akhiezer function. For further use we
elaborate more on monodromy properties of the Baker-Akhiezer func-
tion along the subvariety Y ⊂ J(Γ). Recall that Y is Zariski closure of
π(xU + ζ) where π : Cg 7−→ J(Γ) = Cg/Λ is the projection.

The preimage Ỹ = π−1(Y ) is an affine subspace. A choice of a vector

ζ ∈ Ỹ identifies it with the image of an imbedding map

(2.22) ι : Cd →֒ C
g

Let ΛU ⊂ Λ be the sublattice of the Jacobian lattice such that under
this identification

(2.23) Y = C
d/ΛU

For further use define the vector η ∈ Cd by the equation

(2.24) ι(η) = U

Consider the function

(2.25) φ(z, k) :=
θ(A(k) + ι(z)) θ(ζ)

θ(ι(z)) θ(A(k) + ζ)
e(ℓ(k),z) , z ∈ C

d,

where A(k) is defined in (2.19) and ℓ(k) is a formal series

(2.26) ℓ(k) =

∞∑

s=1

ℓsk
−s, ℓs ∈ C

d,

such that the equation

(2.27) (ℓ(k), η) = Ω1(k)− k ,

holds.

A simple comparison of (2.12) and (2.25) shows that the coefficients
ξs(x, 0) of the Baker-Akhiezer function ψ(x, 0, k) expansion at P are of
the form

(2.28) ξs(x, 0) = ϕs(xη)

where ϕs(z) are coefficients of the expansion of φ,

(2.29) φ(z, k) = 1 +
∞∑

s=1

ϕs(z)k
−s

The latter are of the form

(2.30) ϕs(z) =
τs(z)

τ(z)
, τ(z) := θ(ι(z))

where τs(z) is a holomorphic function of z.
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The monodromy properties of the theta-function imply that under
the shift of the arguments by a vector λ ∈ ΛU the function φ gets
transformed to

(2.31) φ(z + λ, k) = φ(z, k)ρλ(k), ρλ(k) = 1 +

∞∑

s=1

ρλ,sk
−s

Equation (2.31) is equivalent to the equations

(2.32) ϕs(z + λ) =
s∑

j=0

ϕs−j(z)ρλ,j

Lemma 2.2. Let λ1, . . . , λd be a set of linear independent vectors in
ΛU . Then there is a unique coordinate k−1(p) in the neighborhood of
P and a unique linear form ℓ(k) satisfying (2.27) such that φ(z, k) is
invariant under the shift by these vectors, i.e.,

(2.33) φ(z + λi, k) = φ(z, k) ⇔ ρλi
(k) = 1, i = 1, . . . , d.

For the proof it is enough to note, that the differential dΩ1 depends
only on the first jet of the local coordinate, i.e., it does not change
under the change of the coordinate of the form k′ = k + O(k−1), but
the coefficients of his expansion (2.11) do depend on a choice of the local

coordinate. Conversely, for any given set of coefficients a
(1)
s equation

(2.11) with i = 1 can be regarded as the definition of the corresponding
formal local coordinate.

The vectors ℓs and constants a
(1)
s are defined recurrently. On each

step we defined first ℓs by a system of nonhomogeneous linear equations
which are needed for the equation ρλi,s = 0 to be satisfied, and then

define a
(1)
s by the equation a

(1)
s = (ℓs, η).

The dual Baker-Akhiezer function. A notion of duality is defined
first for a generic effective degree g divisor D = γ1 + . . . + γg. For
any such divisor there is a unique meromorphic differential dΩ having
second order pole at the marked point P ,

(2.34) dΩ = dk

(
1 +

∞∑

s=2

csk
−s

)

vanishing at the points of the divisor D with the multiplicity at least
equal to the multiplicity of the point in D. The zero divisor of dΩ is of
degree 2g. Let D∗ be the effective degree g complimentary divisor, i.e.
D +D∗ = K + 2P ∈ J(Γ), where K is the canonical class.

The dual BA function is defined as a unique function ψ∗(x, y, p) with
the following analytic properties with respect to p ∈ Γ:
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10. Outside P the singularities of ψ∗ are poles at the divisor D∗,
(ψ∗) +D∗ ≥ 0;
20. In the neighborhood of P the function ψ has the form

(2.35) ψ∗(x, y, k) = e−k x−k2 y

(
1 +

∞∑

s=1

ξ∗s (x, y) k
−s

)
, k = k(p),

The explicit formula for ψ∗ in terms of the Riemann theta-function is:

(2.36) ψ∗(x, y, k) =
θ(A(p)− xU − yV − Z) θ(Z)

θ(xU + yV + Z) θ(A(p)− Z)
e−xΩ2(p)−yΩ3(p) ,

From the definition of the dual BA function it is easy to see that the
equations

(2.37) resP
(
∂ixψ

∗(x, 0, p)∂mx ψ(x, 0, p))
)
dΩ = 0, m, i = 0, 1, . . .

hold. Indeed, the differential in the left hand side of the equation is
holomorphic away of P since the poles of ψ and ψ∗ cancel with zeros
of dΩ. The essential singularities of ψ and ψ∗ at P cancel each other.
Hence, the differential in l.h.s. is a meromorphic differential with the
only pole at P .

Computing the residue with i = 0 in terms of the coefficients of the
expansions (2.10) and (2.35) we get the system of equations

(2.38) ξm+1 + ξ∗m+1 + cm+1 = hm+1(ξ1, ξ
∗

1, . . . , ξm, ξ
∗

m; c2, . . . , cm)

where hn+1 are some explicit differential polynomials in ξs, linear in
ξ∗s , s ≤ n, and in the coefficients of the expansion (2.34) of dΩ. Equa-
tions (2.38) recurrently express coefficients of the dual function expan-
sion in terms of the coefficients ξs and cs.

The dual BA function satisfies the equation that is formally adjoint
to (1.3):

(2.39) (−∂y − ∂2x + u(x, y))ψ∗(x, y, p) = 0

To prove (2.39) it is enough to note that the same arguments as in
the proof of (1.3) show that ψ∗ satisfies (2.39) with potential equal to
v = −2∂xξ

∗
1 . Equation (2.38) for m = 1, i.e. the equation

(2.40) ξ1 + ξ∗1 = 0

implies v = u and (2.39) is proved.
The substitution of (2.35) into (2.39) gives a system of equations

(2.41) −∂yξ
∗

s + 2∂xξ
∗

s+1 − ∂2xξ
∗

s + uξ∗s = 0, s = 0, . . .
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Introduce the function dual to φ:

(2.42) φ∗(z, k) :=
θ(A(k)− ι(z)) θ(ζ)

θ(ι(z)) θ(A(k)− ζ)
e−(ℓ(k),z),

and the coefficients ϕ∗
s(z) of its expansion. From (2.36) it follows that

(2.43) ξ∗s (x, 0) = ϕ∗

s(xη)

The functions ϕ∗
s have the form

(2.44) ϕ∗

s(z) =
τ ∗s (z)

τ(z)
,

where τ ∗s is a holomorphic function of z ∈ Cg. They satisfy the following
monodromy properties

(2.45) ϕ∗

s(z + λ) =

s∑

j=0

ϕ∗

s−j(z)ρ
∗

λ,j

where ρ∗λ,s are the coefficients of the expansion of ρ∗λ(k) = ρ−1
λ (k).

3. Proof of Theorem 1.1

To begin with let us show that if a curve Γ admits an involution under
which P is fixed and k is odd, k(p) = −k(σ(p)), then the conditions
(C) and (C ′) of the theorem are satisfied for ζ ∈ J(Γ) such that

(3.1) ζ + ζσ = K + 2P ∈ J(Γ)

In other words for ζ that is the image under the Abel transform of
a divisor D such that D + σ(D) is the zero-divisor of a meromorphic

differential dΩ̃ with the only pole of second order at P .

Consider the differential (ψ(x, 0, t, σ(p))∂xψ(x, 0, t, p))dΩ̃. It is a
meromorphic differential on Γ with the only pole at P . Hence, it has
no residue at P . Computing this residue in terms of the coefficients of
the expansion (2.10) we get

(3.2) 2ξ2(x, 0, t)− ξ21(x, 0, t) + ∂xξ1(x, 0, t) + c2 = 0

where c2 is a constant defined by the Laurent expansion of dΩ̃ at P .
Taking the x-derivative of (3.2) and using (2.17) with s = 1 we get

the equation

(3.3) 0 = ∂x(2ξ2(x, 0, t)− ξ21(x, 0, t) + ∂xξ1(x, 0, t)) = ∂yξ1|y=0

Recall, that ξ1 = −∂x ln θ + a
(1)
1 x + a

(2)
1 y. Therefore, equation (1.10)

with b2 = a
(2)
1 is satisfied for all ζ satisfying (3.1). Then from (2.21) it

follows that w(x, 0, t) = 3
4
ux + d, i.e equation (1.8) holds.
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The formulae for ψ in (1.4) and (1.9) are just the evaluation of the
formula (2.12) for the Baker Akhiezer function at any p ∈ Γ.

Our next goal is to prove (C) ⇒ (B). As shown in [4, 23] the
theta divisor Θ in the Jacobian J(Γ) of an a smooth algebraic curve Γ
does not contain a ∂U invariant locus. In other words: for any vector
Z ∈ J(Γ) the function τ(x; y, t) := θ(Ux+ V y+Wt+Z) is a non-zero
entire function of the variable x depending on the variables y and t and
Z. For brevity we omit explicit indication on Z-dependence. The zeros
q of τ in x (depending on y, t, Z) correspond to intersection points of
Ux + V y +Wt + Z with the theta-divisor Θ. Since Θ is reduced and
U -direction is transverse to Θ on an Zarisiki open set, generic zeros of

τ are simple. It might be not the case when we consider z ∈ Ŷ .
The multiplicity of a zero of an entire function in x depending on

parameters is an upper-continuous function of the parameters. Hence,
there is a constant N such that for z in an open everywhere dense set
(Θ∩Y )0 ⊂ Θ∩ Ŷ the multiplicity of the zero q(t) in the neighborhood
of x = 0 of the function θ(Ux +Wt + z), z ∈ (Θ ∩ Y )0 for sufficiently
small t is exactly N . Then, by the implicit function theorem q(t) is a
smooth function of t. Then the Laurent expansion of u = −2∂2x ln τ is
of the form

(3.4) u(x, 0, t) =
2N

(x− q(t))2
+ v(t) + w(t)(x− q(t) + . . .

whose coefficients v, w, . . . are smooth functions of t.
The function ψ(x, 0, t) given by formula (1.4) is a meromorphic func-

tion of x with a pole at x = q(t) of order n ≤ N (the numerator might
have a zero at q(t)), i.e. its Laurent expansion of ψ at q has the form

(3.5) ψ(x, 0, t) =
α(t)

(x− q(t))n
+O

(
(x− q(t))−n+1

)
, α 6= 0

Substitution of (3.5) into equation (1.8) and calculation of the coef-
ficient at the leading term of the Laurent expansion of the left-hand
side, which is of order −n− 3 gives the equation

(3.6) 3N = n(n+ 2)

Now we are going to use the equivalent form of the condition (C), i.e.,
equation (1.10). Multiplying it by θ we get the equation

(3.7) ∂xT (x, z)− T (x, z)∂x ln θ(Ux + z) = 0, z ∈ Ŷ

where T (x, z) := ∂yθ(Ux+ V y+ z)|y=0. Since at x = q(0) the function
∂x ln θ(Ux + z) has simple pole with residue N , equation (3.7) implies
that T at x = q(0) has zero of the same order as θ(Ux+ z). Therefore,
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the function ∂V ln θ|Θ∩Ŷ is a regular function. The latter implies that
∂yψ(x, y)|y=0 for ψ defined in (1.4) has pole x = q(0) of order at most
n. Two other terms on the left hand side of (1.3) have poles of order
n+ 2. The comparison of their leading coefficients gives the equation

(3.8) 2N = n(n+ 1)

From (3.6) and (3.8) it follows that N = n = 1. The implication
(C) ⇒ (B) is proved. That completes the proof of the "only if" part
of the theorem statement.

We begin the proof of the "if" part of the Theorem statement by
proving

Lemma 3.1. Suppose that equation (1.5) is satisfied and let k−1 be the
local coordinate defined in Lemma 2.2. Then, for the expansions (2.10),
(2.35) of the Baker-Akhiezer function and its dual in this coordinate,
the equation

(3.9) ψ∗(x, 0, k) = ψ(x, 0,−k)

holds.

Proof. Equation (3.9) is equivalent to the equations

(3.10) ξ∗s(x, 0) = (−1)sξs(x, 0), s = 0, 1, . . .

The latter, by (2.28) and (2.43), are corollaries of the equations

(3.11) ϕs(z) = (−1)sϕ∗

s(z)

We are going to prove (3.11) by induction. The initial step of the
induction is the equation (2.40).

Suppose that equations (3.11) hold for s ≤ n. Then for s ≤ n
equations (3.10) hold. The latter and equations (2.17), (2.41) with
s = n imply the equation
(3.12)
∂yξn(x, 0) + (−1)n∂yξ

∗

n(x, 0) = 2∂x(ξn+1(x, 0) + (−1)nξ∗n+1(x, 0)).

A priory the left hand side of (3.12) has poles of second order at
poles of ξn and ξ∗n (i.e. at zeros of τ(xη)) but equation (1.5) ensures
that it has simple poles, only. At the same time the right hand side
has no x-residues at its poles. Hence, the function 2∂x(ξn+1(x, 0) +
(−1)nξ∗n+1(x, 0)) is a holomorphic function of x. By (2.28) and (2.43)
it equals to fn+1(xη), where

(3.13) fn+1(z) := 2∂η(ϕn+1(z) + (−1)nϕ∗

n+1(z))
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Consider the monodromies of fn+1. From the induction assumption
and equations (2.32),(2.45) it follows that

(3.14) ρλ,s = (−1)sρ∗λ,s, s = 1, . . . , n.

The latter imply that the function fn+1 has trivial monodromies

(3.15) fn+1(z + λ) = fn+1(z), λ ∈ ΛU

i.e. it descents to an abelian function on Y . Since upon restriction on
the line xη it is holomorphic, and the projection of the line is dense
in Y we get that fn+1(z) = fn+1 is a constant. Then the equation
ξs(0, 0) = ξ∗s (0, 0) = 0 imply

(3.16) Fn+1(xη) = xfn+1, Fn+1(z) := ϕn+1(z) + (−1)nϕ∗

n+1(z)

From (3.14), (2.32) and (2.45) it follows that

(3.17) Fn+1(z + λ)− F2n(z) = ρλ,n+1 + (−1)nρ∗λ,n+1

The latter imply that Fn(z) is a linear form, i.e.

(3.18) Fn+1(z) = (ℓ̃n+1, z), (ℓ̃n+1, η) = fn+1

Recall, that by our choice of the local coordinate we have that ρλi,m =
ρ∗λi,m

= 0 for any m > 0, i.e. the linear form Fn+1 vanishes at d
linear independent vectors. Hence, Fn+1 = 0 and the induction step is
completed.

Corollary 3.1. Let k−1 be the local coordinate defined in Lemma 2.33.
Then for the expansion in this coordinate of the differential dΩ defining
the dual Baker-Akhiezer function (i.e. the differential vanishing at the
poles of the Baker-Akhiezer function), the equation

(3.19) dΩ(k) = −dΩ(−k)

holds.

Proof. Equation (3.19) is equivalent to the equations

(3.20) c2s−1 = 0

where cs are the coefficients in (2.34).
Let c2n+1 6= 0 be the non-zero coefficient of dΩ expansion with the

smallest odd index. Let dΩ2n be the sum of the first 2n terms of dΩ(k)
expansion, i.e.,

dΩ(k) = dΩ2n(k) + dk
(
c2n+1k

−2n+1 +O(k−n−2)
)

The differential dΩ2n is odd, dΩ2n(k) = −dΩ2n(−k). Equation (3.9)
implies that

(
∂nxψ∂

n
xψ

∗
y=0

)
dΩ2n is also odd. The residue of an odd

differential is zero. Then using (2.37) with i = m = n we get

(3.21) 0 = resk=∞ (∂nxψ∂
n
xψ

∗|y=0) dΩ = (−1)n+1c2n+1
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Contradiction. The corollary is proved.

Introduce new local coordinate k′ = k +O(k−1) by the equation

(3.22) dk′ = dΩ(k)

From (3.19) it follows that this change preserves the equation (3.9), i.e.

(3.23) ψ∗(x, 0, k′) = ψ(x, 0,−k′)

For further use note that in the new coordinate the residue equation
for the BA function and its dual has the standard form

(3.24) resk=∞ψ
∗(x, 0, k′)(∂ixψ(x, 0, k

′))dk′ = 0

Corollary 3.2. Let L be a unique pseudo-differential operator of the
form (2.1) such that the equation

(3.25) Lψ(x, 0, k′) = k′ψ(x, 0, k′)

holds. Then the equation (2.8), i.e. L∗ = −L, holds.

Proof. The proof is standard in the KP theory. Introduce, the so-called
wave pseudo-differential operator Φ = 1 +O(∂−1) by the equation

(3.26) ψ(x, 0, k′) = Φek
′x

Then

(3.27) L = Φ · ∂x · Φ
−1

It is known that (3.24) implies

(3.28) ψ∗(x, 0, k′) = (Φ−1)∗e−k′x

(see in [6]). Using (3.23) we get Φ∗ = Φ−1. The latter and (3.27))
implies (2.8). The corollary is proved.

Now we are going to use few more standard facts from the KP theory
and the related theory of commuting ordinary differential operators.
Let Bn = Ln

+ be, as before, the differential part of the operator Ln.
From (2.8) it follows that

(3.29) B∗

n = (−1)nBn

The commuting flows of the KP hierachy (2.2) correspond to linear
flows on the Jacobian. Hence, among the two sets of flows correspond-
ing to even or odd n there are only finite number of linear independent.
Hence, for all but a finite number of integers n there exists a linear op-
erator

(3.30) Ln = Bn +

[n/2]∑

m=1

cn,mBn−2m
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such that

(3.31) Lnψ(x, 0, p) = an(p)ψ(x, 0, p)

where an(p) is a meromorphic function on Γ with the only pole at the
marked point P . The operator Ln is self-adjoint for even n and anti
self-adjoint for odd n. In both cases we have

(3.32) Lnψ
∗(x, 0, p) = a∗n(p)ψ

∗(x, 0, p)

where a∗n(p) is a meromorphic function of Γ with the only pole at P of
order n. Since ψ∗(x, 0, k′) = ψ(x, 0,−k′), the expansions of an and a∗n
near P in k′ are related by the equation

a∗n(k
′) = (−1)nan(−k

′)

The involution an → a∗n of the ring A(Γ, P ) of meromorphic functions
on Γ with the only pole at P defines the involution σ : Γ → Γ un-
der which the local parameter k−1(p) is odd, k′(σ(p)) = −k′(p). The
theorem is proved.

4. Proof of Theorem 1.2

To begin with, recall necessary facts form the algebraic-geometrical
construction of solutions of the 2D Toda hierarchy.

Two-point Baker-Akhiezer function. Let Γ be a smooth genus
g algebraic curve with fixed coordinates k−1

α (p) in the neighborhoods
of two marked points Pα, α = 1, 2. The two-point Baker-Akhiezer
function ψ depends on the variables (x, t = (tα,i>0)) (as always, it is
assumed that only a finite number of them are not zero). For fixed
(x, t) and a non-special effective degree g divisor D it is defined as a
function of p ∈ Γ with the following analytical properties.

On Γ\{P1, P2} the function ψ is a multi-valued meromorphic function
with poles at D whose order at a point of D is not greater than the
multiplicity of the point in D, i.e. (ψ) +D ≥ 0. The multi-valuedness
of ψ is due to the only not trivial monodromies around the marked
points P1 and P2 which are equal to e2πix and e−2πix, respectively (for
integer x the function ψ is single-valued).

In the neighborhood of P1 it has the form:

(4.1) ψ(x, t, p) = kx1 exp

( ∞∑

i=1

t1,ik
i
1

)(
1 +

∞∑

s=1

ξ1,s(x, t)k
−s
1

)
,
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and in the neighborhood of P2

(4.2) ψ(x, t, p) = k−x
2 ef(x,t) exp

( ∞∑

i=1

t2,ik
i
2

)(
1 +

∞∑

s=1

ξ2,s(x, t)k
−s
1

)
,

As shown in [29] the Baker-Akhiezer function satisfies the linear equa-
tions

(4.3) (∂1,1 − T − u)ψ = 0, (∂2,1 − wT−1)ψ = 0,

where

(4.4) u = ∂1,1f = (1− T ) ξ1,1, w = exp((1− T−1)f),

The compatibility condition (4.3) is equivalent to the 2D Toda equation

(4.5) ∂ξ∂ηfn = efn−fn−1 − efn+1−fn ,

with x = n, ξ = t1,1 and η = t2,1.

The explicit formula for f follows from the theta-functional formula
for the Baker-Akhiezer functions:

(4.6) ψ =
θ(A(P ) + xU +

∑
Uα,itα,i + Z) θ(Z)

θ(xU +
∑
Uα,itα,i + Z) (θ(A(P ) + Z)

e(xΩ0+
∑

tα,iΩα,i(P )),

Here Ω0 is an Abelian integral of the normalized meromorphic differ-
ential with simple poles at P1, P2 and residues −1 and 1 respectively.
From the bilinear Riemann identities it follows that

(4.7) U = A(P2)− A(P1)

where 2πiU is the vector of b-periods of dΩ0. The Abelian integrals
Ωα,i and the corresponding vectors Uα,i are defined similarly to that in
(2.12): dΩα,i is the normalized meromorphic differential with the pole
at Pα of the form d(kiα+O(k

−1
α )). The corresponding Abelian integrals

are normalized such that their expansions near P1 are of the form:

(4.8) Ω1,i = ki +

∞∑

s=1

a
(1,i)
1,s k

−s
1 , Ω2,i =

∞∑

s=1

a
(2,i)
1 s k−s

1

and near P2

(4.9) Ω1,i =

∞∑

s=0

a
(1,i)
2,s k

−s
2 , Ω2,i = ki2

∞∑

s=1

a
(2,i)
2 s k−s

2

The expansions of Ω0 are of the form:

(4.10) Ω0 = ln k1 +
∞∑

s=1

a
(0)
1,sk

−s
1 , Ω0 = − ln k2 +

∞∑

s=1

a
(0)
2,sk

−s
2
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In the definition of the Abel transform we chose the normalization
A(P1) = 0. Then using (4.7) we get

(4.11) f = (T − 1) ln θ + xa
(0)
2,0 +

∑
tα,ia

(α,i)
2,0 ,

θ := θ(xU +
∑

Uα,itα,i + Z)

For further use notice that (4.6) and the expansion (2.19) of the Abel
transform near P1 imply

(4.12) ξ1,1 = −∂1,1 ln θ + xa
(0)
1,1 +

∑
tα,ia

(α,i)
1,1

In what follows we restrict ourselves to the case the first three vari-
ables x, t1,1, t2,1 by setting tα,i>1 = 0. Introduce the variables y and t
such that t11 = y + t, t2,1 = −t.

In the new variables equations (4.3) take the form:

Lemma 4.1. The Baker-Akhiezer function ψ(x, y, t, p) given by for-
mula (4.6) satisfies the equation

(4.13) (∂y − T − u)ψ = 0, T = e∂x

with

(4.14) u = b1 + (T − 1)∂y ln θ, b1 := a
(0)
1,1

and the equation

(4.15) (∂t − T − u− wT−1)ψ = 0

with

(4.16) w = b2
Tθ T−1θ

θ2
, b2 := ea

(0)
2,0

The substitution of (4.1) into (4.13) gives a system of the equations

(4.17) ∂yξ1,s = (T − 1)ξ1,s+1 + uξ1,s, s = 0, 1, 2, . . .

The first of them gives an expression of u in terms of ξ1,1

(4.18) (1− T ) ξ1,1 = u = b1 + (T − 1)∂y ln θ

Similarly, the substitution of (4.2) into (4.13) gives:
(4.19)

∂yξ2,s = e(T−1)f (Tξ2,s−1) = b2
T 2θ · θ

(Tθ)2
(Tξ2,s−1) , s = 0, 1, 2, . . .

where for the last equation we use (4.11).

For further use introduce the function

(4.20) φ(z, k2) :=
θ(A(k2) + ι(z)) θ(Z)

θ(ι(z)) θ(A(k2) + Z)
e(ℓ(k),z) , z ∈ C

d,
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where A(k2) is the expansion of the Abel transform near P2 and ℓ(k2)
is the formal series

(4.21) ℓ(k2) =
∞∑

s=0

ℓsk
−s
2 , ℓs ∈ C

d,

such that the equation

(4.22) (ℓ(k2), η) = Ω0(k2) + ln k2 ,

where Ω(k2) is the expansion of the Abelian integral Ω0 at P2, holds.

A simple comparison of (4.6) and (4.20) shows that the equation

(4.23) ξs(x, 0) = ϕs(xη)

where ϕs are the coefficients of the expansion of φ. The latter are of
the form

(4.24) ϕs(z) =
τ2,s(z)

τ(z + η)
, τ(z) := θ(ι(z))

where τ2,s(z) is a holomorphic function of z.
The monodromy properties of the theta-function imply that under

the shift of the arguments by a vector λ ∈ ΛU the function φ gets
transformed to

(4.25) φ(z + λ, k2) = φ(z, k2)ρλ(k2), ρλ(k2) = 1 +
∞∑

s=1

ρλ,sk
−s
2

Equation (2.31) is equivalent to the equations

(4.26) ϕs(z + λ) =
s∑

j=0

ϕs−j(z)ρλ,j

The same arguments as in the proof of Lemma 2.2 prove:

Lemma 4.2. Let λ1, . . . , λd be a set of linear independent vectors in
ΛU . Then there is a unique coordinate k−1

2 (p) in the neighborhood of
P2 and a unique linear form ℓ(k2) satisfying (4.22) such that φ(z, k2)
is invariant under the shift by these vectors, i.e.,

(4.27) φ(z + λi, k2) = φ(z, k2) ⇔ ρλi
(k2) = 1, i = 1, . . . , d.

Dual Baker-Akhiezer function. As in the one-point case the defi-
nition of the dual two-point Baker-Akhiezer function begins with the
definition of the dual divisor. Let D be an effective degree g divisor.
In the two point case the dual divisor D∗ is defined as the divisor such
that D+D∗ is the zero divisor of the meromorphic differential dΩ with
simple poles at the marked points, i.e.,

(4.28) D +D∗ = K + P1 + P2 ∈ J(Γ)
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In what follows it will assumed that dΩ is normalized such that it has
residue −1 at P1.

The dual Baker-Akhiezer function ψ∗(x, t, p) as a function of p ∈ Γ
has the following analytic properites: away of the marked points it
is multi-valued meromorphic function with the pole divisor D∗. Its
the only non-trivial monodromy factors are e−2πix around P1 and e2πix

around P2.
In the neighborhood of P1 it has the form:

(4.29) ψ∗(x, t, p) = k−x
1 exp

( ∞∑

i=1

−t1,ik
i
1

)(
1 +

∞∑

s=1

ξ∗1,s(x, t)k
−s
1

)
,

and in the neighborhood of P2

(4.30)

ψ∗(x, t, p) = kx2 e
f∗(x,t) exp

( ∞∑

i=1

−t2,ik
i
2

)(
1 +

∞∑

s=1

ξ∗2,s(x, t)k
−s
1

)
,

The explicit theta-functional formla for th
(4.31)

ψ∗ =
θ(A(P )− (x+ 1)U −

∑
Uα,itα,i − Z) θ(Z − U)

θ((x+ 1)U +
∑
Uα,itα,i + Z) (θ(A(P )− Z − U)

e−xΩ0−
∑

tα,iΩα,i(P )

where we use the equality Z∗ = −Z −U which follows from (4.28) and
(4.7).

From the definition of the dual divisor it is easy to see that the
equations

(4.32) resP1

(
ψ∗T iψ

)
dΩ = −δi,0

hold. Indeed the differential in the r.h.s. of (4.32) is a meromorphic
differental on Γ which is holomorphic away of the marked points. For
i > 0 it is holomorphic at P2. Hence, has no residue at P1. Equation
(4.32) for i = 0 follows from (4.1) and (4.29) and the normalisation of
dΩ defined above.

Notice, that (4.32) with i = 0 implies the equation

(4.33) f(x, t) = −f ∗(x, t)

and with i = 1 implies the equation

(4.34) ξ1,1(x+ 1, t) + ξ∗1,1(x, t) = 0

Equation (4.33) implies that the dual BA function satisfies the equation
formally adjoint to (4.13)

(4.35) (∂y + T−1 + u)ψ∗ = 0
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The substitution of (4.29) into (4.35) gives the equations

(4.36) −∂yξ
∗

1,s = (T−1 − 1)ξ∗1,s+1 + uξ∗1,s, s = 0, 1, . . .

For further use introduce the function
(4.37)

φ∗(z, k1) :=
θ(A(k1)− ι(z + η)) θ(Z + U)

θ(ι(z + η)) θ(A(k1)− Z − U)
e−(ℓ1(k1),z) , z ∈ C

d,

where A(k1) is the expansion of the Abel transform near P1 and ℓ1(k1)
is the formal series

(4.38) ℓ(k1) =

∞∑

s=1

ℓ1,sk
−s
1 , ℓ1,s ∈ C

d,

such that the equation

(4.39) (ℓ1(k1), η) = Ω0(k1)− ln k1 ,

where Ω0(k1) is the expansion of the Abelian integral Ω0 at P1, holds.
A simple comparison of (4.31) and (4.37) shows that the coefficients

of the dual Baker-Akhiezer function expansion at P1 are equal to

(4.40) ξ∗1,s(x, 0) = ϕ∗

s(xη)

where ϕ∗
s are the coefficients of the expansion of φ∗. The latter are of

the form

(4.41) ϕ∗

s(z) =
τ ∗1,s(z)

τ(z + η)
, τ(z) := θ(ι(z))

where τ ∗2,s(z) is a holomorphic function of z.
The monodromy properties of the theta-function imply that under

the shift of the arguments by a vector λ ∈ ΛU the function φ∗ gets
transformed to

(4.42) φ∗(z + λ, k1) = φ(z, k2)ρ
∗

λ(k1), ρ∗λ(k1) = 1 +

∞∑

s=1

ρ∗λ,sk
−s
1

Equation (4.42) is equivalent to the equations

(4.43) ϕ∗

s(z + λ) =
s∑

j=0

ϕ∗

s−j(z)ρ
∗

λ,j

The same arguments as in the proof of Lemma 2.2 prove:

Lemma 4.3. Let λ1, . . . , λd be a set of linear independent vectors in
ΛU . Then there is a unique coordinate k−1

1 (p) in the neighborhood of
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P1 and a unique linear form ℓ1(k1) satisfying (4.39) such that φ∗ is
invariant under the shift by these vectors, i.e.,

(4.44) φ∗(z + λi, k1) = φ∗(z, k1) ⇔ ρ∗λi
(k1) = 1, i = 1, . . . , d.

Proof of the theorem. We begin the proof of the theorem by point-
ing on the obstacle which makes our approach for the characterization
of the Jacobian of curves with involution non-applicable for the case of
non-ramified covers.

Lemma 4.4. Let Γ be a curve with involution having fixed points.
Then for the differential dΩ0 defined above, i.e., the Abelian differential
with simple poles at the marked points P1, P2, which are permuted by
involution, and normalized by the conditions

¸

ak
dΩ0 = 0, the equation

(4.45) dΩ0(σ(p)) = −dΩ0(p), p ∈ Γ

holds.

Remark 8. The author have not been able to find a reference to this
statement in the literature, but he has no doubt that it is well-known.
In any case we present a proof of it, since its arguments will be useful
below.

Proof. Following the line of the proof of Lemma 3.3 in [8] it is easy to
show that there are integers lk such that the equation

(4.46) dΩ0(σ(p)) = −dΩ0(p) + 2πi lk ωk , lk ∈ Z ,

where ωk are normalized holomorphic differentials, holds.
On any compact Γ̄ ∈ {Γ \ P1, P2} the differential dΩ0 depends con-

tinuously on the marked points P1, P2 = σ(P1). Hence, integers lk do
not depend on P1. In the limit P1 → P , where P is a fixed point of
involution, the residues of dΩ0 cancel each other. The latter implies
that on Γ̄ the differential dΩ0 tends to zero uniformly. Then comparing
the limits of two sides of (4.46) we get lk = 0. The lemma is proved.

Remark 9. The statement of the lemma above fails to be true for the
case of unramified covers.

Lemma 4.5. Suppose that there is an involution σ : Γ → Γ with fixed
points under which the marked points are permuted, σ(P1) = P2 and
the local coordinates in the neighborhoods of marked points are chosen
such that k1(p) = k2(σ(p)). Then the equation

(4.47)
(
θ2∂2y ln θ − b2Tθ T

−1θ
) ∣∣∣

y=0
= b3
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where b3 is a constant and θ = θ(xU + yV + tW + ζ) with ζ such that
ζ + ζσ = K + P1 + P2, where K is the canonical class, holds.

Proof. Let ψ be the BA function defined by a divisor D such that
D+Dσ is the zero divisor of a meromorphic diffrential dΩ̃ with simple
poles at P1 and P2. The vector ζ above is equal to ζ = −A(D) + K,
where K is the vector of Riemann constants.

Consider the differential dΩ̂ := (Tψ)ψσ|y=0dΩ̃. It is holomorphic
outside the marked points, since poles of ψ and Tψσ cancel out with

zeros of dΩ̃. At the marked points essential singularities of Tψ and ψσ

cancel each other. The multi-valuedness of the BA function requiers
additional consideration. Notice that the differential dΩ1,1 − dΩ2,1 is
odd with respect to the involution. Then from (4.6) and (4.45) it follows

that dΩ̂ is single-valued, i.e. it is a meromorphic differential on Γ with
the only pole at P1. Hence, it has no residue at that point. Computing
the residue in terms of the coefficients of expansions (4.1) and (4.2) we
get the equation

(4.48) ξ1,1(x+ 1, 0, t) + ξ2,1(x, 0, t) = 0

Then from equation (4.19) with s = 1 and equation (4.12) it follows
that equation (4.47) holds. The lemma is proved.

Equation (4.47) implies equation(1.20), since by definition π(Ux +

Wt+ ζ) is dense in Ŷ . Note also, that equation (4.47) is equivalent to
equation (1.15). Indeed, substituting (4.2) into (4.15) and comparing
the leading coefficients of the expansions at P2 we get

(4.49) u = ∂tf + (T−1 − 1)ξ2,1 = ∂tf + (T − 1)ξ1,1 = ∂tf − u

where in the last two equalities we use (4.48) and (4.4), respectively.
From (4.49) it follows that

(4.50) 2u = 2∂yf |y=0 = ∂tf

Equation (1.15) is proved.

Our next goal is to prove the condition (B) of the theorem. The
explicit meaning of part (i) of (B) is as follows: generic zero x = q of
τ(xη+z) with z ∈ π−1(Y ) is simple, and τ((q+1)η+z)τ((q−1)η+z) 6=
0. Here and below τ(z, y, t) := θ(ι(z)+V y+Wt), and for brevity we will
write τ(z, y) := τ(z, y, 0) and τ(z, t) := τ(x, 0, t), and τ(z) = τ(z, 0, 0).

Remark 10. As it was mentioned in Introduction the author was un-
able to complete a proof that equations (1.15) and (1.20) imply (B)
although belives that it is true. What we were not able to exclude is
the possibility that Θ ∩ Y is a union of two components (Θ ∩ Y )± on
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which zeros of τ are of multiplicity 2, and (Θ ∩ Y )− + U = (Θ ∩ Y )+.
The proof below uses an extension of arguments in the proof of Lemma
4.4 and the result of the previous Section.

Consider in more details the differential dΩ0 when P1 is close to a
fixed point P of the involution. Let z be an odd with respect to σ
coordinate in the neighborhood of P, z(P ) = 0. Let z0 = z(P1) then in
the neighborhood of P the differential dΩ0 has the form

(4.51) dΩ0 =
dz

z + z0
−

dz

z − z0
+R(z, z0)dz

where R(z, z0) is even holomorphic function of z (in the neighborhood
of z = 0) and odd function of z0 (uniformly bounded by z0). Equation
(4.51) obviously shows that dΩ0 → 0 as z0 → 0. More importantly, it
shows that (2z0)

−1dΩ0 → dΩ1, where dΩ1 is the normalized differential
with the pole of order 2 at P which we used in the previous section.

Change of notations. For the duration of these arguments we use no-
tation 2πiU0 and 2πiU1 for the vectors of b-periods of the differentials
dΩ0 and dΩ1 in order to avoid a confusion caused by use the same no-
tation U for them in Theorems 1.1 and 1.2. Similarly, we will use the
notations Y0 and Y1 for the closers of π(U0x + ζ0) and π(U1x + ζ1) in
J(Γ), respectively (which both were denoted above by Y ).

The convergence (2z0)
−1dΩ0 → dΩ1 is uniform on any compact Γ̄ ⊂

(Γ \P ). The latter implies the convergence of the vectors (2z0)
−1U0 →

U1 and as a corollary the convergence Y0 → Y1.
As it was shown in the proof of Theorem 1.1 the intersection Θ∩ Y1

is reduced. The latter condition is open. Hence, for P1 sufficiently
closed to P the Θ ∩ Y0 is also reduced. Then, using again openness of
the latter condition, we conclude that Θ ∩ Y0 is reduced for all but at
most finite number of points P1 ∈ Γ. Upper continuity of multiplicty of

zeros of entire function depending on parameters implies that Θ ∩ Ŷ0,

where Ŷ0 is the closure of π(U0x+Wt+ ζ0), is also reduced.
If τ(x, 0, t) has simple zero at x = q(t), then from equations (4.47)

and (4.50) it follows the equations

(4.52) (∂tq(t))
2 = −2b2

τ(q + 1, 0, t)τ(q − 1, 0, t)

τ 2x(q, 0, t)

Without loss of generality (see Remark 5) we may assume that the
vector W 6= 0. Hence, generically the left hand side of (4.52) is not
zero. Hence, generically, the r.h.s.of the equation does not vanish. That
is the statement (B) of the theorem. The "only if" part of the theorem
is proved.
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The following lemma is central in the proof of the "if" part of the
theorem.

Lemma 4.6. Suppose that equation (1.15) is satisfied. Then for the
coefficients of the expansions(4.2), (4.29) of the Baker-Akhiezer func-
tion and its dual in the coordinates k−1

1 and k−1
2 in the neighborhoods

of the marked points defined in Lemmas 4.2 and 4.3 for the same set
of d independent vectors λi ∈ ΛU the equations

(4.53) ξ∗1,s(x, 0) = ξ2,s(x, 0), s = 0, 1, . . .

hold.

Proof. By (4.23) and (4.40) equations (4.53) are corollaries of the
equations

(4.54) ϕs(z) = ϕ∗

s(z), s = 0, 1, . . .

We are going to prove (4.54) by induction. The initial step of the
induction is the equation ϕ0 = ϕ∗

0 = 1. Suppose that equation (4.54)
is satisfied for s ≤ n.

Compute the residue rn+1 of ξ2,n+1(x, 0) at the zero q of τ(x + 1).
Comparing the coefficient at (x − q)−2 of the left and right sides of
equation (4.19) we get

(4.55) −((∂yq)|y=0)rn+1 = b2
τ(q + 2)τ(q)

τ 2x(q + 1)
ξ2,n(q + 1, 0)

Compute now the residue r∗n+1 of ξ∗1,n+1. Consider the equation (4.36).
The l.h.s. of the equation and the second term of the r.h.s. are regular
at x = q + 1. Two remaining terms have simple poles at x = q + 1.
Comparing their residues at x = q + 1 we get the equation

(4.56) r∗1,n+1 = ((∂yq)|y=0)ξ
∗

1,n(q + 1, 0)

By induction assumption ξ2,n(q + 1, 0) = ξ∗1,n(q + 1, 0). Therefore,
equations (4.55), (4.56) and (4.52) imply

(4.57) r2,n+1 = r∗1,n+1

From (4.57) it follows that the function Fn+1(z) := ϕn+1(z)− ϕ∗
n+1(z)

restricted to the line z = xη is holomorphic. Then the same arguments
as in the previous section prove that Fn+1 = 0. The induction step is
completed. The lemma is proved.

Note that if we identify the local coordinates k−1
1 and k−1

2 then equa-
tions (4.53) take the form

(4.58) ψ2(x, 0, k) = ef(x,0)ψ∗

1(x, 0, k)
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The final steps in the proof of Theorem 1.2 are literally identical to
those in the proof of Theorem 1.1, after changing the facts from KP
theory on their analogues in 2D Toda theory. Let us briefly outline
them.

First, introduce the pseudo-difference operators

(4.59) L1 =
∞∑

i=−1

u1,iT
−i, L2 =

∞∑

i=−1

u2,iT
i

such that the equations

(4.60) L1

(
e−f/2ψ(x, 0, k1)

)
= k1e

−f/2ψ(x, 0, k1),

L2

(
e−f/2ψ(x, 0, k2)

)
= k2e

−f/2ψ(x, 0, k2)

hold. Then from (4.53) or equivalently (4.58) it follows that the equa-
tion

(4.61) L1 = L∗

2

holds. Recall, that in the difference case the formal adjoint operator is
defined by the rule (w · T i)∗ = T−i · w and then extended by linearity.

Define difference operators
(4.62)

B1,m = ((L1
m)>0 +

1

2
((L1)

m)0, B2,m = (L2)
m)<0 +

1

2
((L2)

m)0.

where (·)>0, (·)<0 denote the positive and negative parts of the pseudo-
differential operator, respectively, and ·)0 denotes its zero-order term.

The equations of 2D Toda hierarchy (in the so-called symmetric
gauge, see [30] for details)

(4.63) ∂α,mLβ = [Bα,m,Lβ] , α, β = 1, 2, m = 1, 2 . . .

define commuting flows on the space of pairs of pseudo-difference op-
erators of the form (4.59). These flows correspond to linear flows on
the Jacobian. Hence, among them there is only finite number of linear
independent ones. Therefore, for all but a finite number of integers n
there are constants c±n,m such that the corresponding linear combination
of these flows defined by the operators

(4.64) L±

n =
m∑

i=1

c±n,m (B1,m ± B2,m)

is trivial. From (4.61) it follows that (L±
n )

∗ = ±L±
n . The latter implies

the equations
(4.65)
L±

nψ(x, 0, p) = a±n (p)ψ(x, 0, p) , L±

nψ
∗(x, 0, p) = ±a±n (p)ψ

∗(x, 0, p) ,
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where a±n (p) are meromorphic functions on Γ with the only poles of
order n at the marked points P1, P2, hold. Points of the curve Γ pa-
rameterise common eigenfunctions of the commuting difference opera-
tors L±

n (see [31, 32]). Hence, the correspondence ψ → ψ∗ defines an
involution σ of Γ under which the equation

(4.66) ψ(x, 0, p) = ψ∗(x, 0, σ(p))

hold. The theorem is proved.
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