
Lecture7.tn
- class exercises from last time :

1. Find the image and kernel of the transformations associated to the following matrices :
0 2 - I

A- (1%5) , 13=(1-1115)
For A

,
the image is span I / II. (t ) , / 's )) .

I claim that this is all of R!

We check this by computing the rank of ( ¥ ? 5) (see lecture 4) .

Indeed / ', I
'g) EE f } ;) ⇒ rank (A) =3 ⇒ I :) , /1) , / 's) area spanning set of IR?

Therefore the image of the first transformation is R?

Kernel : Ker CT) = { v EIR
}

: Av= 04

= { (¥) : 1×+4+7✗+4+37) = (f) 4
↳ solving this system gives ✗ = t , y = -2T , +

= -1

= / F¥) : -14134

= Span ((÷ ) ) .

For B
,
the image is span / (9) , (4) , f;) )

Notice that this is
"

redundant
"

: (4) =

,

- 2-1-61 + (9)
So the image is span ( ( °;) , (f) /
Kernel : Ker (T) = / v C- 1123 : Bv=0 }

--4%1 :( i. ÷ : 11%1=1%1↳µmµ
= { I -2¥ ) : -14134

not a coincidence! We explain this today .

= Span IF:)) .



2
. If 51,5 C- Ker (T)

,
then tsetse)= 71st) + Tlsz) = 0 ⇒ Sats> E KerCT) .

↓

T linear

If s c- Ker (T) , t ER, then Tlds) =) -11s) = 0 ⇒ Is c- Ker CT)
.

↓
1- linear

3. lmk) = Span / Py ) ) ¥ Columns are multiples of (? )
(2)

Ker (T) = Span ((E)) ⇒ 1. first column + 2- second column = 0 .

£ tate (} ;) ¥, (41+2/5)=18) ⇒ 2A -13=0 ⇒ a=-3
2b -14=0 ⇒ b = - Iz(1)

So ( { ÷;) may work
: lmk) is definitely span / I ;D

Vert) = 1191 : 13, :{111,14811
=

Gaussdim
Span / (f)

'

Decay : • Defined infectivity , surjectivity
I I

• Defined Ker
,

1m
, subspaces in general .

Today : more on subspaces, dimension , rank -nullity theorem
.

Discussion : we have discussed bases for R
"

,
but we can generalize this idea to subspaces .

Definition 1 : let s ≤ IR
"

be a linear subspace and let us, .
. . ,vm be vectors in S

. Then sa , . . . , smformabas.is

Hill :

• The vectors v1 , . - - sum are linearly independent

• The span of the vectors v1, . . - sum is all of S .

Example 1 : consider the subspace S of R
}

,
where S =/ (E) : ✗ a-ERG .

Then (É) , (E) form a basis

of S : they are linearly independent : t /
'g) + µ /8,1=0 ⇒ 1%1=0 ⇒ 1=1+-0 .

they span S : S =/ (E) ix. a- c- 1124

= { × . /
'

g) + z - (F) :

xiz-EIRG-spanlkl.IE)) .



The vectors (f) , /§ ) , (F) also spar. S , but they are not ti .

The vector (%) is linearly independent (by itself ) , but it does not spans .

Remark : the theorem about maximality /minimality also holds for subspaces, and the proof is the

same as the one we did for R
"

.

We record it for completeness .

Theorem 1 : A set of vectors va, . . . . vm is a
"minimal

"

spanning set for S if and only if
Vas . _ . . um is a

"maximal
"

linearly independent set in S . if and only if
V1, . . _ , Vm is a basis for S .

Question : do all bases have the same number of vectors?
Theorem 3 : let SEIR" be a linear subspace .

let v1 , . . _ , Vm be a basis for S, and let us. . . . > we be

another basis
.

Then m=K . In other words : any two bases of S hate the same number of vectors .

Proof: Consider trash > . _
_ , vm-14 . These do not span vm (otherwise v1, _ - - sum would be linearly dependent) .

So there is some Wi not spanned by his, . . _ , Vm -14 (otherwise v1, _→ Vm-1 would span we, . . _ , Wu ,
which in turn

span S , but we showed they do not span Vm )
.
Assume the Wi is actually wn (we may reorder the wits so that

this is true) .

Next, consider / V1, -→ Vm- i , WK 4 .
Write Wu - i = taut. _ . thin - i Vm-1 + 14kWh

Then
,

one of the Yi's is nonzero ( otherwise way would be in Spanlwn) , impossible) . Assume it is Xm-1
.

Then
, we can replace Vm- i by way

. Repeat this process until replacing the Vi's by Wi 's
.

Since one

vector is replaced each time
, it follows that K ≤ m

. Repeating this argument replacing wi 's by vi 's shows m ≤K
.
☐

We can now define :

Definition 2 : The dimension of a subspace S ≤Pi is the number of vectors of (any) basis of S .

We write it dims).

Example 2 : let s ≤ 1123 be {(E) ix. a- c- IRG .

This has a basis (f) , /{ \ , hence dim CS) =2 .

S also has a basis (& ) , (4) . To see this , note that (f) , (f) are linearly independent,



so their span is 2-dimensional
,

and lies inside S ⇒ it is a maximally linearly indep set in S
dim(5)=2

⇒ it is a basis
Thin 2

Remark : the dimension formalizes the idea that subspaces are
"

a line
"

,

"

a plane
"

,
etc .

dim 1 dim 2

How to find bases for 1m and Ker

Example 3 :

T : Rs→

piker
Recall that Kerth = { solutions to ( A /

°

;) 4
= / solutions to (reef 1AM?;) {

Now the solutions are / (
"
I,¥É") : e.sirens = Span ((%) , [¥ ), f-

"

) ) .↓
{ each free

variable corresponds
to a basis vector

Upshot : dim Iker(T)) = # non - pivot columns in rreflA)=3 .

( = "nullity
"

)

Recall that 1m17 is the span of the columns of A , but that some columns may be linear

combinations of others . Key observation : columns ai form a linear dependence if and only if the

corresponding columns of B do
.

It is now easy to see that

i-

are linear combinations of ( ¥) and (f) .
It follows that a basis for lmk) is the first and third vectors in A :

.

) and / form a basis for Imt)

Upshot : dim ( Imt)) = # pivot columns in rreflA) = rank (A)



Since #pivot columns + # non-pivot columns = A- columnsof A = dim(domain )
,
we have arrived

at the following theorem :

Thermit (Rank-nullity Theorem) : let T.IR
"
- Ri be a linear transformation . Then

dim /Kerct)) + dim ( lmk)) = n
.

Example 4 : (Y 2 - l ) has Vernet span / (Y)) → dim 1
- ' ' } add up to 3 = dim (pi )

.

I 1 0

image spun / (9) , (j ) ) → dim 2

In - class exercises :

0 2 - I

1 . Compute the image of the transformation with matrix (1-11,1) , by finding a basis for it .

1-

2
. Compute the kernels and images of the transformations in lecture 5

,
and verify the rank- nullity

theorem in each case
.

3
.

Find a basis for the subspace { (E) : ✗+y +e-04 c- BP
.


