
lecturer

Recap : • Vectors
,
addition

,
scalar multiplication

• Span , spanning set } basis
• Linear independence .

Today : More on span and linear dependence + Intro to linear transformations (Pre-chess quit)

Discussion : In the exercise session
,
we have seen that checking linear independence/spanning

amounts to solving systems of linear equations . let us mate this precise .

Remark : I will often write 0 for /%) when there's no ambiguity .

linearindependencerevis.ie#

Suppose we have vectors vi.=/&!, . . . .vn =/&:?) in IRM , and we want to know if they are linearly independent .
Amn

The question is : can I find ✗a. xz , . . . ,xm such that ✗¥ + ✗is + . . - +✗mum = 0 ? If the only possibility is

if ✗ix. = . .
_ =✗m=O , then Va, . . . ,vm will be linearly independent. Let's expand this out. We're looking

for ✗a, . . .im such that :
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In other words , we need to solve the system with augmented matrix

(
911 912 -

- - aan 0

i.aam. - .
- am.

/ ;)



Observe that the system is consistent : ✗a = ✗a = .
. . =✗m=O is a solution

.

The question is : are there infinitely many ?

⇔

are there free variables in rref (A)?

⇔

Is there a pivot per column ?

⇔

Is rank (A) = n = # vectors ) ?(= # columns
In short

,
we have the following :

Theorem 1 : the vectors vi.=/%:|;) , . . . .vn =/%:?) in pi are linearly independent⇔ rank (A) = n .
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A similar story holds for the spanning property .
The question is : for any w=(bm| , can I find ✗± , xz , . . . ,xm such that ✗¥ + xzvz + . . - +✗mum = w ?

Let's write it out again .
This time we get :

"
ᵗ" + """ +

" "
+"" ×"

A" ✗± + A" " +
- - -

+ A≥" ×" ) = (bm):
Am1×1 1- Amzxzt. _ _ 1-Amn Xh aI¥É

µ;) compatible for allThe question becomes : is the system fan azn

choices of bi ?Ima
. . . _

amn bm

I.⇔

Does rref ( M ) have no rows live 10 . . -0lb ! ) ?

[subtlety : can we male bi' nonzero ? the answer is yes , don't
focus on this for now . )



⇔

Does rref /A) have a pivot in each row ?

⇔

Is rank (A) =m € #variables) ?

We now have :

Theorem 2 : the vectors vi.=/%:-|| , . . . .vn =/%:?) in Pi area spanning set ⇔ rank (A) = m .

Amn "

[11 Anz
- - - aan

921 " 2
,

,

,

%?)i

am1 -
- - Amn

Lineartransformations
Inspired by the linear combinations story , we define a linear transformation as follows:

Definitions : A lineartransformation from Pi to IRM is a function T.IR
"

- Rm

911×11-912×2 t . - - taIn Xn

of the form ) ↳ fan ✗a tank +
. _ .

+ aan ✗n ) (K)
:

✗m ama ✗at Amzxzt. _ _ 1-Amn Xh

( for some fixed values aij ?

The matrix of the transformation is fat
- - - a

? )i. '

I

am 1 -
- - Amn

Forming the vector (
×

m
) , we define matrix - vector multiplication as

911×11-912×2 t . - - taIn Xn

A-✗ = [" * + A" " +
. _ _

+ A≥" ×" ):
Am1×1 1- Amzxzt. _ _ 1-Amn Xh

Pennock : Matrix -vector multiplication is often introduced without motivation
.

One important way
to think about it is the linear combination interpretation : a matrix A- =

. .
_ v1 )

sends to the linear combination tent . . _
+tnvn .



14-1-11 = I ;) = 4. (E) + 1- (5)Examptet : ( { ¥ / ' = ( 2.4-3-1
Examples : (1 0 -12-i a) = I :)

Exae :( Important observation) ( I (f) = (¥;) = (1)

f. ⇒ I:/ =L::) = I:-)
In words the image of t is the first column , the image of j is the second column

.

Important properly of linear transformations :
Theorems : let T.IR

"
→ Rm be a linear transformation , and let v. w ER

"

.

Then
,

1) Tlvtw) = Tlv) + Tlw)

2) Tav) = 4TH for all scalars t ER .

Proof: 1) let A- (≠ .
. . ) be the matrix associated to the linear transformation .

and write v. (I;) , a- ¥;) .

Then Tlvtw/ = T /
"_ +" /:
Vntw h

= (V11- 91 + (Vztwz) Gz t - - . + (Vn twn) an

= 4191 + . . . tvnan ) t (waatt . . _+Wnan)

= Tlv) + Tfw)
.

2) Exercise .



One may wonder if the conditions in Theorem 3 imply that T is linear
.

The following theorem says that the answer is yes .

Theorem's : let T.IR
"
→ Rm be a function satisfying : Tlvtwl = TH +Tlw)

and Tav) = ITCH for all v.WEIR
"

and ✗ER
.

Then T is a linear transformation,
with associated matrix 4T¥ .

. . item)) -

Proof: Take the canonical basis a- =/ . / , . . . , en =/ !) , and let
a-=(ʰ , . . . . an be TIED

,
TIED , . . . , ten) respectively .

iamn

Then , for a given ✗ = /↑;) ,
T /¥;/ = TK.ee#nen);x.-Tie.t+...+xnTen1=faa::EI::E.:::IaaIn .

Assumption ama ✗at amzxzt. _ _ +Amn Xh

This shows that Tis a linear transformation, with associated matrix A, as desired .

tri-series :

1 -2 3
1. Perform the following multiplications : (1-12) - ) , f-y s - 6) - (%)0 3 -2

0 1- - I

2
. Express the statement " the vector (§ ) is a linear combination of the vectors

(1^-1) , (¥) , (E) with scalars 1,2 , 2
"

with a mathematical statement of the form Av = b.

3. Prove that a linear transformation T :B
"

-Bi satisfies TANITH

for all VER
"

and KEIR
.


