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ABSTRACT. While the topological types of normal surface singularities with homology sphere link have been classified, forming a rich class, until recently little was known about the possible analytic structures. We proved in [30] that many of them can be realized as complete intersection singularities of “splice type,” generalizing Brieskorn type.

We show that a normal singularity with homology sphere link is of splice type (up to equisingular deformation) if and only if some naturally occurring knots in the singularity link are themselves links of hypersurface sections of the singular point.

The Casson Invariant Conjecture (CIC) asserts that for a complete intersection surface singularity whose link is an integral homology sphere, the Casson invariant of that link is one-eighth the signature of the Milnor fiber. In this paper we prove CIC for a large class of splice type singularities.

The CIC suggests (and is motivated by the idea) that the Milnor fiber of a complete intersection singularity with homology sphere link Σ should be a 4-manifold canonically associated to Σ. We propose, and verify in a non-trivial case, a stronger conjecture than the CIC for splice type complete intersections: a precise topological description of the Milnor fiber.

We also point out recent counterexamples to some overly optimistic earlier conjectures in [28] and [29].

The topological types of normal surface singularities are well understood ([26]), but it is very rare that much is known about the analytic type for given topology. If one restricts to singularities with (integral) homology sphere link, the possible links are classified by “splice diagrams” ([7]) and are obtained by repeatedly splicing together the links Σ(\(p_1, \ldots, p_n\)) of Brieskorn complete intersections along naturally occurring knots. But even for this restricted class, only in the simplest cases does one know what analytic properties such singularities might have, e.g., being a complete intersection or Gorenstein.

In a parallel paper [30], we describe how “most” homology sphere singularity links arise as links of complete intersection singularities. This occurs when the associated splice diagram satisfies a certain “semigroup condition.” In that case we give explicit equations, which we call “splice type,” generalizing the Brieskorn complete intersections\(^1\). One may think in terms of an operation of splicing the defining equations of two singularities which on the boundary corresponds to splicing the links. Specifically, we have the

\(^1\)Since others also deserved credit we considered the terminology “Brieskorn-PHamm complete intersection.”
Theorem ([30]). Given a homology sphere link $\Sigma$ whose splice diagram satisfies the semigroup condition, there exists a complete intersection singularity of splice type whose link is $\Sigma$.

There is a natural notion of “higher weight terms” for a splice type equation, and, by definition, the result of adding higher weight terms is still of splice type (the effect on the singularity is always an equisingular deformation). Our earlier usage of the term “splice type,” which did not allow the higher weight terms, we now call “strict splice type.” Thus, for example, the splice type singularities corresponding to one-node splice diagrams are precisely the Brieskorn singularities with homology sphere link and their higher weight deformations.

In an earlier paper [28], we made the following optimistic Splice Type Conjecture. Any Gorenstein surface singularity with integral homology sphere link is a complete intersection of splice type.

Implicit in this conjecture was a new necessary condition (the “semigroup condition”) on a splice diagram (and hence on a resolution diagram) in order that it come from a Gorenstein singularity. After all, a similar semigroup condition on the value semigroup of a curve singularity is well known to characterize the Gorenstein ones. Further, the conjecture would imply that the topology of a homology sphere link determines a Gorenstein singularity uniquely up to equisingularity—a kind of “tautness.” (Compare with the equations of plane curve singularities with given Puiseux pairs.) Indeed, the conjecture is true for any singularity $z^n + g(x, y) = 0$ with homology sphere link (Corollary 8.2); this is a statement about writing the irreducible $g(x, y)$ in a certain iterative way.

But a class of examples which may be found in the paper [17] of Némethi, Luengo, and Melle-Hernandez, shows this Conjecture to be false, at least with the Gorenstein hypothesis:

Examples. a. There exists a Gorenstein singularity, not of splice type, whose link is the Brieskorn sphere $\Sigma(2, 13, 31)$.

b. There exists a Gorenstein singularity, not of splice type, whose link is a homology sphere but which does not satisfy the semigroup conditions.

The above singularities are universal abelian covers of “superisolated” hypersurface singularities. We do not know in either case how to write down equations; in particular, we still know no counterexample to the Splice Type Conjecture for complete intersections.

We prove our original conjecture under additional assumptions, which clarifies the situation. A homology sphere link $\Sigma$ of a normal surface singularity $(X, o)$ has a number of natural knots, one for each leaf of the splice diagram (or equivalently, of the resolution graph). For a splice type singularity these knots are cut out by hypersurface sections. We prove, conversely (see Theorem 8.1 for a more precise version):

Theorem 1. For a normal surface singularity $(X, o)$ with homology sphere link, if all the knots associated to leaves of the splice diagram are links of hypersurface sections of $X$, then the semigroup condition is fulfilled, and $X$ is a complete intersection of splice type.

Our study of singularities with homology sphere link originated in our conjecture, formulated in [27]:
**Casson Invariant Conjecture.** Let \((X, o)\) be an isolated complete intersection surface singularity whose link \(\Sigma\) is an integral homology 3-sphere. Then the Casson invariant \(\lambda(\Sigma)\) is one-eighth the signature of the Milnor fiber of \(X\).

At the time, we verified the Casson Invariant Conjecture for Brieskorn complete intersections by direct computation. It was a challenge to find other examples, but having done so, the conjecture was verified in these cases, with the serious work being calculation of the signature. With the singularities of splice type we now have an abundance of examples, but even for these the signature calculations are difficult, and we cannot verify the CIC. Still, the following theorem includes all previously proved cases of the Casson Invariant Conjecture, except for some cases described by Collin and Saveliev in [4] (see Remark 5.3).

**Theorem 2.** The Casson Invariant Conjecture is true for complete intersection singularities of splice type for which the nodes of the splice diagram are in a line.

This is proved by reformulating (as in [27]) the Casson Invariant Conjecture in terms of geometric genus, which is easier than the signature to compute from defining equations.

**Casson Invariant Conjecture (Version 2).** Let \((X, o)\) be a complete intersection surface singularity with integral homology 3-sphere link \(\Sigma\). Then the Casson invariant \(\lambda(\Sigma)\) equals 
\[-p_g(X, o) - \frac{1}{8}C(\Sigma),\]
where \(C(\Sigma)\) is the characteristic number \(c_1^2 + c_2 - 1\) of any good resolution of \(X\) (this is a topological invariant).

This version is equivalent to the previous version by formulas of Laufer and Durfee (see proof of Theorem 3.3). This formulation makes sense for Gorenstein singularities, but is false in that generality, as seen using some of the examples above.

Assuming the Splice Type Conjecture for complete intersections (a shaky assumption), one might expect to verify the Casson Invariant Conjecture by direct calculation with the equations. But we expect things to go in the opposite direction: a proof of the Casson Invariant Conjecture (perhaps symplectic or gauge-theoretic) might allow one to deduce the form of defining equations. This happens for instance in the one-node case: we proved in [27] that a Gorenstein singularity \((X, o)\) with link \(\Sigma(p_1, \cdots, p_n)\) is of splice type, i.e., an equisingular deformation of the corresponding Brieskorn complete intersection, if and only if the Casson Invariant Conjecture holds for \(X\) (equivalently, \(X\) has the same geometric genus as the Brieskorn complete intersection). We remark that A. Némethi [19] has proved this value of geometric genus for weakly elliptic singularities, e.g., when the link is \(\Sigma(2, 3, 6k + 5)\).

Part of the interest of the Casson Invariant Conjecture is its suggestion that the Milnor fiber is a “natural” 4-manifold which is attached to its boundary \(\Sigma\), and for which the signature computes the Casson invariant exactly (and not just mod 2). Specifically, it implies that for a complete intersection singularity whose link is a homology sphere, analytic invariants like the Milnor number and geometric genus are determined by the link. (Such results are known to be false for general hypersurface singularities.) Given the equations of a singularity, it is relatively easy to calculate the Casson invariant of the link, but it is extremely hard to calculate the signature of the Milnor fiber (let alone understand its topology).

We conjecture a topological construction that, when splicing two singularities, creates the new Milnor fiber out of the old ones, extending the operation of splicing
on the boundaries (see Conjecture 2). This conjecture easily implies the Casson Invariant Conjecture for splice type singularities (Corollary 3.2 below). We succeed in proving it in a non-trivial case:

**Theorem 3.** For a singularity \( z^n + g(x, y) = 0 \) with homology sphere link, the Milnor fiber is formed by the conjectured topological construction.

Though the Casson Invariant Conjecture for this case follows, it had already been proven in [27] (by a much less conceptual proof), and recently by Collin and Saveliev [4] using equivariant Casson invariants and by Némethi and Nicolaescu [23] in a more general context. It is also a special case of Theorem 2.

In [28, 29] we proposed a more general version of the Splice Type Conjecture: *Any \( \mathbb{Q} \)-Gorenstein surface singularity with \( \mathbb{Q} \)-homology sphere link has as universal abelian cover a complete intersection singularity of splice type* (using a generalized notion of splice diagram). Although true surprisingly often, the examples above show this to be false in general, even for hypersurface singularities. The converse direction, that equations of splice type lead to abelian covers of \( \mathbb{Q} \)-Gorenstein singularities with expected topological type, is the main content of [30] (in particular, as already mentioned, the equations of splice type of the current paper give singularities with the expected homology sphere links).

This paper is nevertheless somewhat transverse to [30], since we offer there no guess as to the topology or the signature of the Milnor fiber of the universal abelian cover. Though [27] wondered about a generalization of the Casson Invariant Conjecture for \( \mathbb{Q} \)-homology sphere links involving the Casson-Walker invariant, computations for Seifert fibered rational homology spheres by Lescop [15, 16] showed the naive generalization fails (see also [5]). Lim’s result [14] suggests looking at a Seiberg-Witten invariant, and a recent generalization along these lines of the Casson Invariant Conjecture to \( \mathbb{Q} \)-Gorenstein \( \mathbb{Q} \)-homology spheres has been offered by Némethi and Nicolaescu [21, 22, 23], but is now also known to be false in the generality stated (see [17]).

We offer now a road map to help readers go through this paper.

Sections 1 and 2 are introductory. In Section 1, we review from [7] the definition of splice diagrams and the topological description of homology sphere links; further details are found in the Appendix (Section 9), where we also give an improved description of the relationship between splice diagrams and plumbing (or resolution) graphs. We also introduce the important “semigroup condition.” In Section 2 we associate “splice type equations” to any splice diagram with semigroup condition; this provides a wealth of examples of complete intersections with homology sphere links. Modifying the construction provides familiar equations for complete intersection monomial curves.

Sections 3 to 5 discuss the Milnor Fiber Conjecture. Section 3 introduces this conjecture, which describes the topology of the Milnor fiber of splice type singularities, and which would imply the Casson Invariant Conjecture. The discussion leads to Theorem 3.3, which clarifies how the Casson Invariant Conjecture relates to splicing. This involves the relationship between signature and geometric genus, and the key is to understand the behavior of the topological invariant \( C(\Delta) \) of the link under splicing. This is done in Theorem 3.4, whose proof, using numerics of splice diagrams, takes up the following section (Section 4).
Section 5 verifies the Milnor Fiber Conjecture for equations of the form \( z^n = f(x, y) \), by careful topological construction of the Milnor fiber. This uses a description of plane curve singularities in terms of splice diagram equations.

The remaining sections address Theorems 2 and 1 and are for the most part independent of the preceding sections (although Theorem 3.3 is used in Section 7).

Section 6 develops some theory of semigroups and monomial curves that is needed in the next two sections. In particular, it includes a new characterization of complete intersection monomial curves in terms of one-dimensional analogues of splice type singularities (Theorem 6.1 and its scholium).

Section 7 has as its goal the inductive calculation of the geometric genus \( p_g \) for a splice type singularity. Every node \( \nu \) of the splice diagram gives a valuation (or weight function) \( \nu \) of the singularity; a key result (Theorem 7.3) states that the associated graded ring associated to \( \nu \) is an integral domain, whose normalization is a Brieskorn complete intersection. Now, \( p_g \) is the colength of the “canonical ideal,” given by functions for which every \( \nu \)-weight is at least some explicit value. When all the nodes of the splice diagram are on a line, there is a simultaneous monomial basis for every associated graded (Lemma 7.5). This reduces the calculation of \( p_g \) in that case to counting integral lattice points in some region; an induction now works, yielding the main result, Theorem 7.6.

Finally, Section 8 examines the key property of a splice type singularity: the natural knots in the link associated to leaves in the splice diagram are obtained by setting a coordinate equal to 0. We prove (Theorem 8.1) that conversely any normal surface singularity with homology sphere link, and for which the natural knots are hypersurface sections, is in fact a splice type singularity. Major use is made of Theorem 6.1 concerning the \( \delta \)-invariant of certain monomial curves.

As mentioned above, Section 9 is an appendix on splice diagrams.

The conjectures and some results of this paper arose from a visit by the first author to Duke University, and we thank the Duke Mathematics Department for its hospitality. We also thank the Max-Planck-Institut für Mathematik in Bonn for its hospitality while some of the work on this paper was done.

1. Splice diagrams for integral homology sphere links

For more details on splicing see the Appendix (Section 9).

Recall that a splice diagram is a finite tree with vertices only of valency 1 ("leaves") or \( \geq 3 \) ("nodes") and with a collection of integer weights at each node, associated to the edges departing the node. The following is an example.

![Splice Diagram Example](image)

For an edge connecting two nodes in a splice diagram the edge determinant is the product of the two weights on the edge minus the product of the weights adjacent to the edge. Thus, in the above example, the one edge connecting two nodes has edge determinant \( 77 - 60 = 17 \).

The splice diagrams that classify homology sphere singularity links satisfy the following conditions on their weights:

- the weights around a node are positive and pairwise coprime;
- the weight on an edge ending in a leaf is > 1;
• all edge determinants are positive.

More general splice diagrams appear for other situations (see, e.g., [7] and [29]), but we will only consider splice diagrams satisfying the above conditions here.

**Theorem 1.1 ([7]).** The homology spheres that are singularity links are in one-one correspondence with splice diagrams satisfying the above conditions.

The splice diagram and resolution diagram for the singularity determine each other uniquely, and describe how to construct the link by splicing or by plumbing. One method to compute the resolution diagram from the splice diagram is given in [7]. We describe an easier method in the appendix to this paper (Section 9), where we also recall the topological meaning of splicing and describe how to compute the splice diagram from the resolution diagram for a singularity.

The following notations will be used extensively in this paper.

**Notation.** For a node \( v \) and an edge \( e \) at \( v \), let \( d_{ve} \) be the weight on \( e \) at \( v \), and \( d_v \) the product of the \( d_{ve} \) over all such \( e \). Let \( \Delta_{ve} \) be the subgraph of \( \Delta \) cut off from \( v \) by \( e \). For any pair of vertices \( v \) and \( w \), let \( \ell_{vw} \) (the linking number) be the product of all the weights adjacent to, but not on, the shortest path from \( v \) to \( w \) in \( \Delta \). We also consider \( \ell'_{vw} \), the same product but excluding weights around \( v \) and \( w \). Thus if \( v \) is a node and \( w \) is a leaf in \( \Delta_{ve} \), then

\[
\ell_{vw}d_{ve} = \ell'_{vw}d_v.
\]

**Definition 1.2** (Semigroup Condition). Let \( \Delta \) be a splice diagram. We say \( \Delta \) satisfies the **semigroup condition** if, for each node \( v \) and adjacent edge \( e \), the edge-weight \( d_{ve} \) is in the semigroup

\[
\mathbb{N}\langle \ell'_{vw} : w \text{ a leaf of } \Delta \text{ in } \Delta_{ve} \rangle.
\]

Equivalently, the product \( d_v \) of the edge-weights adjacent to \( v \) is in the semigroup

\[
\mathbb{N}\langle \ell_{vw} : w \text{ a leaf of } \Delta \text{ in } \Delta_{ve} \rangle.
\]

For instance, in the two-node splice diagram above, let \( v \) be the leftmost node and \( w \) the upper right hand leaf. Then \( \ell_{vw} \) equals \( 2 \cdot 3 \cdot 5 \), while \( \ell'_{vw} = 5 \); the semigroup condition is satisfied at that node since 7 is in the semigroup generated by 2 and 5.

If a splice diagram satisfies the semigroup condition, we will write down complete intersection equations that give a singularity with the given link. We know of no counterexample to the following optimistic conjecture mentioned in [29].

**Conjecture 1** (Complete Intersection implies Semigroup Condition). If a surface singularity with homology sphere link is a complete intersection, then its splice diagram satisfies the semigroup condition.

For example, consider the splice diagram

\[
\Delta = \begin{array}{c}
\text{\begin{tikzpicture}
\node (p) at (0,0) [circle,draw] {}; 
\node (q) at (0,-1) [circle,draw] {}; 
\node (r) at (1,0) [circle,draw] {}; 
\node (r') at (1,-1) [circle,draw] {}; 
\draw (p) -- (q) node [midway, below] {$p$}; 
\draw (r) -- (r') node [midway, above] {$p'$}; 
\end{tikzpicture}}
\end{array}
\]

with \( p, q, r \) and \( p', q', r' \) pairwise coprime triples of positive integers satisfying \( rr' > pqp'q' \). Then \( \Delta \) satisfies the semigroup condition if and only if

\[
\begin{array}{c}
r \in \mathbb{N}\langle p'q' \rangle \quad \text{and} \quad r' \in \mathbb{N}\langle pq \rangle.
\end{array}
\]
(Note $r$ is automatically in the semigroup $\mathbb{N}(p', q')$ if it is greater than or equal to the conductor $(p' - 1)(q' - 1)$. In particular, the resolution diagram

$$T = \begin{array}{c}
\text{37} \\
\text{2}
\end{array} \begin{array}{c}
\text{1} \\
\text{3}
\end{array} \begin{array}{c}
\text{-3} \\
\text{-1} \\
\text{-2}
\end{array} \begin{array}{c}
\text{-2} \\
\text{-7} \\
\text{-3}
\end{array} \begin{array}{c}
\text{-2} \\
\text{-1} \\
\text{-3}
\end{array} \begin{array}{c}
\text{1} \\
\text{3}
\end{array}$$

gives the splice diagram

$$\Delta = \begin{array}{c}
\text{2} \\
\text{3}
\end{array} \begin{array}{c}
\text{1} \\
\text{37} \\
\text{2}
\end{array} \begin{array}{c}
\text{3} \\
\text{3}
\end{array}$$

which does not satisfy the semigroup condition, since 1 is not in the semigroup generated by 2 and 3. We would therefore expect that there is no complete intersection singularity with this resolution.

2. Equations associated to a splice diagram

Let $\Delta$ be a splice diagram satisfying the semigroup condition. We will write down a system of complete intersection equations that give a singularity with the corresponding link. Associate a variable $z_w$ to each leaf $w$ of the splice diagram. To each node $v$ of the splice diagram, we will associate $(\delta_v - 2)$ equations, where $\delta_v$ is the valency of the node. If $n$ is the number of leaves, then it is easy to check that $n - 2 = \sum (\delta_v - 2)$ (summed over the nodes of $\Delta$), so this will give the right number of equations.

Fix a node $v$. For each leaf $w$ we give the variable $z_w$ weight $\ell_{vw}$ (we call this the $v$-weight of $z_w$). For each edge $e$ at $v$ the semigroup condition lets us write

$$d_v = \sum_w \alpha_{vw} \ell_{vw}, \quad \text{sum over the leaves } w \text{ of } \Delta \text{ in } \Delta_{ve}, \text{ with } \alpha_{vw} \in \mathbb{N}.$$ 

Equivalently,

$$d_{ve} = \sum_w \alpha_{v} \ell_{vw}' \text{ sum over the leaves } w \text{ of } \Delta \text{ in } \Delta_{ve}.$$ 

We define an admissible monomial (associated to the edge $e$ at the node $v$) to be a monomial $\prod_w z_w^{\alpha_{vw}}$, the product over leaves $w$ in $\Delta_{ve}$, with exponents satisfying the above equations. Thus an admissible monomial $M_{ve}$ associated to $v$ has total $v$-weight $d_v$ (and depends on the choice of $\alpha_{vw}$).

Next, choose one admissible monomial $M_{ve}$ for each edge at $v$ and consider $\delta_v - 2$ equations associated to $v$ by equating to 0 some $\mathbb{C}$-linear combinations of these monomials:

$$\sum_e \alpha_{ie} M_{ve} = 0, \quad i = 1, \ldots, \delta_v - 2.$$ 

Repeating for all nodes, we get a total of $n - 2$ equations. If the coefficients $a_{ie}$ of the equations are “sufficiently general,” we say that the resulting system of $n - 2$ equations is of strict splice type.

Sufficiently general simply means that for every $v$, all maximal minors of the $(\delta_v - 2) \times \delta_v$ matrix $(a_{ie})$ of coefficients should be non-singular. By applying row
operations to such a matrix (taking linear combinations of the equations) one can always put the \((\delta_v - 2) \times \delta_v\) coefficient matrix in the form
\[
\begin{pmatrix}
1 & 0 & \ldots & 0 & a_1 & b_1 \\
0 & 1 & \ldots & 0 & a_2 & b_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & a_{\delta_v-2} & b_{\delta_v-2}
\end{pmatrix}
\]
so we will often assume we have done so. In this way, the defining equations are sums of three monomials. The “sufficiently general” condition is then \(a_ib_j - a_jb_i \neq 0\) for all \(i \neq j\), and all \(a_i\) and \(b_i\) nonzero.

**Example 1.** Assume \(\Delta\) has one node, of valency \(n\). There is no semigroup condition. There is only one admissible monomial for each edge, namely \(z_j^{d_j}\), where \(d_j\) is the weight on the edge. Our equations are thus of Brieskorn type:
\[
\sum_{j=1}^{n} a_{ij}z_j^{d_j} = 0, \quad i = 0, \ldots, n-2.
\]
The “sufficiently general” condition is then the well-known condition (due to H. Hamm [9]) for the system of \(n-2\) equations to have an isolated singularity. Thus, for a splice diagram with one node, “strict splice type” is equivalent to isolated Brieskorn complete intersection.

**Example 2.** For the \(\Delta\) of the example at the start of Section 1 we associate variables \(z_1, \ldots, z_4\) to the leaves as follows:

\[
\Delta = \begin{array}{c}
\circ
\end{array} \begin{array}{c}
\circ
\end{array} \begin{array}{c}
\circ
\end{array} \begin{array}{c}
\circ
\end{array} \begin{array}{c}
\circ
\end{array}
\end{array}
\begin{array}{cccc}
2 & 7 & 11 & 2 \\
3 & 5 & & \\
& & z_3 & \\
& & z_2 & \\
& z_1 & & \\
\end{array}
\]
The admissible monomials for the left node are \(z_1^2, z_2^3,\) and \(z_3z_4\). The admissible monomials for the right node are \(z_3^2, z_4^2,\) and \(z_1z_2^2\) or \(z_1^2z_2^2\) (since \(11 = \alpha \cdot 3 + \beta \cdot 2\) has solutions \((1, 4)\) and \((3, 1)\)). Thus the system of equations might be
\[
\begin{align*}
z_1^2 + z_2^3 + z_3z_4 &= 0, \\
z_3^2 + z_4^2 + z_1z_2^2 &= 0.
\end{align*}
\]
This system is always of “strict splice type” by our comments above.

**Equisingular deformations** of systems of equations of strict splice type should come from adding terms of greater or equal weight with respect to the vertex weights to each equation. If only greater weight is allowed the result always is an equisingular deformation. We speak of a higher weight deformation and say the resulting equations are simply of splice type. See [30] for a fuller discussion.

The importance of splice type singularities is indicated by a result we prove elsewhere.

**Theorem 2.1** ([30]). A system of equations of splice type defines an isolated complete intersection surface singularity whose link is the homology sphere \(\Sigma\) defined by the splice diagram \(\Delta\), and whose resolution graph is therefore the corresponding resolution diagram.
Each node \( v \) of the splice diagram corresponds to an exceptional curve \( E_v \) of the resolution, and the \( v \)-weight of \( z_i \) is its value for the valuation given by order of vanishing on \( E_v \).

Moreover, the curve \( z_i = 0 \) cuts out in \( \Sigma \) the knot corresponding to the \( i \)-th leaf of \( \Delta \).

One could in fact expand the definition of strict splice type singularities slightly, to include (for fixed \( v \)) suitable linear combinations of all possible admissible monomials associated to edges at \( v \). But, up to higher weight deformations, this adds no generality. Also, if we change our choice of admissible monomials for the edges at each node, then we only change our splice type singularities up to higher weight deformation. Thus the concept of splice type is independent of choices of admissible monomials.

The theorem implies that the embedding dimension of a splice diagram singularity is at most the number of leaves of the splice diagram — but it may be less. There are even unexpected hypersurface examples.

**Example 3.** Let \( \Delta \) be the splice diagram:

![Splice Diagram](image)

The integers \( p, q, p', q', q'', p'' \) are \( \geq 2 \) and satisfy appropriate relative primeness conditions, as well as edge inequalities

\[ q' > p'q, \quad q'' > p''q', \quad qr > pq'' \]

Associating variables \( x, y, z, w, u, v \) to the leaves in clockwise order starting from the left as shown, one may write splice equations:

\[
\begin{align*}
    x^p + y^q &= z \\
    z^{p'} + w^{q'} &= u \\
    u^{p''} + v^{q''} &= x^r \\
    y + w &= v
\end{align*}
\]

These define the hypersurface singularity given by

\[
((x^p + y^q)^{p'} + w^{q'})^{p''} + (y + w)^{q''} = x^r.
\]

A variant of the splice diagram yields a more familiar object. Let \( \Delta \) be a splice diagram satisfying the semigroup conditions, and choose a distinguished leaf \( w' \), to form a “rooted diagram.” Attach a variable \( z_w \) to each leaf \( w \neq w' \). Now, for each vertex \( v \) of \( \Delta \), form the same equations as before, except that one does not consider the edge in the direction of \( w' \). (One is in general eliminating more monomials than simply setting \( z_w = 0 \) in our previous splice diagram equations.) There is now one equation less than there are variables. Note that the edge-weights in the direction
Consider the splice diagram at the beginning of Section 6.1. The Milnor number of the above knot is 7.

The semigroups arising in this paper are always numeric semigroups, that is subsemigroups \( \Gamma \) of \( \mathbb{N} = \mathbb{Z}_{\geq 0} \) for which \( \mathbb{N} - \Gamma \) is finite. The conductor \( c(\Gamma) \) is the smallest \( c \geq 0 \) so that \( \gamma \geq c \) implies \( \gamma \in \Gamma \). The semigroup ring \( \mathbb{C}[t^\Gamma] \), or monomial curve associated to \( \Gamma \), is the graded subalgebra of \( \mathbb{C}[t] \) generated by \( t^\gamma \), \( \gamma \in \Gamma \). \( \Gamma \) is called a complete intersection semigroup if \( \mathbb{C}[t^\Gamma] \) is a graded complete intersection.

In our situation of a splice diagram \( \Delta \) satisfying the semigroup conditions with distinguished leaf \( w' \), the semigroup \( \Gamma' \) is the semigroup generated by \( \ell_{w'w} \) over all leaves \( w \neq w' \). We will see in Section 6 that:

**Fact.** \( \Gamma' \) is a complete intersection semigroup and the modified splice equations described above define the monomial curve \( \mathbb{C}[t^{\Gamma'}] \).

In terms of Theorem 2.1, the significance of this curve is that if \( w' \) is the \( i \)-th leaf of \( \Delta \) then this curve, or an equisingular deformation of it, arises as the curve cut out by the hyperplane \( z_i = 0 \).

**Example 4.** Consider the splice diagram at the beginning of Section 1, and let \( w' \) be the lower left leaf. In the modified splice diagram, the weights 3 and 11 are removed. Denote the three leaves by \( w_1 \), \( i = 1, 3, 4 \), starting at the upper left and going counterclockwise; the corresponding variables by \( z_i \); and the two nodes by \( v \) and \( v' \). Then the equations at \( v \) resp. \( v' \) could be \( z_2^3 + a z_3 z_4 = 0 \) and \( z_2^3 + b z_4^2 = 0 \). The semigroup \( \Gamma' \) is \( \Gamma'(1, 3, 4) \) and, if we choose \( a = b = -1 \), the curve can be parametrized as \( (z_1, z_3, z_4) = (t^7, t^4, t^{10}) \).

A leaf \( w' \) of a splice diagram \( \Delta \) always represents a knot in the corresponding homology sphere, and this knot is a fibered knot (see §11 of [7]). If the homology sphere is given as a link of a splice type singularity as above, then this knot is the link of the curve cut out by a coordinate hyperplane \( z_i = 0 \) (and the fiber can be given by the usual Milnor fibration \( z_i/|z_i| \)). The first Betti number of its fiber is the *Milnor number* of the knot. We recall that even without the semigroup condition, we have:

**Theorem 2.2** ([7], §11). The Milnor number of the above knot is

\[
1 + \sum_{v \neq w'} (\delta_v - 2) \ell_{vw'}.
\]

If the link is given by splice type equations, then the theory of curve singularities implies that this number equals the conductor of the above semigroup \( \Gamma' \), as can be confirmed by computation of the conductor (Theorem 6.1).

3. Milnor fibers

Suppose \( \Sigma \) is the link of an isolated singularity at 0 of a complete intersection surface \( X = f^{-1}(0) \), where \( f \) is a map \( f = (f_1, \ldots, f_{n-2}) : (\mathbb{C}^n, 0) \to (\mathbb{C}^{n-2}, 0) \). The *Milnor fiber* is the manifold \( F := f^{-1}(\delta) \cap B(\epsilon) \) where \( B(\epsilon) \) is a sufficiently small ball about 0 and \( \delta \) is a general point of \( \mathbb{C}^{n-2} \) very close to the origin. It is a smooth simply-connected piece of complex surface with boundary \( \Sigma \); it has a symmetric intersection pairing on the second homology group, whose rank \( b_2(F) \)
is usually denoted by $\mu$. The Casson Invariant Conjecture says that when $\Sigma$ is a homology sphere, $\text{sign}(F)$ should equal $8\lambda(\Sigma)$, where $\lambda(\Sigma)$ is the Casson invariant.

The Casson invariant of $\Sigma$ is not hard to compute, and the hurdle in confirming this conjecture for any particular example is to understand $F$ well enough to compute $\text{sign}(F)$. This has been done for Brieskorn complete intersections. Thus, the conjecture could be verified in this case—a one-node splice diagram (see [27], which also proves a few other cases).

Now suppose the equations $f_i(z_1, \ldots, z_n) = 0$, $i = 1, \ldots, n-2$, are of splice type as above, corresponding to a splice diagram $\Delta$. Thus the curve $z_j = 0$ cuts out in $\Sigma$ the knot $K_j$ corresponding to the $j$-th leaf of $\Delta$. The link $(\Sigma, K_j)$ is a fibered link whose fiber $G_j$ can also be seen as the Milnor fiber of the singularity at 0 of the complete intersection curve $(f_1, \ldots, f_{n-2}, z_j)^{-1}(0)$. The topology of this fiber and its embedding in $\Sigma$ can be described by gluing together Milnor fibers of appropriate links in the splice components of $\Sigma$ (see [7]).

We shall describe a conjectural iterative description of $F$ in terms of the Milnor fibers of simpler complete intersection surface singularities and fibers $G_j$ as above lying in their boundaries.

Thus consider $\Sigma$ as the splice $\Sigma = \Sigma_1 \bigoplus \Sigma_2$ of two homology spheres determined by cutting $\Delta$ at an edge to form two rooted diagrams. It is easy to see that these two diagrams $\Delta_1$ and $\Delta_2$ also satisfy the semigroup condition so $\Sigma_1$ and $\Sigma_2$ are both complete intersection singularity links given by equations of splice type. They thus have Milnor fibers, which we shall call $F_1$ and $F_2$, with $\partial F_1 = \Sigma_1$.

Let $G_1 \subset \Sigma_1$ be the fiber for the knot $(\Sigma_1, K_1)$. This is the Milnor fiber described in the paragraph before Theorem 2.2, so it is topologically determined by the rooted diagram $\Delta_1$ and $b_1(G_1)$ is computed as in that theorem.

We may push the embedding $G_1 \to F_1$ inside $F_1$ by a normal vector-field to obtain a proper embedding $G_1 \to F_1$ (that is, an embedding with $\partial G_1 = G_1 \cap \partial F_1$, transverse intersection) and then extend to an embedding $G_1 \times D^2 \to F_1$ of a tubular neighborhood of $G_1$. We similarly construct an embedding $D^2 \times G_2 \to F_2$.

Denote

$$F_1^o := F_1 - (G_1 \cap \hat{D}^2), \quad F_2^o := F_2 - (\hat{D}^2 \times G_1),$$

so $\partial F_1^o$ is the union of $G_1 \times S^1$ and the exterior (complement of an open tubular neighborhood) of the knot $K_1 \subset \Sigma_1$, and similarly for $\partial F_2^o$.

**Conjecture 2** (Milnor Fiber Conjecture). $F$ is homeomorphic to the result $\overline{F}$ of pasting:

$$\overline{F} := F_1^o \cup_{G_1 \times S^1} (G_1 \times G_2) \cup_{S^1 \times G_2} F_2^o,$$

where we identify $G_1 \times S^1$ with $G_1 \times \partial G_2$ and $S^1 \times G_2$ with $\partial G_1 \times G_2$.

By Milnor [18] and Hamm [9], $F, F_1, F_2$ are simply connected 4-manifolds which are homotopy equivalent to 2-complexes and thus have reduced homology only in dimension 2. We show that $\overline{F}$ has the nice properties we would like $F$ to have.

**Theorem 3.1.** $\partial \overline{F} = \Sigma$ and $\overline{F}$ is simply connected and homotopy equivalent to a 2-complex. Moreover,

$$H_2(\overline{F}) \cong H_2(G_1 \times G_2) \oplus H_2(F_1) \oplus H_2(F_2) = (H_1(G_1) \otimes H_1(G_2)) \oplus H_2(F_1) \oplus H_2(F_2).$$
with maps induced by inclusions, so
\[
\text{sign}(\mathcal{F}) = \text{sign}(F_1) + \text{sign}(F_2).
\]

**Corollary 3.2.** The Milnor Fiber Conjecture (Conjecture 2) implies the Casson Invariant Conjecture for complete intersection singularities of splice type.

**Proof.** The theorem and Conjecture 2 imply that signature of Milnor fiber is additive under splicing. The Casson invariant is additive for splicing. The Casson Invariant Conjecture is known for Brieskorn complete intersections (the one-node case). \qed

**Proof of Theorem 3.1.** The fact that \( \partial \mathcal{F} = \Sigma \) is immediate from the construction. For the rest of this proof it is convenient to have a different description of \( \mathcal{F} \).

Consider \( G_i \) embedded in \( \Sigma_i \) and let \( N_i \subset \Sigma_i = \partial F_i \) be a tubular neighborhood of \( G_i \) in \( \Sigma_i \), so \( N_i \cong G_i \times I \). Note that \( \partial(G_1 \times G_2) = (G_1 \times K_2) \cup (K_1 \times G_2) \), so we can also embed \( N_1 \) in \( \partial(G_1 \times G_2) \) as \( G_1 \times I \subset G_1 \times K_2 \), and similarly for \( N_2 \). We claim:

\[
\mathcal{F} \cong F_1 \cup_{N_1} (G_1 \times G_2) \cup_{N_2} F_2.
\]

Indeed, to turn our previous description of \( \mathcal{F} \) into this one, connect the proper embedding \( G_1 \subset F_1 \) to the embedding \( G_1 \subset \partial F_1 \) by a “strip” \( G_1 \times I \) and remove a tubular neighborhood of this strip from \( F_1^o \) and glue it onto \( F_1 \times F_2 \) instead. The result of removing it from \( F_1^o \) is something homeomorphic to \( F_i \), while, when glued to \( F_1 \times F_2 \) it is just a collar on part of the boundary and does not change the homeomorphism type of \( F_1 \times F_2 \).

Consider, therefore, \( \mathcal{F} \) as in equation (3). By shrinking slightly the regions \( N_i \) along which the \( F_i \) are glued to \( G_1 \times G_2 \) we can make them disjoint in \( \partial(G_1 \times G_2) \) without changing the homotopy type (or even homeomorphism type) of \( F_1 \cup_{N_1} (G_1 \times G_2) \cup_{N_2} F_2 \). Then \( (G_1 \times G_2) \cap (F_1 \cup F_2) \) consists of the disjoint union of \( N_1 \) and \( N_2 \). The Meyer-Vietoris sequence for the decomposition \( (G_1 \times G_2) \cup(F_1 \cup F_2) \) then easily yields that the inclusions induce an isomorphism

\[
H_2(\mathcal{F}) \cong H_2(G_1 \times G_2) \oplus H_2(F_1) \oplus H_2(F_2)
\]
as desired.

The fact that \( \mathcal{F} \) is simply connected is an easy application of the Van Kampen theorem. The fact that \( \mathcal{F} \) is homotopy equivalent to a 2-complex can be seen by replacing \( G_1 \) and \( G_2 \) by one-dimensional spines \( S_1 \) and \( S_2 \) say, replacing \( F_1 \) and \( F_2 \) by 2-dimensional spines \( T_1 \) and \( T_2 \), and then gluing \( S_1 \times S_2 \) to \( T_1 \) and \( T_2 \) by means of mapping cylinders of appropriate maps \( S_i \to T_i \). \qed

Recall that the geometric genus \( p_g(X,o) \) of a singularity is \( \dim H^1(Y,O) \), where \( Y \to X \) denotes a resolution of the singularity. In general, it is not topologically determined by the link of \( X \), but the Casson Invariant Conjecture says that it should be for complete intersection singularities with homology sphere links. The following theorem says what the Casson Invariant Conjecture implies about the behavior of various invariants under splicing. Item (3) of this theorem provided part of the motivation for the above construction of \( \mathcal{F} \) for the Milnor Fiber Conjecture.

**Theorem 3.3.** Let \( X \) be a complete intersection with homology sphere link, with Milnor fiber \( F \); and suppose its link is spliced from links of two singularities \( X_1, X_2 \), with Milnor fibers \( F_1, F_2 \). Assume the Casson Invariant Conjecture for \( X_1 \) and \( X_2 \). Then the following statements are equivalent:
(1) The Casson Invariant Conjecture holds for $X$.
(2) We have $\text{sign}(F) = \text{sign}(F_1) + \text{sign}(F_2)$.
(3) With $G_1$, $G_2$ as above, we have $b_2(F) = b_2(F_1) + b_2(F_2) + b_1(G_1)b_1(G_2)$, where $b_i$ is Betti number.
(4) The geometric genus satisfies $p_g(X) = p_g(X_1) + p_g(X_2) + \frac{1}{4}b_1(G_1)b_1(G_2)$.

Moreover, these invariants of $X$ are then topologically determined by the link.

Proof. The equivalence of (1) and (2) has already been discussed, so we prove the equivalence of (2), (3), and (4).

Formulas of H. Laufer and A. Durfee imply that the geometric genus of $X$, and the signature and second Betti number $\mu$ of the Milnor fiber, are explicitly related by topological invariants of the link (see, e.g., [33]). Let $Y \rightarrow X$ denote a good resolution, and $c_1^2$ and $c_2$ the characteristic Chern numbers of $Y$ (also known as $K \cdot K$ and $\chi(Y)$, where $\chi$ is topological Euler characteristic). Then these Chern numbers are determined by the resolution dual graph, and their sum $c_1^2 + c_2$ is independent of the resolution, hence depends only on the link. We define

$$C(\Delta) = c_1^2 + c_2 - 1,$$

the notation indicating that this number depends only on the splice diagram $\Delta$. Then the aforementioned formulas may be written

$$\mu = 12p_g + C(\Delta) \quad \text{(Laufer)}$$
$$3\text{sign}(F) = -2\mu - C(\Delta) \quad \text{(Durfee)}$$

(In general Durfee’s formula has an extra $3b_1(Y)$ on the right, which vanishes in our case.) Eliminating $\mu$, these formulas imply

$$\text{sign}(F) = -8p_g - C(\Delta),$$

proving the equivalence of the two formulations of the Casson Invariant Conjecture in the Introduction (for complete intersections). Moreover, it follows that the equivalence of (2), (3), and (4) of Theorem 3.3 reduce to the formula of the following theorem, which will therefore complete the proof. \square

**Theorem 3.4.** In the above notation, even if $\Delta$ does not satisfy the semigroup condition we have

$$C(\Delta) - C(\Delta_1) - C(\Delta_2) = -2b_1(G_1)b_1(G_2).$$

This theorem involves computing $c_1^2$ and $c_2$ of the resolution in terms of the splice diagram, which is of interest in its own right, so we devote the next section (Section 4) to its proof.

If any one of the analytic invariants $\text{sign}(F)$, $\mu$, and $p_g(X)$ is a topological invariant, then they all are, by the above formulas. The Casson Invariant Conjecture gives a topological description of $p_g$ and $\text{sign}(F)$.

Suppose $(X, o)$ is a complete intersection surface singularity whose homology sphere link has one node; thus, its link is $\Sigma(p_1, \cdots, p_n)$. The Casson Invariant Conjecture for $X$ is equivalent to the assertion that $p_g(X) = p_g(V(p_1, \cdots, p_n))$. But this latter condition is well-known to be equivalent to the statement that $X$ admits an equisingular, simultaneous resolution degeneration to $V$ (see, e.g., [32] (6.3) for a convenient proof). In other words, we could conclude that $X$ is a splice type singularity, as was mentioned in the Introduction. We suspect a similar result is true in the general case. But, even in case $X$ is a hypersurface singularity with
link $\Sigma(p, q, r)$, we do not know a proof. As we mentioned in the Introduction, there are a few very non-trivial cases worked out by A. Némethi ([19]).

4. Canonical divisor of a resolution

This section is devoted to proving Theorem 3.4. We start by computing the rational canonical divisor for an arbitrary resolution of an isolated surface singularity.

Suppose we have a good resolution of an isolated surface singularity. Denote the exceptional curves by $E_i$, $i = 1, \ldots, n$. For each $i$ let $\delta_i$ be the number of intersection points of $E_i$ with other $E_j$'s and let $E_i^0$ be $E_i$ with these intersection points removed. Denote $\chi_i = \chi(E_i^0) = \chi(E_i) - \delta_i$ ($\chi$ is Euler characteristic).

Let $K$ be the (rational) canonical divisor, defined by the adjunction formula

$$K \cdot E_i = -\chi(E_i) - E_i \cdot E_i.$$

Let

$$D := -K - E,$$

where $E = \sum_{i=1}^n E_i$

and suppose

$$D = \sum_{i=1}^n k_i E_i.$$

Then the adjunction formula becomes $D \cdot E_j = \chi(E_j) - \delta_j = \chi_j$, so

$$k_i = - \sum_{j} \ell_{ij} \chi_j,$$

where $(\ell_{ij}) = (-E_i \cdot E_j)^{-1}$ (matrix inverse).

Now

$$K = -D - E = \sum_{i} (-k_i - 1) E_i = \sum_{i} \left( \sum_{j} \ell_{ij} \chi_j - 1 \right) E_i$$

so

$$K \cdot K = \left( \sum_{i} \left( \sum_{j} \ell_{ij} \chi_j - 1 \right) E_i \right) \cdot \left( \sum_{k} \left( \sum_{l} \ell_{kl} \chi_l - 1 \right) E_k \right)$$

$$= \sum_{i,j,k,l} \ell_{ij} \ell_{kl} (E_i \cdot E_k) \chi_j \chi_l - \sum_{i,k,l} \ell_{kl} (E_i \cdot E_k) \chi_l - \sum_{i,j,k} \ell_{ij} (E_i \cdot E_k) \chi_j$$

$$+ \sum_{i,k} E_i \cdot E_k$$

$$= - \sum_{i,j} \ell_{ij} \chi_i \chi_j + \sum_i \chi_i + \sum_i \chi_i + \left( \sum_i E_i \cdot E_i + 2 \sum_{i<j} E_i \cdot E_j \right)$$

$$= - \sum_{i,j} \ell_{ij} \chi_i \chi_j + 2 \chi(\bigcup_i E_i) + \sum_i E_i \cdot E_i.$$

We note that our notation $k_i$ and $\ell_{ij}$ is consistent with the notation in the Appendix (Section 9). Summarizing:

**Proposition 4.1.** For any good resolution of an isolated surface singularity the divisor $D = -K - E$ is given by

$$D = \sum k_i E_i \quad \text{with} \quad k_i = - \sum_{j} \ell_{ij} \chi_j.$$
where \((\ell_{ij}) = (-E_i \cdot E_j)^{-1}\) (matrix inverse). Also,
\[
c_1^2 + c_2 = -\sum_{i,j} \ell_{ij} \chi_i \chi_j + 3c_2 + \sum E_i \cdot E_i.
\]

To apply this to prove Theorem 3.4 we now restrict to the case of a singularity with homology sphere link given by a splice diagram \(\Delta\). Then \(\chi_i = 2 - \delta_i\), which vanishes except at nodes and ends of the plumbing graph, so we only need to know \(\ell_{ij}\) when \(i\) and \(j\) index nodes or ends. By Theorem 9.1, this is as follows. If \(i \neq j\) then \(\ell_{ij}\) is the product of the splice diagram weights adjacent but not on the path from \(i\) to \(j\) in \(\Delta\). If \(i = j\) then
- If \(i\) is a node then \(\ell_{ii}\) is the product of weights at that node.
- If \(i\) is a leaf adjacent to a node with weights \(p_0, \ldots, p_n\) on the edge to \(i\) then \(\ell_{ii} = |p_1 \ldots p_n/p_0|\).

A simple matrix calculation shows that \(-\ell_{ii}\) is the weight one would have to put on a new vertex attached to vertex \(i\) by a new edge, to get an extended plumbing diagram of determinant 0 (this is computed in [7] and gives an alternative proof of the description of \(\ell_{ii}\)).

Now let \(C(T)\) denote \(c_1^2 + c_2 - 1\) computed for a plumbing graph \(T\). We want to compute the effect of splicing on \(C\). So suppose that the splice diagram \(\Delta\) is the result of splicing diagrams \(\Delta_1\) and \(\Delta_2\) and let \(T, T_1,\) and \(T_2\) be the resolution graphs for these splice diagrams. Let \(I_1\) and \(I_2\) be index sets for the nodes and leaves of \(T_1\) and \(T_2\) with \(0 \in I_1\) and \(1 \in I_2\) representing the leaves at which we splice.

Let \(\overline{T}_1\) be the result of extending \(T_1\) at vertex 0 by a vertex with weight \(-\ell_{00}(T_1)\) and similarly for \(\overline{T}_2\). Let \(\overline{T}\) be the result of attaching \(\overline{T}_1\) to \(\overline{T}_2\) by an edge joining the new vertices. Then in [7] it is shown that \(T\) results from \(\overline{T}\) by a sequence of \((-1)\)-blow-downs of vertices of valency 2 followed by one 0-absorption. Suppose the number of blow-downs is \(r\). Then the blow-downs and 0-absorption remove \((r+2)\) vertices, so
\[
c_2(T) = c_2(\overline{T}) - (r + 2) = c_2(T_1) + c_2(T_2) - r - 1.
\]
Moreover each blow-down increases \(\sum E_i \cdot E_i\) by 3 and the 0-absorption does not change it, so
\[
\sum_{T_1} E_i \cdot E_i = \sum_{T_1} E_i \cdot E_i - \ell_{00} + \sum_{T_2} E_i \cdot E_i - \ell_{11} + 3r.
\]
Thus
\[
C(T) = -\sum_{i,j \in I} \ell_{ij} \chi_i \chi_j + 3c_2(T) + \sum_{T} E_i \cdot E_i - 1
\]
\[
= -\left(\sum_{i,j \in I_1} \ell_{ij} \chi_i \chi_j - \ell_{00} - 2 \sum_{i \in I_1} \ell_{0i} \chi_i + \sum_{i,j \in I_2} \ell_{ij} \chi_i \chi_j - \ell_{11} - 2 \sum_{j \in I_2} \ell_{1j} \chi_j + 2 \sum_{j \in I_2} \ell_{0j} \chi_j\right)
\]
\[
+ 3(c_2(T_1) + c_2(T_2) - r - 1)
\]
\[
+ \sum_{T_1} E_i \cdot E_i + \sum_{T_2} E_i \cdot E_i - \ell_{00} - \ell_{11} + 3r - 1
\]
\[= - \sum_{i,j \in I_1} \ell_{ij} \chi_i \chi_j + 2 \sum_{i \in I_1 - \{0\}} \ell_{0i} \chi_i - \sum_{i,j \in I_2} \ell_{ij} \chi_i \chi_j \]
\[+ 2 \sum_{j \in I_2 - \{1\}} \ell_{1j} \chi_j - 2 \sum_{i \in I_1 - \{0\}} \ell_{i0} \chi_i \sum_{j \in I_2 - \{1\}} \ell_{j1} \chi_j \]
\[+ 3c_2(T_1) + 3c_2(T_2) \]
\[+ \sum_{T_1} E_i \cdot E_i + \sum_{T_2} E_i \cdot E_i - 4 , \]

where the last equality uses the fact that for \(i \in I_1 - \{0\}\) and \(j \in I_2 - \{1\}\) one has \(\ell_{ij} = \ell_{0i} \ell_{1j}\).

The above simplifies to

\[C(T) = C(T_1) + C(T_2) - 2\left( - \sum_{i \in I_1 - \{0\}} \ell_{0i} \chi_i + 1 \right) \left( - \sum_{j \in I_2 - \{1\}} \ell_{j1} \chi_j + 1 \right)\]
\[= C(T_1) + C(T_2) - 2\mu(T_1,0)\mu(T_2,1) , \]

where \(\mu(T_i,i)\) is the Milnor number for the knot represented by vertex \(i\) in the homology sphere represented by \(T_i\), that is, the first Betti number of its fiber (it is a basic result of [7] that \(\sum_{i \in I_1 - \{0\}} (\ell_{0i} \chi_i)\) is the Euler characteristic of the fiber in question). This completes the proof of Theorem 3.4. \(\square\)

5. Plane curves and their cyclic covers

Let \((X, o)\) be a hypersurface singularity at the origin given by an equation in the form \(z^n + g(x,y) = 0\) and suppose that its link is a homology sphere. The Casson Invariant Conjecture was proved in this case in [27] by a somewhat subtle calculation. In this section we will show that the Milnor Fiber Conjecture (Conjecture 2) holds for these singularities, giving a more conceptual proof of the Casson Invariant Conjecture in this case. We must first explain how these hypersurface singularities fit the format of equations of splice type. In [27] we point out that if the link of \(z^n + g(x,y) = 0\) is a homology sphere, then \(g(x,y) = 0\) defines an irreducible plane curve singularity at the origin \(o \in \mathbb{C}^2\). We therefore need to start by discussing how plane curve singularities in general, and irreducible plane curve singularities in particular, fit into the framework of our conjectures.

5.1. Non-minimal splice diagrams and plane curve singularities. Theorem 2.1 gives a general sufficient condition for a knot in a homology sphere to be realizable as the link of a germ \((Y, o) \subset (X, o)\) of a curve cut out by a single equation in a complete intersection surface. This has content also for non-minimal splice diagrams. For example, the splice diagram

\[\Delta = \begin{array}{c}
\circ & 2 & 5 & 3 & 1 & 2
\end{array}\]

is a non-minimal version of

\[\begin{array}{c}
\circ & 2 & 5 \\
3 & \circ
\end{array}\]
so it represents the Seifert fibered homology sphere \( \Sigma(2,3,5) \) (Poincaré’s dodecahedral space). The upper right vertex of \( \Delta \) represents a particular knot in this homology sphere (a (3,2)-cable on the degree 5 fiber of \( \Sigma(2,3,5) \)). Since \( \Delta \) satisfies the semigroup condition, Theorem 2.1 tells us that this knot in \( \Sigma(2,3,5) \) is the link of a complex curve singularity \((Y,o)\) cut out by a single equation in \((V(2,3,5),o)\). In fact, the splice type equations for \( \Delta \) can be chosen as \( z_1^2 + z_2^3 + z_3^5 = 0 \), \( z_1 + z_2^2 + z_4 = 0 \), and the curve is then cut out by \( z_4 = 0 \). Eliminating \( z_4 \), the curve is cut out by the equation \( z_1 + z_2^3 = 0 \) in \( V(2,3,5) = \{(z_1,z_2,z_3) : z_1^2 + z_2^3 + z_3^5 = 0\} \).

When \( X \) is non-singular, that is, for a link of a plane curve singularity, the next proposition implies that we can always do the analogous thing. That is, for any irreducible plane curve singularity we will find strict splice type equations for \( X \) (= \( \mathbb{C}^2 \)) so that the curve \( Y \) cut out by a coordinate function has the topology of the given plane curve. Corollary 8.2 below then says that the original plane curve singularity is a higher weight deformation of the one given by strict splice type equations.

**Proposition 5.1.** The splice diagram of any plane curve singularity satisfies the semigroup condition.

**Proof.** It is easy to see that the semigroup condition for the splice diagram of a reducible plane curve singularity follows from the semigroup condition for each of the subdiagrams for the irreducible branches of the plane curve. Thus we may assume that the germ \((\mathbb{C}^2,Y,o)\) is an irreducible germ. In this case the result is well known (see, e.g., Teissier’s appendix to [35]) but we give a proof in our language for completeness. By [7] the singularity is given by a splice diagram of the form:

\[
\begin{array}{c}
\text{\( p_1 \rightarrow q_1 \)} & \text{\( p_2 \rightarrow q_2 \)} & \cdots & \text{\( p_k \rightarrow q_k \)}
\end{array}
\]

where \( \gcd(p_i,q_i) = 1 \) for each \( i \) and the positive edge determinant condition holds \( p_i > q_i q_{i-1} p_{i-1} \) for each \( i > 1 \). Since this diagram may have arisen as a subdiagram of a diagram for a plane curve with several branches, we cannot assume that it is a reduced diagram, so some of the \( q_i \) may equal 1.

The only non-trivial cases of the semigroup condition for this diagram are:

\[ p_{j+1} \in S_j := \mathbb{N}(q_1 q_2 \ldots q_j, p_1 q_2 \ldots q_j, \ldots, p_{j-1} q_j, p_j) \]

for each \( j = 1, \ldots, k - 1 \). Since \( p_{j+1} > p_j q_j q_{j+1} \geq p_j q_j \) it suffices to show that the conductor \( \mu_j \) of this semigroup satisfies \( \mu_j \leq p_j q_j \). Proposition 6.3 of section 6 implies \( \mu_j = q_j (\mu_{j-1} - 1) - p_j + p_i q_j + 1 \) (or use Theorem 2.2 and its following paragraph). The desired inequality is now a trivial induction. \( \square \)

This gives a new way to find an equation for a plane curve singularity of given topology: start with the equations of splice type and then eliminate variables to obtain an equation in \( \mathbb{C}^2 \). To describe this in detail, let us assign variables to the leaves of our splice diagram as follows:

\[
\begin{array}{c}
z_0 \rightarrow p_1 \rightarrow q_1 \rightarrow z_1 \\
p_1 \rightarrow q_1 \rightarrow z_2 \\
p_2 \rightarrow q_2 \rightarrow z_k \\
p_k \rightarrow q_k \rightarrow z_{k+1}
\end{array}
\]
The only admissible monomial for the outgoing edge to the right at the \( j \)-th node is \( z_{j+1} \). Thus the general system of equations of strict splice type can be written

\[
\begin{align*}
z_2 &= a_1z_1^{q_1} + a_0z_0^{p_1} \\
z_3 &= a_2z_2^{q_2} + g_2(z_0, z_1) \\
\vdots \\
z_k &= a_{k-1}z_{k-1}^{q_{k-1}} + g_{k-1}(z_0, \ldots, z_{k-2}) \\
z_{k+1} &= a_kz_k^{q_k} + g_k(z_0, \ldots, z_{k-1}),
\end{align*}
\]

where \( g_j(z_0, \ldots, z_{j-1}) \) is a multiple of an admissible monomial for the left edge at the \( j \)-th node, that is, a monomial of the form \( z_0^{\alpha_0} \cdots z_{j-1}^{\alpha_{j-1}} \) with

\[
\alpha_0 q_1 + \alpha_1 p_1 q_2 + \cdots + \alpha_{j-2} p_{j-2} q_{j-1} + \alpha_{j-1} p_{j-1} = p_j.
\]

We now successively substitute each of the above equations into the next to put them in the form:

\[
\begin{align*}
z_2 &= a_1z_1^{q_1} + a_0z_0^{p_1} \\
z_3 &= a_2(a_1z_1^{q_1} + a_0z_0^{p_1})^{q_2} + g_2(z_0, z_1) =: f_2(z_0, z_1) \\
\vdots \\
z_{k+1} &= a_kf_{k-1}(z_0, z_1)^{q_k} + g_k(z_0, z_1, \ldots, f_{k-2}(z_0, z_1)) =: f_k(z_0, z_1).
\end{align*}
\]

In terms of new coordinates, \( x := z_0, y := z_1, Z_2 := z_2 - a_1z_1^{q_1} + a_0z_0^{p_1}, \ldots, Z_k := z_k - f_{k-1}(z_0, z_1), Z_{k+1} := z_{k+1} - f_k(z_0, z_1) \) these equations become

\[
Z_2 = Z_3 = \cdots = Z_k = Z_{k+1} = 0,
\]

so our surface is the \((x, y)\)-plane. Our plane curve is the curve cut out by the coordinate equation \( z_{k+1} = 0 \) which is \( f_k(x, y) = 0 \) in our new coordinates. Thus, if we write \( f = f_k \), the equation of the plane curve is \( f(x, y) = 0 \).

We now address what the Milnor Fiber Conjecture says for this type of example. Our surface germ is a nonsingular point, and the Milnor fiber for a non-singular point is a disk, so the conjecture postulates a particular decomposition of \( D^4 \). Although it is rather trivial, it will be needed in the discussion of hypersurfaces of the form \( z^n = g(x, y) \). We will therefore reserve the notations \( G_1 \) etc. of Conjecture 2 for that case and use primes (as in \( G_1^p \) etc) to distinguish the ingredients involved in the present discussion.

Suppose therefore that we have decomposed our splice diagram as the splice of two diagrams:

\[
\begin{array}{cccccccc}
p_1 & 1 & p_2 & 1 & \cdots & p_r & 1 & p_{r+1} & 1 \\
q_1 & \quad & q_2 & \quad & \cdots & q_r & \quad & q_{r+1} & \quad
\end{array}
\]

The left diagram represents a plane curve whose Milnor fiber we will denote by \( G_1 \subset S^3 = \partial D^4 \). The right diagram is a non-reduced diagram for the trivial knot in \( S^3 \) so its Milnor fiber is \( G_2 = D^2 \subset S^3 = \partial D^4 \).

Let \( (F_1)^o \) be the result of removing from \( D^4 \) a tubular neighborhood of \( G_1 \) pushed inside to a proper embedding \( G_1 \subset D^4 \). Let \( (F_2)^o \) be the result of removing a tubular neighborhood of a proper embedding \( D^2 \subset D^4 \). Note that \( (F_2)^o \cong S^1 \times D^3 \).

The Milnor Fiber Conjecture says that the result of the pasting:

\[
(F_1)^o \cup (G_1 \times D^2) \cup (F_2)^o
\]

is as in Step 1. Let \( F \) be the result of this pasting. We now address what the Milnor Fiber Conjecture says for this type of example. Our surface germ is a nonsingular point, and the Milnor fiber for a non-singular point is a disk, so the conjecture postulates a particular decomposition of \( D^4 \). Although it is rather trivial, it will be needed in the discussion of hypersurfaces of the form \( z^n = g(x, y) \). We will therefore reserve the notations \( G_1 \) etc. of Conjecture 2 for that case and use primes (as in \( G_1^p \) etc) to distinguish the ingredients involved in the present discussion.

Suppose therefore that we have decomposed our splice diagram as the splice of two diagrams:

\[
\begin{array}{cccccccc}
p_1 & 1 & p_2 & 1 & \cdots & p_r & 1 & p_{r+1} & 1 \\
q_1 & \quad & q_2 & \quad & \cdots & q_r & \quad & q_{r+1} & \quad
\end{array}
\]

The left diagram represents a plane curve whose Milnor fiber we will denote by \( G_1 \subset S^3 = \partial D^4 \). The right diagram is a non-reduced diagram for the trivial knot in \( S^3 \) so its Milnor fiber is \( G_2 = D^2 \subset S^3 = \partial D^4 \).

Let \( (F_1)^o \) be the result of removing from \( D^4 \) a tubular neighborhood of \( G_1 \) pushed inside to a proper embedding \( G_1 \subset D^4 \). Let \( (F_2)^o \) be the result of removing a tubular neighborhood of a proper embedding \( D^2 \subset D^4 \). Note that \( (F_2)^o \cong S^1 \times D^3 \).
should be $D^4$. This is indeed clear, since, starting with $(F')^n$, the first pasting clearly gives $D^4$ back, while the second just pastes a collar onto a portion of the boundary of this $D^4$.

5.2. **The hypersurface** $z^n + g(x, y) = 0$. As already mentioned, if the link of $z^n + g(x, y) = 0$ is a homology sphere, then $g(x, y) = 0$ defines a plane curve singularity at $(0, 0) \in \mathbb{C}^2$ which is irreducible. Its splice diagram therefore has the form

![Splice Diagram](image)

where $\gcd(p_i, q_i) = 1$ for each $i$ and the positive edge determinant condition holds ($p_i > q_i q_{i-1} p_{i-1}$ for each $i > 1$). Moreover, given an irreducible plane curve singularity as above, we showed in [27] that the hypersurface singularity defined by $z^n + g(x, y) = 0$

has homology sphere link if and only if $n$ is relatively prime to all the $p_i$ and $q_i$, and the splice diagram for the link of this singularity is then

$$z^n + g(x, y) = 0$$

where the $g_j(z_0, \ldots, z_{j-1})$ are as before.

We now show that the splice diagram equations for this splice diagram reduce to the equation $z^n = f(x, y)$, with $f$ as in the previous subsection (Corollary 8.2 below shows that the original $z^n = g(x, y)$ is an equisingular deformation of this). We assign variables to the leaves of the splice diagram (5) as follows:

$$x = z_0 \quad y = z_1 \quad z = z_k$$

The only admissible monomial for the outgoing edge to the right at the $j$-th node is $z_{j+1}$ if $j < k$ and $z^n$ if $j = k$. Thus the general system of equations of strict splice type can be written

$$z_2 = a_1 z_1^{q_1} + a_0 z_0^{p_1}$$

$$z_3 = a_2 z_2^{q_2} + g_2(z_0, z_1)$$

$$\ldots \quad \ldots \quad \ldots$$

$$z_k = a_k z_k^{q_k} + g_k(z_0, \ldots, z_{k-1})$$

$$z^n = a_k z_k^{q_k} + g_k(z_0, \ldots, z_{k-1})$$

where the $g_j(z_0, \ldots, z_{j-1})$ are as before.

We again successively substitute each of these equations into the next to eliminate the variables $z_2, z_3, \ldots, z_k$. To be precise, we first make these substitutions to
put the equations in the form:

\[
\begin{align*}
    z_2 &= a_1 z_1^n + a_0 z_0 \\
    z_3 &= f_2(z_0, z_1) \\
    \vdots & \quad \vdots \\
    z_k &= f_{k-1}(z_0, z_1) \\
    z^n &= f_k(z_0, z_1).
\end{align*}
\]

Recall our notation \( f = f_k \). In terms of new coordinates, \( x = z_0, \ y = z_1, \ z, \)
\( Z_2 := z_2 - a_1 z_1^n + a_0 z_0^n, \ldots, \ Z_k := z_k - f_{k-1}(z_0, z_1) \), these equations become
\[
\begin{align*}
    Z_2 = Z_3 = \cdots = Z_k = 0; && z^n = f(x, y).
\end{align*}
\]

We are now ready to prove the main result of this section.

**Theorem 5.2.** Let \((X, o)\) be a hypersurface singularity at the origin given by an equation in the form \( z^n + g(x, y) = 0 \) with homology sphere link. Then the Milnor Fiber Conjecture is true for \((X, o)\).

**Proof.** Suppose that we have a splice decomposition corresponding to the following decomposition of our splice diagram as the splice of two diagrams:

We wish to show that the Milnor fiber \( F \) for \( z^n = g(x, y) \) is obtained by the construction \( F_1^o \cup N_1(G_1 \times G_2) \cup N_2 F_2^o \) of Conjecture 2, where \( F_1 \) and \( F_2 \) are Milnor fibers for the two splice components, \( G_1 \) and \( G_2 \) are fibers in the links of the two splice components for the knots along which we splice, and \( F_1^o \) is the result of removing a tubular neighborhood of a properly embedded \( G_1 \) in \( F_1 \).

In [25] (see also [12]) it is shown that the Milnor fiber \( F \) is obtained by taking a Milnor fiber \( G \subset S^3 = \partial D^4 \) for \( g \), pushing it inside \( D^4 \) so that it is properly embedded (that is, \( \partial G = G \cap \partial D^4 \)), and then taking the \( n \)-fold branched cyclic cover of \( D^4 \), branched along this embedding of \( G \).

We need to understand the placement of \( G \) with respect to the decomposition of \( D^4 \) of equation (4). On taking the \( n \)-fold branched cover we will see that we get the desired decomposition of \( F \).

According to [7] the fiber \( G \) decomposes according to the splice diagram into \( q_{r+1} \ldots q_k \) parallel copies of the Milnor fiber \( G'_1 \) of the plane curve given by

and one copy of the Milnor fiber of the plane curve corresponding to

punctured \( q_{r+1} \ldots q_k \) times.

We can position \( G \) with respect to the decomposition of equation (4) so that it lies completely in \((G'_1 \times D^2) \cup (F'_2)^o\). It then intersects \((G'_1 \times D^2)\) in \( q_{r+1} \ldots q_k \).
parallel copies of $G'_1$. Its intersection with $(F'_2)^o$ is obtained as follows. First make the fiber $G'$ of the knot represented by the right arrowhead of the splice diagram properly embedded in $D^4$ and transverse to the properly embedded version of the fiber $D^2$ of the unknot represented by the left arrowhead. Then remove the tubular neighborhood of the latter. Using \ref{it:25}, the $n$-fold cyclic cover of $D^4$ along $G'$ is the Milnor fiber for the surface singularity with diagram:

Moreover, the embedded $D^2 \subset D^4$ lifts in this cover to copy of the fiber for the knot represented by the left-most vertex.

It follows that the decomposition of equation \ref{eq:4} lifts to give the desired decomposition of $F$, as desired. \hfill $\square$

In the context of the above result it is worth mentioning that Némethi and Mendris recently showed \ref{it:20} that for a singularity $z^n = f(x, y)$ with homology sphere link (even rational homology sphere link) the Milnor fibration is topologically determined by the link of the singularity.

**Remark 5.3.** The results of this section give a proof of the Casson Invariant Conjecture (CIC) for these examples, also proven in \ref{it:27, 4, 23}. Saveliev and Collin \ref{it:4}, using equivariant Casson invariant, give an iterative generalization of these examples but their approach implies more: Let $\Delta$ be any splice diagram satisfying the semigroup condition and $w$ a leaf of $\Delta$. We allow, as in this section, the weight on the edge to $w$ to be 1. For $n \in \mathbb{N}$ let $\Delta_n(w)$ be the diagram obtained by multiplying the weight furthest from $w$ on each edge by $n$. We assume $n$ is chosen coprime to all the unchanged weights at each node, so $\Delta_n(w)$ is again a splice diagram. Then if CIC is valid for splice type singularities for $\Delta$, then the same holds for $\Delta_n(w)$.

## 6. Numerical semigroups and monomial curves

In this section we develop some results about semigroups and their associated curves that are needed in the proofs of Theorems 2 and 1 of the Introduction.

As mentioned in Section 2, the semigroups we consider are always **numeric semigroups**, that is, subsemigroups $\Gamma$ of $\mathbb{N} = \mathbb{Z}_{\geq 0}$ for which $\mathbb{N} - \Gamma$ is finite. The **semigroup ring** $\mathbb{C}[t^\Gamma]$, or **monomial curve** associated to $\Gamma$, is the graded subalgebra of $\mathbb{C}[t]$ generated by $t^\gamma$, $\gamma \in \Gamma$. We briefly collect some known facts and terminology (e.g., \ref{it:6, 10, 11, 34}).

The **conductor** $c(\Gamma)$ is the smallest $c \geq 0$ so that $\gamma \geq c$ implies $\gamma \in \Gamma$. $\Gamma$ is **symmetric** when $\gamma \in \Gamma$ if and only if $c(\Gamma) - 1 - \gamma \notin \Gamma$; equivalently, $\mathbb{C}[t^\Gamma]$ is Gorenstein (see \ref{it:11} Prop. 2.21). Since $\gamma$ and $c(\Gamma) - 1 - \gamma$ cannot both be in $\Gamma$, a symmetric semigroup is maximal with given conductor. Classically an element of $\mathbb{N}$ that is not in $\Gamma$ is called a **gap**. The number of gaps is denoted $\delta(\Gamma)$; clearly

$$\delta(\Gamma) \geq c(\Gamma)/2,$$

with equality if and only if $\Gamma$ is symmetric.
Γ is called a complete intersection semigroup if \( \mathbb{C}[t^\Gamma] \) is a graded complete intersection. A complete intersection semigroup is symmetric. Γ is a complete intersection semigroup if and only if it has a semigroup presentation of deficiency one (i.e., with one fewer relations than generators; see [10]). If Γ (complete intersection or not) has a semigroup presentation

\[
\Gamma = \langle x_1, \ldots, x_n : \sum_j a_{ij}x_j = \sum_j b_{ij}x_j, i = 1, \ldots, r \rangle
\]

with \( a_{ij}, b_{ij} \in \mathbb{N} \), then the monomial curve is presented as

\[
\mathbb{C}[z_1, \ldots, z_n]/\left( \prod_j z_j^{a_{ij}} - \prod_j z_j^{b_{ij}}, i = 1, \ldots, r \right).
\]

Example. Relatively prime \( p \) and \( q \) generate a complete intersection semigroup with conductor \( (p - 1)(q - 1) \). This semigroup has semigroup presentation \( \langle x_1, x_2 : qx_1 = px_2 \rangle \). Its monomial curve \( \mathbb{C}[t^p, t^q] \) is presented as \( \mathbb{C}[z_1, z_2]/(z_1^q - z_2^p) \), with the isomorphism given by \( z_1 \mapsto t^p, z_2 \mapsto t^q \).

Let \( (\Delta, w') \) be a finite rooted tree (tree with one vertex singled out as “root”), whose root vertex \( w' \) is of valency 1. We visualize it with the root vertex at the top, so “downward” means in the direction away from the root. We assume also that \( \Delta \) has positive integer weights on all edges other than the root edge and that the weights on the downward edges at each non-root vertex are pairwise coprime. For example, one obtains such a tree if one picks some leaf \( w' \) of a splice diagram as root, and then forgets all “far weights” of the edges of the splice diagram (from the point of view of \( w' \)); equivalently, one forgets the “near weights” around each node.

In such a tree, the numbers \( \ell_{w'v} \) for \( v \neq w' \) are still defined (product of weights on edges directly adjacent to the shortest path from \( w' \) to \( v \)). We define the semigroup of \( (\Delta, w') \) to be the semigroup

\[
\text{sg}(\Delta) = \text{sg}(\Delta, w') := \mathbb{N}\langle \ell_{w'w} : w \text{ is a leaf of } \Delta \rangle
\]

(we use the shorter \( \text{sg}(\Delta) \) if the root vertex is clear). Each non-root vertex of \( \Delta \) cuts off a collection of subtrees below it. We say that \( (\Delta, w') \) satisfies the semigroup condition if the weight on the root edge of every such subtree is in the semigroup of the subtree.

Define an invariant \( \mu(\Delta, w') \) by

\[
\mu(\Delta) = \mu(\Delta, w') := 1 + \sum_{v \neq w'} (\delta_v - 2)\ell_{w'v}.
\]

Theorem 6.1. Let \( (\Delta, w') \) be a weighted rooted tree as above and \( \Gamma = \text{sg}(\Delta) \). Then

\[
2\delta(\Gamma) \leq \mu(\Delta),
\]

with equality if and only if \( (\Delta, w') \) satisfies the semigroup condition, in which case \( \Gamma = \text{sg}(\Delta) \) is a complete intersection semigroup. (It follows that the same result holds with \( 2\delta(\Gamma) \) replaced by \( c(\Gamma) \).)

If \( (\Delta, w') \) satisfies the semigroup condition we will describe the complete intersection equations; these equations will be associated to the nodes of \( \Delta \). We assign a variable \( z_j \) to each leaf \( w_j \) of \( \Delta \). The equations will generate the kernel of the map \( \mathbb{C}[z_1, \ldots, z_m] \to \mathbb{C}[t^\Gamma] \) given by \( z_j \mapsto t^{\ell_{w'w_j}} \).
For a node $v$ of the tree and a leaf $w_j$ below it let $l'_{vw_j}$ be the product of weights adjacent to the path from $v$ to $w_j$, excluding weights adjacent to $v$. For each downward edge $e$ at $v$ the semigroup condition tells us that the weight $p_e$ is a non-negative integer linear combination $p_e = \sum_j \alpha_j l'_{vw_j} \in \mathbb{C}[z_1, \ldots, z_m]$. We choose such an expression and denote by $M_e = \prod_j z_j^{\alpha_j}$ the corresponding monomial. Then:

**Scholium.** If $(\Delta, w')$ satisfies the semigroup condition in the above theorem then the equations associated to node $v$ are the equations that equate the monomials $M_e$ for the different downward edges at $v$.

If we replace each of these equations $M_e = M_e'$ by an equation $M_e = a_{ee'} M_{e'}$ with $a_{ee'} \in \mathbb{C}^*$ then we obtain the same monomial curve.

**Remark 6.2.** Delorme’s Proposition 9 in [6] implies that every complete intersection semigroup arises as in Theorem 6.1. Already in the three-generator case the minimal tree defining the semigroup need not be unique.

**Example.** If $\gcd(a, b) = \gcd(a, c) = \gcd(c, d) = 1$ then the tree

```
   a
   \downarrow
  b c
  \downarrow
 d
```

satisfies the semigroup condition and leads to the complete intersection monomial curve

$$\mathbb{C}[z_1, z_2, z_3]/(z_1^a - z_2^b, z_2^c - z_3^d) \cong \mathbb{C}[t^{bc}, t^{ac}, t^{ad}].$$

Exchanging $a$ with $c$ and $b$ with $d$ gives a different tree for the same semigroup.

**Proof of Theorem 6.1 and Scholium.** The second part of the scholium is an easy induction once the rest is proved, replacing $z_j \mapsto t^{\ell_{vw_j}}$ for $j > 1$ by $z_j \mapsto \lambda_j t^{\ell_{vw_j}}$ for suitable $\lambda_j \in \mathbb{C}^*$. So we will just prove the theorem and first part of the scholium.

Let $\Delta_1, \ldots, \Delta_n$ be the subtrees cut off by the bottom vertex $w_0$ of the root edge of $\Delta$ and let $p_i$ be the weight on the root edge of $\Delta_i$. Write $\Gamma_i = \text{sg}(\Delta_i, w_0)$, $P = p_1 \ldots p_n$ and $P_i = P/p_i$. Then

$$\Gamma = P_1 \Gamma_1 + \cdots + P_n \Gamma_n,$$

the semigroup consisting of all integers of the form $\sum P_i \gamma_i$, $\gamma_i \in \Gamma_i$. Moreover,

$$\mu(\Delta, w') = \sum_{i=1}^n (P_i \mu(\Delta_i, w_0) - 1) + (n - 1)P + 1.$$

By Lemma 6.3 below, the desired results now hold for $\Delta$ if they are true for each $\Delta_i$. The proof is thus an induction, with the induction start being the case that $\Delta$ consists of only a root edge and $\text{sg}(\Delta)$ is the one-generator semigroup $N$. □

**Lemma 6.3.** Suppose $\Gamma_i$ are semigroups for $i = 1, \ldots, n$, and $p_1, \ldots, p_n$ are pairwise coprime positive integers. Write $P = p_1 \ldots p_n$ and $P_i = P/p_i$. Let

$$\Gamma = P_1 \Gamma_1 + \cdots + P_n \Gamma_n.$$

Then
We shall prove the case \( n = 2 \). The case of general \( n \) follows from this case by an easy induction.

To prove (1) we count gaps in \( \Gamma \). A gap \( \gamma \) of \( \Gamma = p_2 \Gamma_1 + p_1 \Gamma_2 \) is either

(i) one of the \((p_1 - 1)(p_2 - 1)/2\) gaps of \( p_2 \mathbb{N} + p_1 \mathbb{N} \),

or it is of the form \( \gamma = p_2 \alpha + p_1 \beta \) for some \( \alpha, \beta \in \mathbb{N} \). In this case we will see that either:

(ii) \( \beta \) is the smallest \( \beta \in \Gamma_2 \) in its congruence class mod \( p_2 \), and \( \alpha \notin \Gamma_1 \), or

(iii) \( 0 \leq \alpha < p_1 \), and \( \beta \notin \Gamma_2 \).

Indeed, if we can express \( \gamma \) in the form \( \gamma = p_2 \alpha + p_1 \beta \) with \( \alpha, \beta \in \mathbb{N} \), then we can do so with \( 0 \leq \alpha < p_1 \). If this expression does not satisfy condition (iii) then \( \beta \in \Gamma_2 \). In this case decrease \( \beta \) by some multiple of \( p_2 \) (maybe zero) to make it the smallest \( \beta \in \Gamma_2 \) in its congruence class mod \( p_2 \), and simultaneously increase \( \alpha \) by the same multiple of \( p_1 \) to keep \( \gamma = p_2 \alpha + p_1 \beta \). Since \( \gamma \) is a gap of \( p_2 \Gamma_1 + p_1 \Gamma_2 \), we must have \( \alpha \notin \Gamma_1 \), so the expression now satisfies condition (ii).

Now there are exactly \( p_2 \delta(\Gamma_1) \) pairs \((\beta, \alpha)\) satisfying condition (ii) and \( p_1 \delta(\Gamma_2) \) pairs satisfying condition (iii), so there are at most \((p_1 - 1)(p_2 - 1)/2 + p_2 \delta(\Gamma_1) + p_1 \delta(\Gamma_2)\) gaps of \( \Gamma = p_2 \Gamma_1 + p_1 \Gamma_2 \). This number can be written \( \frac{1}{2} (p_2 (2 \delta(\Gamma_1) - 1) + p_1 (2 \delta(\Gamma_2) - 1) + p_1 p_2 + 1) \), so part (1) is proven.

This proof shows that we have equality in part (1) if and only if every element \( \gamma = p_2 \alpha + p_1 \beta \) satisfying condition (ii) or (iii) is a gap of \( \Gamma \) and there is no overlap between cases (ii) and (iii). Suppose now \( p_1 \notin \Gamma_1 \). Then if every \( p_2 \alpha + p_1 \beta \) satisfying (ii) is a gap of \( \Gamma \), there is an overlap: \((\alpha, \beta) = (p_1, 0)\) in condition (ii) shows that \( p_1 p_2 \) is a gap of \( \Gamma \), whence \( p_1 \notin \Gamma_2 \), so \( p_1 p_2 \) also has an expression with \((\alpha, \beta) = (0, p_2)\) satisfying condition (iii). Thus \( p_1 \notin \Gamma_1 \) implies inequality in part (1). Similarly for \( p_2 \notin \Gamma_2 \), so part (2) is proved.

For statement (3), we show that \( i \geq 0 \) added to the right hand side of the inequality of part (3) gives an element of \( \Gamma \). The sum of the last two terms of

\[ p_2 c(\Gamma_1) + p_1 c(\Gamma_2) + (p_1 - 1)(p_2 - 1) + i \]

is in the semigroup generated by \( p_1 \) and \( p_2 \), say \( p_1 \alpha + p_2 \beta \); so the whole expression equals

\[ p_2 (c(\Gamma_1) + \beta) + p_1 (c(\Gamma_2) + \alpha) \]

which by definition of conductors is clearly in \( \Gamma \).

For statement (4), suppose \( p_1 \in \Gamma_1 \) and \( p_2 \in \Gamma_2 \), but

\[ p_2 c(\Gamma_1) + p_1 c(\Gamma_2) + (p_1 - 1)(p_2 - 1) - 1 = p_2 \lambda + p_1 \pi \]

for some \( \lambda \in \Gamma_1 \), \( \pi \in \Gamma_2 \).
Modulo $p_1$ this equation says $c(\Gamma_1) - 1 \equiv \lambda$, so
\[ c(\Gamma_1) - 1 = \lambda + p_1t, \]
for some integer $t$.

Inserting this in the previous equation gives
\[ c(\Gamma_2) - 1 = \pi + p_2(-1 - t). \]

Since one of $t$ and $-1 - t$ is $\geq 0$ and $\lambda, p_1 \in \Gamma_1$ and $\pi, p_2 \in \Gamma_2$, one gets either $c(\Gamma_1) - 1 \in \Gamma_1$ or $c(\Gamma_2) - 1 \in \Gamma_2$, a contradiction.

Part (5) is now immediate: (2) and (4) show
\[ (\text{equality in (1)}) \Rightarrow (p_1 \in \Gamma_1 \text{ and } p_2 \in \Gamma_2) \Rightarrow (\text{equality in (3)}), \]
and if the $\Gamma_i$ are symmetric then $c(\Gamma) \leq 2\delta(\Gamma)$ and $c(\Gamma_i) = 2\delta(\Gamma_i)$, so equality in (3) implies equality in (1).

Part (6) is proved in [6]. (In this paper we use only that $\Gamma$ is a complete intersection if both $\Gamma_1$ and $\Gamma_2$ are; this follows from part (7).)

For part (7), let $\Gamma_1 = \langle x_1, \ldots, x_n : s_1, \ldots, s_k \rangle$ and $\Gamma_2 = \langle y_1, \ldots, y_m : r_1, \ldots, r_t \rangle$ be commutative semigroup presentations of $\Gamma_1$ and $\Gamma_2$ and let $p_1 = v(x_1, \ldots, x_n)$ and $p_2 = w(y_1, \ldots, y_m)$ be expressions for $p_1$ and $p_2$ in these semigroups. Suppose $p_2\gamma_1 + p_1\gamma_2 = p_2\gamma'_1 + p_1\gamma'_2$ equates two elements of $\Gamma = p_2\Gamma_1 + p_1\Gamma_2$, with $\gamma_1, \gamma'_1 \in \Gamma_1$ and $\gamma_2, \gamma'_2 \in \Gamma_2$. Let $\gamma_1 = g_1(x_1, \ldots, x_n)$ be an expression for $\gamma_1 \in \Gamma_1$ in terms of the generators (and hence for $p_2\gamma_1$ in $p_2\Gamma_1$), and similarly $\gamma'_1 = g'_1(x_1, \ldots, x_n)$.

With no loss of generality $\gamma_1 \geq \gamma'_1$ in $\mathbb{N}$. Then, working in $\mathbb{N}$, we have $p_2(\gamma_1 - \gamma'_1) = p_1(\gamma'_2 - \gamma_2)$, so $\gamma_1 - \gamma'_1 = sp_1$ and $\gamma'_2 - \gamma_2 = sp_2$ for some $s$ in $\mathbb{N}$. In particular, the equations $g_1 = sv + g'_1$ and $g_2 = sw + g_2$ hold in $\Gamma_1$ and $\Gamma_2$, so they must follow from the relations of these semigroups. Thus, using the additional relation $v = w$, we deduce $g_1 + g_2 = sv + g'_1 + g_2 = sw + g'_1 + g_2 = g'_1 + g'_2$, as desired. □

6.1. Normal form monomials. Suppose now that $(\Delta, w')$ satisfies the semigroup condition and put $\Gamma = \text{sg}(\Delta)$. We wish to describe a monomial basis for the corresponding complete intersection curve $\mathbb{C}[z_1, \ldots, z_m]/(\text{relations})$. That is, we want “normal form” monomials in $z_1, \ldots, z_m$ so that each $t^\gamma$ with $\gamma \in \Gamma$ is the image of exactly one monomial under the map $\mathbb{C}[z_1, \ldots, z_m] \rightarrow \mathbb{C}[t^\Gamma]$ given by $z_j \rightarrow t^{w'_w}$. We will do this by systematically trying to eliminate variables with small index.

We assume that the tree $\Delta$ is drawn so that the indices $i = 1, \ldots, m$ of the leaves increase from left to right. For any node $v$ and outward edge $e$ at $v$ let $\Delta_{ve}$ be the subtree below $v$ with root vertex $v$ and root edge $e$.

If $M$ is a monomial, let $M_{ve}$ be the submonomial of $M$ determined by the variables corresponding to leaves of $\Delta_{ve}$. This monomial represents $t^\alpha \in \mathbb{C}[t^\text{sg}(\Delta_{ve})]$ for some $\alpha$. We will say $M$ is in normal form if for every $v$ and $e$ as above so that $e$ is not the rightmost edge at $v$, $\alpha - p_e \not\in \text{sg}(\Delta_{ve})$.

If $M$ is not in normal form at some $(v, e)$ then we could replace $M_{ve}$ in $M$ by $M'_{ve}$, where $e'$ is the rightmost edge at $v$, $M'_{ve}$ is a monomial representing $t^\alpha-p_{e'} \in \mathbb{C}[t^\text{sg}(\Delta_{ve})]$ and $M_{e'}$ is a monomial representing $p_{e'} \in \mathbb{C}[t^\text{sg}(\Delta_{ve})]$. Since $p_{e'} \in \mathbb{C}[t^\text{sg}(\Delta_{ve})]$ and $p_{e'} \in \mathbb{C}[t^\text{sg}(\Delta_{ve})]$ become equal in $\mathbb{C}[t^\text{sg}(\Delta)]$, this does not change the value of $M$. It is easy to see this process must eventually stop. A
simple induction shows that it yields a unique normal form for $M$. Normal form
monomials thus provide the desired monomial basis of $\mathbb{C}[z_1, \ldots, z_m]/(\text{relations})$.
The following example will be important in the next section.

**Example 5.** Let

$$\Delta = \begin{array}{c}
\circ \\
\downarrow \\
\circ \\
\circ \\
\circ
\end{array}$$

so $\Gamma$ is the semigroup generated by the $P_i = P/p_i$. The monomial curve

$$(t^{P_1}, t^{P_2}, \ldots, t^{P_n})$$

is the complete intersection curve singularity defined by the equations

$$z_i^{P_i} - z_n^{P_n} = 0, \quad i = 1, \ldots, n - 1.$$

The conductor $c(\Gamma)$ is

$$P \left( n - 1 - \sum (1/p_i) \right) + 1.$$

The monomial basis described above is

$$\{ z_1^{\alpha_1} \ldots z_n^{\alpha_n} : \alpha_i < p_i \text{ for all } i = 1, \ldots, n - 1 \}.$$

More generally, applied to a tree of the form

$$\Delta = \begin{array}{c}
\circ \\
\downarrow \\
\circ \\
\circ \\
\circ
\end{array}$$

which satisfies the semigroup condition, the above procedure will again give the
monomial basis

$$\{ z_1^{\alpha_1} \ldots z_n^{\alpha_n} : \alpha_i < p_i \text{ for all } i = 1, \ldots, n - 1 \}.$$

(However, with a different ordering of the variables the monomial basis for this
example can be considerably more complicated.)

7. **Geometric genus and Theorem 2**

In this section we will prove Theorem 2 by computing geometric genus (see
Theorem 3.3).

Let $(X, o)$ be a germ of a normal surface singularity, with analytic local ring $\mathcal{O}$.
Consider a good resolution $\pi : (Y, E) \to (X, o)$, i.e., the exceptional fiber $E = \bigcup E_i$
Let the preceding discussion, the statement to be proved is

\[ p_g(X) = \dim H^1(O_Y) = \dim \frac{H^0(U, K_U)}{H^0(Y, K_Y)}, \]

where \( U = X - \{ o \} = Y - E \), and \( K \) denotes canonical line bundle (or its sheaf of sections).

If \((X, o)\) is Gorenstein, let \( \omega \) be a nowhere-0 holomorphic two-form on \( U \). Define the canonical ideal \( J \) of \( O \) by

\[ J = \{ f \in O : f \omega \text{ is regular on } Y \}. \]

Then clearly

\[ p_g(X) = \dim O/J. \]

Let \( E_\alpha, \alpha = 1, \ldots, t \) be those exceptional curves which either have positive genus, or intersect at least three other curves. Let \( G \) be the union of the remaining curves (the “strings” in the resolution). The blowing-down \( Y \to Y' \) of \( G \) gives a space with only cyclic quotient singularities (if \( Y' \) is the minimal good resolution then \( Y' \) is the “log-canonical resolution”); since these singularities are rational, regular forms in a punctured neighborhood automatically extend regularly on a resolution. Therefore, \( f \in J \) if and only if \( f \omega \) extends regularly over the \( t \) particular curves \( E_\alpha \). Let \( \nu_\alpha \) be the valuation on \( O \) given by order of vanishing along \( E_\alpha \), and let \( k_\alpha - 1 \) denote the order of the pole of \( \omega \) along that curve. We conclude that

\[ J = \{ f \in O : \nu_\alpha(f) \geq k_\alpha - 1, \alpha = 1, 2, \ldots, t \}. \]

In our case we can improve \( k_\alpha - 1 \) to \( k_\alpha \).

**Proposition 7.1.** Let \((X, o)\) be the germ of a Gorenstein surface singularity, whose link is a rational homology sphere. Let \((Y, E) \to (X, o)\) be the minimal good resolution, and let \( E_1, \ldots, E_t \) be the exceptional curves of valency \( \geq 3 \). Let \( k_\alpha \) be the coefficient of \( E_\alpha \) in the divisor \( -(K + E) \), and \( \nu_\alpha \) the corresponding valuation of the local ring \( O \) of \( X \). Then the geometric genus of \( X \) is the colength of the ideal

\[ J = \{ f \in O : \nu_\alpha(f) \geq k_\alpha, \alpha = 1, \ldots, t \}. \]

**Proof.** By the preceding discussion, the statement to be proved is

\[ H^0(Y, K_Y) = H^0(Y - G, K_Y + E). \]

We will do this in two steps:

\[ H^0(Y, K_Y) = H^0(Y, K_Y + E) = H^0(Y - G, K_Y + E). \]

Since the link of \( X \) is a \( \mathbb{Q} \)-homology-sphere, the exceptional curve \( E \) is the transverse union of smooth rational curves \( E_i \), no three through a point, with contractible dual graph. It follows that \( h^1(O_E) = 0 \). (Proof: write \( E = E_1 + F \), where \( E_1 \) is a component of \( E \) that meets the rest \( F \) of \( E \) in a single point; the surjection \( O_E \to O_F \) has kernel \( O_{E_1}(-F) = O(-1) \), so the claim follows by induction on the number of components of \( E \).)

Denote \( K_Y \otimes O_E(E) \) by \( K_E \) (called the dualizing sheaf in [1], Section II.1). Serre duality implies that, for any line bundle \( L \) on \( E \), \( H^1(E, L) \) is dual to \( H^0(E, L^* \otimes K_E) \) (e.g., [1], Theorem II(6.1)). Taking \( L \) trivial we see \( h^0(K_E) = 0 \). The adjunction sequence \( 0 \to K_Y \to K_Y + E \to K_E \to 0 \) (called “residue sequence” in [1], Section II.1) now gives \( 0 \to H^0(K_Y) \to H^0(K_Y + E) \to H^0(K_E) = 0 \), proving the first equality \( H^0(K_Y) = H^0(K_Y + E) \)
The second equality \( H^0(Y, K_Y + E) = H^0(Y - G, K_Y + E) \) holds generally, without the condition on the link. In fact, if \( G \) is any union of components of \( E \) and \( L \) any divisor supported on \( E \), then it is easy to see that \( H^0(Y, L) = H^0(Y - G, L) \) so long as \( L \cdot G_i \leq 0 \) for each component of \( G \) (for a stronger statement see [8]), so we must just show that \( H^0(Y, L) = H^0(Y - G, L) \) so long as \( L \cdot G_i \leq 0 \) for each component of \( G \) (for a stronger statement see [8]), so we must just show that \( (K + E) \cdot G_i \leq 0 \) for all \( i \). But \( G_i \) is a smooth rational curve, so \( (K + E) \cdot G_i \) equals \(-2\) plus the number of intersections of \( G_i \) with the other curves of \( E \). This result is \(-1\) if \( G_i \) is an end curve of the graph, or \( 0 \) otherwise. In either case, the condition is fulfilled, and our result follows.

While the \( k_i \) are determined from the resolution graph (see Proposition 4.1), in some cases they can be computed directly from the equations defining \( O \).

**Proposition 7.2.** Let \( \mathbb{C}[z_1, \ldots, z_s]/(f_1, \ldots, f_{s-2}) \) define an isolated complete intersection surface singularity at the origin. For an exceptional curve \( E_1 \) in a resolution, with valuation \( \nu = \nu_1 \), consider the filtration defined by \( I_n = \{ f : \nu(f) \geq n \} \). Assume that the associated graded of this filtration is a complete intersection integral domain, with the \( z_i \) inducing homogeneous generators, and defined by the \( \nu \)-leading forms \( f_j, j = 1, \ldots, s-2 \). Then the invariant \( k_1 \) is computed as

\[
 k_1 = \sum_{j=1}^{s-2} \nu(f_j) - \sum_{i=1}^{s} \nu(z_i).
\]

**Proof.** We may interpret

\[
 \omega = dz_1 \wedge \cdots \wedge dz_s / df_1 \wedge \cdots \wedge df_{s-2}.
\]

On the associated graded, this gives a two-form of total weight

\[
 \Sigma \nu(z_i) - \Sigma \nu(f_j).
\]

In terms of local coordinates in a neighborhood of a general point of \( E_1 \), one finds the order of the pole of \( \omega \) is one more than the weight, as desired.

If our singularity is a complete intersection of splice type and \( E_1 \) corresponds to a node \( v \) of the splice diagram, then, in the terminology of the preceding section, \( \nu(z_i) \) is the \( v \)-weight of \( z_i \), so \( \nu(z_i) \) is the product of splice diagram weights adjacent to the path from node \( v \) to leaf \( i \). It is easy to see that the formula of the above proposition is then equivalent to that of Proposition 4.1.

**Example 6.** The last two propositions give a well-known result for a weighted homogeneous complete intersection: the geometric genus is the sum of the dimensions of the graded pieces of weight less than or equal to \( k_1 \) above. In particular, let \( V(p_1, \ldots, p_n) \) (with \( p_1 \) pairwise relatively prime) be a Brieskorn complete intersection, defined by

\[
 z_i^{p_i} + a_1 z_{n-1}^{p_{n-1}} + a_n z_n^{p_n} = 0, \quad i = 1, \ldots, n-2.
\]

Let \( P = p_1 \cdots p_n, P_i = P/p_i \). Then

\[
 k_1 = (n-2)P - \sum P_i = P(n-2 - \Sigma(1/p_i))
\]
Using the monomial basis $z_1^{i_1} \cdots z_n^{i_n}$ with $i_k < p_k$, $k = 1, \cdots, n - 2$, one computes

$$p_g(V(p_1, \ldots, p_n)) = \# \{ (i_1, i_2, \cdots, i_n) \in (\mathbb{Z}_{\geq 0})^n : \sum_{k=1}^n (i_k + 1)/p_k < n - 2; \ i_k < p_k, \ k = 1, \cdots, n - 2 \}.$$  

To extend this calculation to singularities corresponding to more complicated splice diagrams, we need one monomial basis which works for every filtration defined by a node of the splice diagram.

Suppose we have a complete intersection $(X, p)$ of splice type corresponding to a splice diagram $\Delta$. For convenience of notation we will assume equations of strict splice type (no higher order terms); the identical proofs will handle the general case. Let $v$ be the valuation associated to the node $v$ of $\Delta$ (see Theorem 2.1). Let the edges around $v$ be $e_1, \ldots, e_n$ with weights $d_{ve_i} = p_i$, $i = 1, \ldots, n$ at $v$. For each node $v'$ of $\Delta$ the equations have the form $\sum a_{v'} M_{e', v'} = 0$, sum over the edges $e'$ at $v'$, where $M_{e', v'}$ is an admissible monomial at $v'$ and $a_{v'} \in \mathbb{C}$. If $v' \neq v$ and $e'$ is the edge on the path from $v'$ to $v$ we will call $M_{e', v'}$ a near monomial at $v'$ for $v$. Thus there is one near monomial for $v$ associated to each node other than $v$.

**Theorem 7.3.** The associated graded ring $R$ of $(X, p)$ with respect to the filtration associated to $\nu$ is a reduced and irreducible complete intersection, defined by the same equations as $(X, p)$ but with the coefficients of all near monomials for $v$ set to zero (so only the equations associated to the node $v$ remain unchanged). Its normalization is the Brieskorn complete intersection $V(p_1, \ldots, p_n)$.

We will need a specific basis of the graded ring $R$.

**Proposition 7.4.** Choose an edge $e$ at $v$ and picture the edge $e$ as horizontal, with $v$ on the left. Cut the edge $e$ at its midpoint and use this midpoint as root of the resulting trees $\Delta^L_v$ on the left and $\Delta^R_v$ on the right (so these are rooted trees and $\Delta^L_v$ contains $v$). Let $M^L_v$ and $M^R_v$ be monomial bases for the monomial curves of $\Delta^L_v$ and $\Delta^R_v$, constructed as in subsection 6.1. Then the set of monomials $M^L_v M^R_v = \{ M_1 M_2 : M_1 \in M^L_v, M_2 \in M^R_v \}$ forms a $\mathbb{C}$-basis of the associated graded ring $R$. The integer $k_v$ is given by

$$k_v = d_{ve}(C^L - 1) + \frac{d_w}{d_{ve}}(C^R - 1) \quad = p_j(C^L - 1) + P_j(C^R - 1) \text{ if } e = e_j$$

where $C^L$ and $C^R$ are the conductors of the semigroups $\text{sg}(\Delta^L_v)$ and $\text{sg}(\Delta^R_v)$.

**Proof of Theorem 7.3 and Proposition 7.4.** Let $v'$ be the valuation associated to $v'$. If $z_w$ is the variable associated to a leaf $w$ then one checks easily that

$$\nu(z_w) \cdot \frac{\nu'(z_w)}{\nu'(z_w)} = \ell_{v'w} D_{e_1'} \cdots D_{e_k'}$$

where:

- $\ell_{v'w}$ is, as usual, the product of weights adjacent to the path from $v'$ to $v$;
- $d_{v'}$ is the product of edge weights at $v'$;
- $e_1', \ldots, e_k'$ are the edges that are on the path from $v'$ to $v$ but not on the path from $w$ to $v$;
- for any edge $e$, $D_e$ is the product of the edge weights on $e$ divided by the product of edge weights directly adjacent to $e$ (so $D_e > 1$ by the edge determinant condition).
Thus \( \nu(z_w)/\nu'(z_w) \) takes its minimum value (namely \( \ell_{e'v}/d_{e'} \)) if and only if \( w \) is beyond \( v' \) from the point of view of \( v \). It follows that the admissible monomials at \( v' \) all have the same \( \nu \)-weight except for the near monomial for \( v \), which has higher \( \nu \)-weight. Hence, the ideal defining the associated graded ring \( R \) contains polynomials obtained from our equations by setting coefficients of near monomials equal to zero. We will show these generate an ideal whose quotient is an integral domain of dimension 2, hence yield the full associated graded.

For convenience of notation we will take \( e = e_n \) for this proof. We may assume (see Section 2) that the equations associated to the node \( v \) are

\[
M_{e_i} + a_i M_{e_{i-1}} + b_i M_{e_n} = 0, \quad i = 1, \ldots, n - 2
\]

For each \( j = 1, \ldots, n \), let \( \Delta_j \) be the tree cut off away from \( v \) at the midpoint of \( e_j \) (so \( \Delta_n = \Delta^R_i \)). By the Scholium to Theorem 6.1, the equations for the associated graded \( R \) that correspond to nodes in \( \Delta_j \) give a complete intersection description of the monomial curve \( \mathbb{C}[X_j^{sg(\Delta_j)}] \). Let \( \phi_j : \mathbb{C}[z_w, w] \to \mathbb{C}[X_j^{sg(\Delta_j)}] \) be the corresponding homomorphism. Then \( \phi_j(M_{e_j}) = c_j X^{p_j} \) for some \( c_j \in \mathbb{C}^* \). Together these homomorphisms \( \phi_j \) give a homomorphism \( \phi \) of \( R \) to the Brieskorn complete intersection defined by the equations

\[
c_i X_i^{p_i} + c_{i-1} a_i X_{i-1}^{p_{i-1}} + c_n b_i X_n^{p_n} = 0, \quad i = 1, \ldots, n - 2.
\]

Let \( z_1, \ldots, z_k \) be the variables corresponding to nodes of \( \Delta \) in \( \Delta^L_i \) and \( z_{k+1}, \ldots, z_N \) the remaining variables, corresponding to nodes in \( \Delta^R_i \). The graded equations corresponding to nodes in \( \Delta^L_i \) are equations for the complete intersection curve defined by \( \Delta^L_i \) except for additional terms \( b_i M_{e_n} \) (in the equations corresponding to node \( v \)). The procedure of subsection 6.1 to put a monomials in normal form will therefore change a monomial \( M \) in the variables \( z_1, \ldots, z_k \) into a linear combination of monomials of the form \( M'M_{e_n}^\alpha \), \( \alpha \geq 0 \), with \( M' \in \mathcal{M}^L_i \). Thus, given any monomial in \( z_1, \ldots, z_N \), we first apply the graded equations corresponding to nodes in \( \Delta^L_i \) to put anything involving \( z_1, \ldots, z_k \) in \( \mathcal{M}^L_i \)-normal form (at the expense of adding factors \( M_{e_n} \)), and then apply the graded equations corresponding to nodes in \( \Delta^R_i \) to put anything involving \( z_{k+1}, \ldots, z_N \) into \( \mathcal{M}^R_i \)-normal form. It follows that the set \( \mathcal{M}^L_i \mathcal{M}^R_i \) is a \( \mathbb{C} \)-spanning set for the graded ring \( R \). On the other hand, one can check that the set

\[
\{ \phi(M_1 M_2) : M_1 \in \mathcal{M}^L_i, M_2 \in \mathcal{M}^R_i \} \subset \mathbb{C}[X_1, \ldots, X_n]/(\text{relations } (6))
\]

is linearly independent (we will not give a detailed proof of this, since it is immediate in the case below to which we apply this proposition). Hence \( \mathcal{M}^L_i \mathcal{M}^R_i \) is a monomial basis for \( R \). Moreover, since \( \phi \) is birational, \( \phi \) is the normalization of \( R \). Finally, the calculation of \( k_v \) is straightforward, using either Proposition 7.2 or Proposition 4.1. \( \square \)

Note that the monomial basis given by the above proposition depends on the choice of edge and also on the ordering of the variables. Although the proposition gives the same monomial basis for the valuations corresponding to the two ends of the edge, if we take a different node we will have to take a different edge and will in general get a different monomial basis. However, to apply this proposition to compute the geometric genus of \((X, p)\) we shall need the same monomial basis for
all the valuations. This turns out to be possible for splice diagrams of the type

\[
\Delta = \begin{array}{c}
\circ \quad \circ \quad \circ \\
p_1 & q_1 & q_1' \\
p_{k_1} & p_{k_1+1} & \ldots & p_{k_2} \\
q_2 & \ldots & \ldots & q_{r-1} & q_r' \\
p_{k_r+1} & \ldots & p_{k_{r+1}}
\end{array} = \begin{array}{c}
\circ \quad \circ \quad \circ \\
q_1' & q_2 & q_1 \\
p_{k_1+1} & \ldots & p_{k_2} \\
q_{r-1} & \ldots & \ldots & q_r & q_r' \\
p_{k_{r+1}} & \ldots & p_{k_1+1}
\end{array}
\]

We number the nodes and edges of this diagram \(v_0, \ldots, v_r\) and \(e_1, \ldots, e_r\) from left to right. The valuation for node \(v_i\) will be denoted \(\nu_i\).

For the edge \(e = e_i\) joining nodes \(v_{i-1}\) and \(v_i\) we divide the variables \(z_1, \ldots, z_N\) into two groups, ordered as follows:

\[
z_{k_i}, z_{k_i-1}, \ldots, z_1,
\]
\[
z_{k_i+1}, z_{k_i+2}, \ldots, z_N
\]

We apply the above proposition for this particular edge \(e\). Example 5 gives the monomial bases

\[
\mathcal{M}^L = \{z_1^{\alpha_1} \cdots z_{k_i}^{\alpha_{k_i}} : 0 \leq \alpha_i < p_i \text{ for } i = 2, \ldots, k_i\}
\]
\[
\mathcal{M}^R = \{z_{k_i+1}^{\alpha_{k_i+1}} \cdots z_N^{\alpha_N} : 0 \leq \alpha_i < p_i \text{ for } i = k_i + 1, \ldots, N - 1\}
\]

for the two semigroups in question, so we get:

**Lemma 7.5.** For each valuation \(\nu_i\) of the above \(\Delta\),

\[
\mathcal{M} := \{z_1^{\alpha_1} \cdots z_N^{\alpha_N} : 0 \leq \alpha_i < p_i \text{ for } i = 2, \ldots, N - 1\}
\]

is a monomial basis for the associated graded ring \(R\).

We continue to consider the edge \(e = e_i\) of \(\Delta\) with left end node \(v = v_{i-1}\). We can consider \(\Delta^L\) and \(\Delta^R\) also as splice diagrams, and then \(\Delta\) is the result of splicing them at their root leaves.

**Theorem 7.6.** The geometric genus \(p_g(\Delta)\) of the splice type singularity determined by \(\Delta\) is given inductively by

\[
(1/4)C^L C^R + p_y(\Delta^L_e) + p_y(\Delta^R_e)
\]

where \(C^L, C^R\) are the conductors of the semigroups \(\text{sg}(\Delta^L_e, w')\) and \(\text{sg}(\Delta^R_e, w')\)

**Corollary 7.7.** The Casson Invariant Conjecture holds for the splice type singularity determined by the above splice diagram \(\Delta\).

**Proof of Corollary.** By Theorem 3.3, the corollary follows by induction as soon as we know that the geometric genus satisfies an appropriate formula. The formula of Theorem 7.6 is the right one since \(C^L\) and \(C^R\) are the Milnor numbers of the knots corresponding to the root leaves of \(\Delta^L_e\) and \(\Delta^R_e\) (Theorem 2.2).

**Proof of Theorem 7.6.** The canonical ideal of the singularity \((X, p)\) consists of those \(f\) for which \(\nu_j(f) \geq k_{v_j}\) for \(j = 0, \ldots, r\). Using the linearly independent monomials of the above lemma, the geometric genus thus equals the number of elements \(M\) of

\[
\mathcal{M} = \{z_1^{\alpha_1} \cdots z_N^{\alpha_N} : 0 \leq \alpha_i < p_i \text{ for } i = 2, \ldots, N - 1\}
\]

satisfying

\[
(7) \quad \nu_i(M) < k_{v_i} \quad \text{for some } i = 0, \ldots, r.
\]
We will call this condition “condition \( K(v_i) \).” So we want to count the \( M \in \mathcal{M} \) for which condition \( K(v) \) holds for some node \( v \).

Let \( e = e_i \). For a monomial \( M = z_1^{a_1} \ldots z_N^{a_N} \), write \( M = M_L M_R \) with \( M_L = z_1^{a_1} \ldots m_{k_i}^{a_{k_i}} \) and \( M_R = z_{k_i+1}^{a_{k_i+1}} \ldots z_N^{a_N} \). The monomial \( M \) is in \( \mathcal{M} \) if and only if \( M_L \) and \( M_R \) are normal form monomials for the semigroups \( \text{sg}(\Delta^L_e) \) and \( \text{sg}(\Delta^R_e) \).

Denote the nodes at the left and right end of \( e = e_i \) by \( v = v_{i-1} \) and \( v' = v_i \) and the associated valuations by \( \nu = \nu_{i-1} \) and \( \nu' = \nu_i \). Denote

\[
\ell_e(M_L) := \sum_{j=1}^{k_i} \alpha_j \ell_w w_j, \quad \ell_e(M_R) := \sum_{j=k_i+1}^{N} \alpha_j \ell_w w_j
\]

where \( w \) is the root vertex of \( \Delta_e^L \) or \( \Delta_e^R \) and \( \ell_w w_j \) is computed in \( \Delta_e^L \) or \( \Delta_e^R \).

(Thus \( \ell_e(M_L) \) and \( \ell_e(M_R) \) are the values in the semigroups \( \text{sg}(\Delta_e^L) \) and \( \text{sg}(\Delta_e^R) \) corresponding to the monomials \( M_L \) and \( M_R \).) Then

\[
\nu(M) = d_{ve} \ell_e(M_L) + (d_v/d_{ve}) \ell_e(M_R).
\]

By Proposition 7.4 condition \( K(v_{i-1}) \) can thus be written

\[
(8) \quad d_{ve} \ell_e(M_L) - C^L + 1 + (d_v/d_{ve}) (\ell_e(M_R) - C^R + 1) < 0
\]

By symmetry, condition \( K(v_i) \) can be written

\[
(9) \quad (d_{v'}/d_{v'e}) (\ell_e(M_L) - C^L + 1) + d_{v'e} (\ell_e(M_R) - C^R + 1) < 0.
\]

Denote

\[
X_i := \ell_e(M_L) - C^L + 1 \quad Y_i := \ell_e(M_R) - C^R + 1,
\]

so (8) and (9) can be written

\[
K(v_{i-1}) : \quad d_{ve} X_i + (d_v/d_{ve}) Y_i < 0,
\]

\[
K(v_i) : \quad (d_{v'/d_{v'e}}) X_i + d_{v'e} Y_i < 0.
\]

Note that \( X_i \neq 0 \) since \( \ell_e(M_L) \) is in the semigroup \( \text{sg}(\Delta_e^L) \) with conductor \( C^L \).

Similarly \( Y_i \neq 0 \). We will count the monomials \( M \in \mathcal{M} \) that satisfy condition \( K(v) \) for some node \( v \) by subdividing into the following cases.

1. \( X_i < 0 \) and \( Y_i < 0 \) (so \( K(v_{i-1}) \) and \( K(v_i) \) hold),
2. \( Y_i > 0 \) and \( K(v_j) \) holds for some \( j \leq i - 1 \),
3. \( X_i > 0 \) and \( K(v_j) \) holds for some \( j \leq i \),
4. \( Y_i > 0 \) and \( K(v_j) \) holds for some \( j \geq i \) and fails for all \( j \leq i - 1 \),
5. \( X_i > 0 \) and \( K(v_j) \) holds for some \( j \leq i - 1 \) and fails for all \( j \geq i \).

These cases cover all possibilities. We shall show that cases (4) and (5) are empty and that Cases (1), (2), (3) are mutually exclusive and lead to the three terms on the right in the theorem.

1. The number of monomials \( M_L \) in normal form with \( \ell_e(M_L) < C^L - 1 \) is the number of elements bounded by \( C^L \) in the semigroup \( \text{sg}(\Delta_e^L) \). This is exactly \( C^L/2 \). Similarly for \( M_R \), so the set of \( M \in \mathcal{M} \) with both \( \ell_e(M_L) - C^L + 1 < 0 \) and \( \ell_e(M_R) - C^R + 1 < 0 \) contributes the \((1/4)C^L C^R\) of the theorem.
2. The inequality \( \ell_e(M_R) - C^R + 1 > 0 \) says \( \ell_e(M_R) \geq C^R \), so there exists a unique monomial \( M_R \) in normal form with such a value of \( \ell_e(M_R) \). That is, if we put \( \alpha = \ell_e(M_R) - C^R \) then there is no constraint on \( \alpha \geq 0 \) for a corresponding \( M_R \) to exist. Consider the monomials \( M_L M_R \) and \( M_L M_R z^\alpha \), which are normal form monomials for the splice diagrams \( \Delta \) and \( \Delta_e^L \) respectively. A simple calculation, which we omit, shows that \( M_L M_R \) satisfies condition \( K(v_j) \) for \( \Delta \) with \( j \leq i - 1 \).
Let \((v_i)\) be a normal surface singularity whose link \(\Sigma\) is an integral homology sphere. Each leaf of the splice (or resolution) diagram gives a knot in \(\Sigma\), unique up to isotopy. A key point in the proof in [30], that splice diagram equations give integral homology sphere links, is to show that the variable \(z_i\) associated to a leaf cuts out the corresponding knot in \(\Sigma\). In other words, the curve \(C_i\) given by \(z_i = 0\) is irreducible, and its proper transform \(D_i\) on the minimal good resolution is smooth and intersects transversely the exceptional curve corresponding to the leaf of the splice diagram. We show that the existence of such functions implies the semigroup condition on the splice diagram.

**Theorem 8.1.** Let \((X, o)\) be a normal surface singularity whose link \(\Sigma\) is an integral homology sphere. Assume that for each of the \(t\) leaves \(w_i\) of the splice diagram \(\Delta\) of \(\Sigma\), there is a function \(z_i\) inducing the end knot as above. Then

1. \(\Delta\) satisfies the semigroup condition
2. \(X\) is a complete intersection of embedding dimension \(\leq t\)
3. \(z_1, \ldots, z_t\) generate the maximal ideal of the local ring of \(X\) at \(o\), and \(X\) is a complete intersection of splice type with respect to these generators.

**Proof.** Let \((Y, E) \to (X, o)\) be the minimal good resolution, \(z = z_1\) a function as above, \(C \subset X\) the irreducible Cartier divisor defined by \(z = 0\), \(D \subset Y\) its proper transform, and \(E_1 \subset Y\) the exceptional curve (which intersects \(D\) in one point) corresponding to the leaf of the splice diagram.

Let \(V\) be the value semigroup of \(C\). The orders of vanishing of the functions \(z_1, \ldots, z_t\) at \(D \cap E_1\) generate a subsemigroup \(\Gamma \subset V\) which we can compute from \(\Delta\) as follows. For each exceptional curve \(E_i\), let \(a_{ij}\) be the order of vanishing of \(z_j\) on \(E_i\), so, as a divisor, \((z_j) = \sum_i a_{ij}E_i + D_j\). The equations \(z_j^{-1}(0) \cdot E_k = 0\) imply
that $a_{ij}$ is the $ij$-entry of the matrix $(-E_i \cdot E_j)^{-1}$; so $a_{ij} = \ell_{ij}$ (see Theorem 9.1). Thus $\Gamma$ is the semigroup generated by $\ell_{ij}$, $j \geq 2$.

Theorem 6.1 implies $2\delta(\Gamma) \leq \mu(\Delta, w_1)$, where $\mu(\Delta, w_1)$ is described there and $\delta(\Gamma)$ denotes the number of gaps of $\Gamma$. But, by Theorem 2.2, $\mu(\Delta, w_1)$ is also equal to the $\mu$-invariant $\mu(C)$ of the curve $C$. Now $\mu(C) = 2\delta(V)$ (since we do not know a priori that the curve is Gorenstein, we must appeal to Buchweitz and Greuel [2] for this). Since the inclusion $\Gamma \subset V$ implies $\delta(V) \leq \delta(\Gamma)$, we conclude that $2\delta(V) = 2\delta(\Gamma) = \mu(\Delta, w_1)$. Thus $\Gamma = V$, and, by Theorem 6.1 again, $\Gamma = V$ is a complete intersection semigroup. This implies that $C$ is a positive weight deformation of the monomial curve $\mathbb{C}[t^\gamma : \gamma \in \Gamma]$ (e.g., Teissier’s appendix to [35] or [31]) and in particular is itself a complete intersection (with maximal ideal generated by the images of $z_2, \ldots, z_t$). It follows that $(X, o)$ is a complete intersection (with maximal ideal generated by $z_1, \ldots, z_n$). Finally, repeating the argument at every leaf gives all the semigroup conditions.

It remains to show that, using the functions $z_1, \ldots, z_t$ above, we can find splice equations for the singularity. This will proceed as follows: for each node $v$ of valency $\delta = \delta_v$, we will write down appropriate monomials in the $z_i$ which have the same weight at the node (i.e., order of vanishing along the corresponding exceptional curve), and conclude there are $\delta - 2$ independent linear dependence relations among these monomials, mod higher weight terms.

Let $E_v$ be the exceptional curve corresponding to the node $v$ and let $E_1, \ldots, E_\delta$ be the exceptional curves with intersect $E_v$, corresponding to the edges $e_1, \ldots, e_\delta$ at $v$. Choose a monomial $M_i$ of weight $d_v$ associated to each edge $e_i$ at $v$ (their existence is guaranteed by the semigroup condition). On the exceptional curve $E_v$ these monomials all vanish to order $d_v$. If we go to an adjacent node $v'$ of the splice diagram, as in

```
      p_1 v p_4 q'_4 v' q_4
      ↓   ↓   ↓   ↓   ↓
  p_{s-1}  ↓  q_4   ↓  q'_{s-1}
      ↓   ↓   ↓   ↓   ↓
```

then the order of vanishing of $M_i$ is $p_1 \ldots p_{s-1} q_4 \ldots q'_{s-1}$ for $i \neq \delta$ and the order of vanishing of $M_\delta$ is $p_4 q'_4$. In particular, at the exceptional curve corresponding to $v'$, $M_\delta$ vanishes to order $D$ more than the other $M_i$'s, where $D$ is the edge determinant of edge $e_\delta$. Now in the (unreduced) maximal splice diagram (see the Appendix; Section 9) we have a node for every exceptional curve and all edge determinants are 1. Thus we see that on each exceptional curve $E_v$ that intersects $E_v$, the $M_j$ with $j \neq i$ vanish to a common order and $M_i$ vanishes to one higher order. Thus, if we fix one of the neighboring exceptional curves, say $E_\delta$, then each ratio $M_i/M_\delta$ for $i \neq \delta$ gives a function on $E_v$ that has a pole of order 1 at the point $E_v \cap E_\delta$, a simple zero at the point of intersection $E_v \cap E_\delta$, and no other poles or zeros. It follows that there are $\delta - 2$ linearly independent relations among the $M_i$ up to higher order at $E_v$, as desired.

This gives us a collection of higher weight perturbations of equations of strict splice type and they are the complete intersection description of $(X, o)$ since they give the appropriate complete intersection curves when intersected with $z_j = 0$. □

It is a Riemann-Roch problem to determine if a singularity with homology sphere link has functions $z$ with the properties described above. An equivalent formulation is as follows: Let $F_1$ be the effective exceptional cycle on the minimal good
resolution \( Y \) so that it dots to 0 with every exceptional curve, save \( E_1 \), with which it dots to -1. Then \( \mathcal{O}(-F_1) \) should be a base-point free line bundle. (In such a case, a generic section \( z \) will have the desired property). However, it is not even known if there is any function at all giving an irreducible divisor on \( X \); this is certainly not the case for a general hypersurface singularity [13].

We give an application of the above theorem. Recall that we showed in Section 5 that if a surface singularity of the form \( z^n = g(x, y) \) has homology sphere link, then there is a splice type singularity with the same topology (and this singularity is analytically equivalent to one given by an equation of the form \( z^n = f(x, y) \)). This left open the question whether the original singularity \( z^n = g(x, y) \) is an equisingular deformation of the strict splice type singularity \( z^n = f(x, y) \) and hence of splice type.

**Corollary 8.2.** Any surface singularity with homology sphere link given by an equation \( z^n = g(x, y) \) is a splice type singularity.

**Proof.** We just sketch the proof. If the splice diagram for the plane curve \( g(x, y) = 0 \) is

\[
\begin{array}{c}
\vdots \\
p_1 \\
q_1 \\
\vdots \\
p_r \\
q_r \\
\vdots \\
\end{array}
\]

then it is known (see, e.g., [31]) that curves corresponding to ends of this splice diagram are cut out by polynomials (namely certain “approximate roots” \( g_i(x, y) \) of \( g(x, y) \)). It is easy to check that the functions \( g_i(x, y) \) then cut out curves in the surface \( z^n = g(x, y) \) corresponding to the ends of its splice diagram

\[
\begin{array}{c}
\vdots \\
p_1 \times n \\
q_1 \\
\vdots \\
p_r \times n \\
q_r \\
\vdots \\
\end{array}
\]

so Theorem 8.1 applies. \( \square \)

9. **APPENDIX: SPlicing AND PlUMBING**

In this appendix we recall the classification of \( \mathbb{Z} \)-homology sphere singularity links in terms of splice diagrams and describe how to recover a resolution diagram from the splice diagram.

We start with Seifert fibered manifolds. For the following results see [24]. Let \( \Sigma \) be a Seifert fibered homology 3-sphere other than \( S^3 \). Then it has at least 3 singular fibers and the degrees \( p_1, \ldots, p_r \) of these singular fibers are pairwise coprime. Conversely, given a set \( \{ p_1, \ldots, p_r \} \) of pairwise coprime integers \( p_i > 1 \) with \( r \geq 3 \), there is a unique Seifert fibered homology sphere \( \Sigma(p_1, \ldots, p_r) \) up to orientation with these singular fiber degrees. Moreover, \( \Sigma(p_1, \ldots, p_r) \) has a unique orientation for which it is a singularity link, so we give it this orientation. It is, in fact, the link of the Brieskorn complete intersection

\[
V(p_1, \ldots, p_r) := \{(z_1, \ldots, z_r) \in \mathbb{C}^r : a_{i1}z_1^{p_1} + \cdots + a_{ir}z_r^{p_r} = 0 \text{ for } i = 1, \ldots, r-2\},
\]

for a sufficiently general matrix \( (a_{ij}) \) of coefficients. By Hamm [9], “sufficiently general” means that all \((r-2) \times (r-2)\) minors should be non-singular.
We represent the homology sphere $\Sigma(p_1, \ldots, p_r)$ by the splice diagram

Each of the singular fibers of $\Sigma(p_1, \ldots, p_r)$ represents a knot in $\Sigma(p_1, \ldots, p_r)$ which we represent in a splice diagram by adding an arrowhead to the corresponding edge. Thus

represents the link in $\Sigma(2, 3, 5)$ consisting of the degree 2 and 3 singular fibers. Non-singular fibers are represented by adding new arrows at the central vertex weighted by 1, so

represents the knot in $\Sigma(2, 3, 5)$ consisting of one non-singular fiber.

There are Seifert fibrations of the 3-sphere with 2 or less singular fibers. For instance, $S^3$ can be fibered by copies of the $(p, q)$ torus knot, with one $p$-fold singular fiber and one $q$-fold singular fiber, so the splice diagram

is the diagram for the $(p, q)$ torus knot in $S^3$. Similarly

represents a pair of parallel $(1, q)$ torus knots (unknotted curves which link each other $q$ times).

If $K_1 \subset \Sigma_1$ is a knot in a homology sphere and $K_2 \subset \Sigma_2$ is another, then we form the *splice* of $\Sigma_1$ to $\Sigma_2$ along $K_1$ and $K_2$ as follows. Let $N_i$ be a closed tubular neighborhood of $K_i$ in $\Sigma_i$ for $i = 1, 2$ and let $\Sigma_i'$ be the result of removing its interior, so $\partial \Sigma_i' = T^2$. The splice is the manifold

where the gluing matches meridian in $\Sigma_1$ to longitude in $\Sigma_2$ and vice versa. ("Meridian" and "longitude" in $\Sigma_1'$ are the simple curves in $\partial \Sigma_1' = T^2$ that are null-homologous respectively in the removed solid torus $N_1$ or in $\Sigma_1'$.) We denote the splice by

$$\Sigma = \Sigma_1 \ K_1 \ K_2 \Sigma_2.$$

We represent splicing in terms of splice diagrams by gluing the diagrams at the arrowheads that represent the knots along which we are splicing. For instance,

![splice diagram]

represents the splice of two copies of \( \Sigma(2,3,7) \) along the knots represented by the degree 7 fibers.

As described in Section 1, the splice diagrams that classify homology sphere singularity links are precisely the splice diagrams with pairwise coprime positive weights around each node and with positive edge determinants (recall that the edge determinant is the product of the two weights on the edge minus the product of the weights adjacent to the edge).

The splice diagram for a homology sphere singularity link can be computed very easily from a resolution diagram for the singularity. Let \((X, o)\) be a normal surface singularity germ and \(\Sigma\) its link, that is, the boundary of a regular neighborhood of \(o\) in \(X\). Assume for the moment only that \(\Sigma\) is a rational homology sphere, that is \(H_1(\Sigma)\) is finite.

Let \(\pi: X \to X\) be a good resolution. “Good” means that the exceptional divisor \(E = \pi^{-1}(o)\) has only normal crossings. The rational homology sphere condition implies that \(E\) is rationally contractible; that is,

- each component of \(E\) is a smooth rational curve;
- the dual resolution graph \(T\) (the graph with a vertex for each component of \(E\) and an edge for each intersection of two components) is a tree.

We weight each vertex \(v\) of \(T\) by the self-intersection number \(E_v \cdot E_v\) of the corresponding component \(E_v\) of \(E\). The intersection matrix for \(T\) is the matrix \(A(T)\) with entries \(a_{vw} = E_v \cdot E_w\), that is,

\[
\begin{align*}
    a_{vw} &= 1 & \text{if } v \neq w \text{ and } v \text{ and } w \text{ are joined by an edge} \\
    a_{vw} &= 0 & \text{if } v \neq w \text{ and } v \text{ and } w \text{ are not joined by an edge} \\
    a_{vv} &= E_v \cdot E_v
\end{align*}
\]

It is well known that \(A(T)\) is negative-definite and its cokernel (also called the discriminant group) is \(H_1(\Sigma)\). In particular,

\[
d(T) := \det(-A(T))
\]

is the order of \(H_1(\Sigma)\).

We now assume that \(\Sigma\) is an \(\mathbb{Z}\)-homology sphere, so \(d(T) = 1\), that is, \(A(T)\) is unimodular. The splice diagram \(\Delta\) for \(\Sigma\) has the same overall shape as the resolution graph \(T\); its underlying graph is obtained from \(T\) by suppressing valency two vertices. The weights on edges are computed by the following procedure: At a vertex \(v\) of \(\Delta\) let \(T_{ve}\) be the subgraph of \(T\) cut off by the edge of \(T\) at \(v\) in the direction of \(e\), as in the following picture. The corresponding weight is then
$d_{ve} := d(T_{ve})$. 

**Example 7.** Here is an example of a resolution graph with homology sphere link. The reader can check that $A(T)$ is negative definite and unimodular.

$$T = \begin{array}{cccccc}
-2 & -1 & -17 & -1 & -2 \\
-3 & & & & & \\
\end{array}$$

Its splice diagram is:

$$\Delta = \begin{array}{cccccc}
\circ & 2 & 7 & 11 & 2 & \circ \\
\circ & 3 & & & 5 & \circ \\
\circ & 11 & 2 & & & \circ \\
\circ & 5 & 3 & & & \circ \\
\circ & 1 & 1 & 11 & 2 & \circ \\
\circ & 9 & 5 & 2 & & \circ \\
\end{array}$$

For example, the weight 7 on the left node of $\Delta$ is $d(T_{ve})$ with

$$T_{ve} = \begin{array}{ccccc}
-17 & -1 & -2 \\
\circ & & & & \circ \\
\circ & -3 & & & \circ \\
\end{array}$$

An algorithm to recover the resolution diagram from the splice diagram is given in [7]. Here we describe an easier method that arose from conversations with Paul Norbury (developed independently by Pierrette Cassou-Nogues [3], whose terminology of “maximal splice diagram” we have adopted—we called it “adjoint diagram”).

The **maximal splice diagram** is simply the version of the splice diagram that we get from the resolution graph if we do not first eliminate vertices of valency 2, and include edge weights at all vertices — also the leaves. Thus, for the above example, the maximal splice diagram is:

$$\Delta' = \begin{array}{cccccc}
11 & 2 & 7 & 1 & 1 & 28 \\
5 & 3 & & & 9 & 2 \\
5 & 3 & & & & 5 \\
11 & 2 & & & & \circ \\
\circ & 9 & 5 & 2 & & \circ \\
\end{array}$$

To compute the resolution graph from the splice diagram we will give algorithms to:

- compute the resolution graph from the maximal splice diagram, and
- compute the maximal splice diagram from the splice diagram.

We will need the following properties of the maximal splice diagram, which we prove later.

**Theorem 9.1.** 1. For any pair of vertices $v$ and $w$ of the maximal diagram let $\ell_{vw}$ be the product of the weights adjacent to, but not on, the shortest path from $v$ to $w$ in $\Delta'$. Then the matrix $L := (\ell_{vw})$ is the inverse matrix of $-A(T)$.

2. Every edge determinant for the maximal splice diagram is 1.

3. The edge-weight adjacent to a leaf $v$ of the maximal splice diagram is equal to $\lceil a/b \rceil$ where $a$ is the product of edge-weights adjacent to and just beyond the nearest node to $v$ and $b$ is the remaining weight adjacent to that node.
We remark that part 3. is valid also for the valency 2 vertices between the leaf and its nearest node. For example, for the right-most leaf of the above example $5 = \lceil 22/5 \rceil = \lceil 9/2 \rceil$.

9.1. **Resolution graph from maximal splice diagram.** The only issue is to recover the self-intersection weights $e_{v} := a_{vv}$ at vertices. The matrix equation $LA(T) = -I$ gives equations that will do this. We use the notation $w-v$ to mean vertices $w$ and $v$ are connected by an edge. Then for any vertex $w'$ adjacent to $v$, the $vw'$ entry of this matrix equation gives:

$$e_{v} = -\frac{1}{\ell_{vw'}} \left( \sum_{\{w:w-v\}} \ell_{ww'} \right).$$

Note that the product of the weights just beyond $w'$ from $v$ cancel in this formula, so they may be replaced by 1 for the calculation. For example, for

we get the resolution graph string

9.2. **Maximal splice diagram from splice diagram.** We describe how to recover the string of vertices and weights of the maximal splice diagram between any two vertices of a splice diagram. Suppose first both vertices are nodes with weights as follows,

and put $a = \prod_{i} a_{i}, d = \prod_{j} d_{j}$. If one of the vertices (say the right one) is a leaf instead of a node then we put $d = 1$. The desired string of vertices and weights between our two nodes will only depend on $a, b, c, d$, so we replace the above diagram by

Consider the following infinite linear graph:

We are going to refine this by adding vertices on this line until our vertices $a\circ b$ and $c\circ d$ appear on it. Vertices $x\circ y$ are ordered along the line by size of $x/y$. Thus such a vertex either is already a vertex of the linear graph, or it falls on an existing edge. In the latter case we subdivide the edge as follows:

We repeat this process until both our desired vertices appear, and then the portion of the linear graph between them is what we were seeking.
For example, here is the process to create the string for \(10 \cdot 7 \cdot 11 \cdot 6\).

We mark the positions of these vertices, until they are found, by \(\lor\).

Thus the final string is:

\[
10 \cdot 7 \cdot 3 \cdot 2 \cdot 5 \cdot 3 \cdot 7 \cdot 4 \cdot 9 \cdot 5 \cdot 11 \cdot 6 \cdot 2 \cdot 1 ,
\]

which, by the previous subsection, gives the resolution graph string

\[
\cdot \Rightarrow -5 \Rightarrow -2 \Rightarrow -2 \Rightarrow -2 .
\]

9.3. **Proofs.** We prove Theorem 9.1 and the above procedures. Property 1 of the theorem is easily shown by computing the adjoint matrix of \(-A(T)\); it is carried out in Lemma 20.2 of [7].

For property 2 of Theorem 9.1, suppose we have an edge connecting vertices \(v\) and \(w\) of the maximal splice diagram as follows,

and write \(a = \prod_{i=1}^{r} a_i, d = \prod_{j=1}^{s} d_j\). For each \(i = 1, \ldots, r\) let \(\alpha_i\) be the product of the weights just beyond the other end of the \(a_i\)-weighted edge. Then the \(vw\)- and \(vw\)-entries of the matrix equation \(A(T)(\ell_{ij}) = -I\) say:

\[
a b e_v + a d + \sum_{i=1}^{r} b a_i = -1
\]

\[
a d e_v + c d + \sum_{i=1}^{r} d a_i = 0.
\]

Multiplying the second of these equations by \(b/d\) and then subtracting the first from it gives the desired equation \(bc - ad = 1\).

Property 3 of Theorem 9.1 follows from computations in [7], but it also follows from the proof of our procedure to recover the maximal splice diagram, so we will describe this after proving that the procedure works.
The fact that the string of the maximal splice diagram between two vertices of a splice diagram only depends on \(a, b, c, d\) is immediate from the discussion in [7]. Consider the resolution graph 

\[
\begin{array}{ccccccc}
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\end{array}
\]

with associated maximal splice diagram 

\[
\begin{array}{ccccccc}
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\end{array}
\]

This is a piece of the infinite linear graph we used above, and we choose \(s\) and \(t\) large enough that our desired vertices will lie in this piece. Now we repeatedly blow up on edges of the linear resolution graph. An easy calculation shows that blowing up on an edge:

\[
\begin{array}{ccccccc}
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\end{array}
\]->

\[
\begin{array}{ccccccc}
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\end{array}
\]

on the associated maximal splice diagram. Thus we need only show that our desired vertices eventually appear in this procedure. But this is a standard fact about Farey sequences (alternatively, one can observe that we are describing the standard procedure to resolve the plane curve singularity \((x^a + y^b)(x^c + y^d)\)).

This same argument applies to see how to fill in the maximal splice diagram between a node and a leaf, even if the edge weight at the leaf is unknown. The leaf will be the rightmost vertex of the above string (12) with \(t\) chosen as small as possible to accommodate our desired vertex \(a\). Thus, the \(t\) that we choose is \([a/b]\) (if \(t = 1\) the initial resolution string (11) is 

\[
\begin{array}{ccccccc}
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\circ & \longrightarrow & \circ & \longrightarrow & \circ & \longrightarrow & \circ \\
\end{array}
\]
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