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1 Introduction

Ever since the early days of theory there has been a close link between represen-
tation theory and quantum mechanics. The Hilbert space of quantum mechanics
is a (projective) unitary representation of the symmetries of the classical me-
chanical system being quantized. The fundamental observables of quantum me-
chanics correspond to the infinitesimal generators of these symmetries (energy
corresponds to time translations, momentum to space translations, angular mo-
mentum to rotations, charge to phase changes). The relation between quantum
mechanics and representation theory has been formalized as the subject of “ge-
ometric quantization” which ideally associates to a classical mechanical phase
space (a symplectic manifold M) a complex vector space V in a functorial man-
ner. This functor takes at least some subgroup G of the symplectomorphisms
(canonical transformations) of M to unitary transformations of V, making V a
unitary G-representation.

The theory of geometric quantization has never been very popular among
physicists for at least two reasons (in addition to the fact that the mathematical
apparatus required is rather extensive and mostly unfamiliar to physicists). The
first is that it seems to have very little to say about quantum field theory. The
quantum field theory of the standard model of particle physics is built upon the
geometrical concepts of gauge fields and the Dirac operator on spinors, concepts
which have no obvious relation to those used in geometric quantization.
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The second problem is that the most well-developed formalism for doing
calculations within the standard model is the path integral formalism. While
no rigorous version of this exists, all evidence is that consistent calculations
can be performed using this formalism, at least within perturbation theory or
outside of perturbation theory with a lattice cut-off. Even in the simple case of
quantum mechanics the relationship between the path integral quantization and
geometric quantization has been quite unclear making it impossible to see how
the ideas of geometric quantization can be useful in the much more complex
situation of standard model quantum field theory.

Taking the path integral as fundamental, in its sketchiest form the problem
of understanding the standard model quantum field theory comes down to that
of making sense of ratios of expressions such as∫

[dA](
∫

[dΨ]O(A,Ψ)e
∫
M

ΨD/AΨ)e
∫
M
− 1
g2 ||FA||

2

Here
∫

[dA] is supposed to be an integral over the space of connections on
a principal bundle over the manifold M = R4. The variables Ψ are sections of
some product of vector bundles, one factor of which is the spinor bundle of M.∫

[dΨ] is supposed to be the linear functional on an infinite dimensional exte-
rior algebra generated by variables Ψ given by taking the coefficient of the top
dimensional power of the Ψ’s,

∫
M
||FA||2 is the norm-squared of the curvature

of the connection A and D/A is the Dirac operator formed using the covariant
derivative determined by A. O(A,Ψ) is some functional of the connection and
the Ψ variables. One only really expects to make sense of this expression for
certain classes of O(A,Ψ). To make such path integrals well-defined one needs
to choose a distance scale called a “cut-off” and suppress integration over vari-
ables that vary on scales smaller than the cut-off. The parameter g depends
on the cut-off and for an asymptotically free theory must be taken to zero in a
specified manner as the cut-off goes to zero.

To a mathematician, such path integrals immediately raise a host of ques-
tions.

• Why is the space of connections of a principal bundle appearing and why
is one trying to integrate over it?

• What is the significance of the Dirac operator acting on sections of the
spinor bundle? Does this have anything to do with the same structures
that appear in index theory?

• Why is one considering
e
∫
M

ΨD/AΨ

and extracting the coefficient of the top dimensional power of the infinite
dimensional exterior algebra over the spinor fields?

The present work is motivated by the desire to try and get some answers to
these questions by investigating what sort of formal mathematical problem such
path integral expressions could represent the solution to. A hint is provided by
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the deep relationship between quantum theory and representation theory ex-
posed by the theory of geometric quantization. In brief, we are looking for
a representation-theoretical interpretation of the kind of quantum field theory
that appears in the standard model. The groups involved will be ones whose rep-
resentation theory is not at all mathematically understood at the present time
so unfortunately known mathematics cannot be used to say much about these
quantum field theories. On the other hand, the wealth of knowledge that physi-
cists have accumulated about these theories may be useful to mathematicians
in trying to understand something about the representation theory of certain
important infinite dimensional groups.

The main goal of this paper is to explain and provide a sketch of evidence
for the following conjecture:

Conjecture. The quantum field theory of the standard model may be understood
purely in terms of the representation theory of the automorphism group of some
geometric structure.

The reader is to be warned that the present version of this document suffers
from sloppiness on several levels. If factors of 2, π and i seem to be wrong, they
probably are. Many of the mathematical statements are made with a blatant
disregard for mathematical precision. Sometimes this is done out of ignorance,
sometimes out of a desire to simply get to the heart of the matter at hand. The
goal has been to strike a balance such that physicists may have a fighting chance
of reading this while mathematicians may not find the level of imprecision and
simplification too hard to tolerate.

2 Quantizing G/T: The Representation Theory
of Compact Lie Groups

The standard description in physics textbooks of how to quantize a Hamiltonian
classical mechanical system instructs one to first choose “canonical coordinates”,
(i.e. coordinates qi, pi for i = 1, . . . , n) on phase space R2n satisfying

{qi, qj} = 0, {pi, pj} = 0, {qi, pj} = δij

where {·, ·} is the Poisson bracket. Equivalently, one is choosing a symplectic
structure

ω =
n∑
i=1

dqi ∧ dpi

on R2n.
The corresponding quantum system then is defined in terms of a Hilbert

space H and operators corresponding to the canonical coordinates satisfying

[q̂i, q̂j ] = 0, [p̂i, p̂j ] = 0, [q̂i, p̂j ] = i~δij

One can construct various explicit Hilbert spaces H and sets of operators on
H satisfying these conditions, for instance by taking H to be a set of functions
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on the coordinates qi, q̂i to be multiplication by qi, and p̂i to be the operator
−i~ ∂

∂qi
.

A more abstract way of looking at this is to note that the q̂i, p̂i satisfy
the defining relations of the Lie algebra of the Heisenberg group and H should
be a (projective) unitary representation of this group. The Stone-von Neumann
theorem tells one that up to equivalence this representation is unique and implies
that linear symplectic transformations act (projectively) on H. This projective
representation is a true representation of the metaplectic group, a Z2 extension
of the symplectic group.

While this procedure works fine for phase spaces that can be globally identi-
fied with R2n, it fails immediately in other simple cases. For instance, the phase
space of a fixed spinning particle of spin k

2 in R3 can be taken to be the sphere
S2 with area k, but there is no way to globally choose canonical coordinates in
this case. The corresponding quantum theory should have H = Ck+1 with an-
gular momentum operators Li, i = 1, 2, 3 satisfying the commutation relations
of the Lie algebra of the group Spin(3).

While the standard physics quantization procedure fails in this simple case,
it is an example of a well-known phenomenon in the representation theory of Lie
groups. In this section we will review the representation theory of a compact
connected Lie group G from a point of view which makes clear the relationship
between the representation and the corresponding phase space. Quite a lot of
modern mathematics goes into this story and certainly is not needed for the
problem at hand, but has been developed to deal with more general cases such
as that of non-compact groups.

2.1 The Borel-Weil Theorem

Let G be a compact, connected Lie group, it will carry a left and right invariant
Haar measure. A copy (GL) of G acts from the left on the Hilbert space L2(G)
as the left regular representation. This representation is infinite dimensional
and reducible. There is a commuting action on the right by another copy (GR)
of G. In the case of G = U(1) the decomposition of the regular representation
into irreducible representations is given by Fourier analysis. The irreducible
representations are one-dimensional and labelled by an integer. More generally:

Theorem 1 (Peter-Weyl). There is a Hilbert space direct sum decomposition

L2(G) =
∑
i∈Ĝ

Vi ⊗ V ∗i

where Ĝ is the set of irreducible representations of G.

Here Vi is an irreducible representation of G on a complex vector space of
dimension di and V ∗i is the dual representation. GR acts on the V ∗i factor, GL
acts on the Vi factor. Thus the irreducible Vi occurs in either the right or left
regular representation of G on L2(G) with multiplicity di.
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One can understand this decomposition as a decomposition of functions on
G into matrix elements of irreducible representations. To the element

(|α >,< β|) ∈ Vi × V ∗i

is associated the function on G given by

f(g) =< β|πi(g−1)|α >

where πi(g) is the representation of the group element g on the vector space Vi.
Under this association the map

f(g)→ f(g−1
L g)

corresponds to
|α >→ πi(gL)|α >

and
f(g)→ f(ggR)

corresponds to
< β| →< πi(g)β|

where πi(g) is the contragredient representation to πi(g).
The problem still remains of identifying the irreducible representations of G

and computing their dimensions di. This can be done by relating irreducible
representations of G to representations of the maximal torus T of G, whose
representations are given by Fourier analysis. This can be done with the Cartan-
Weyl theory of the highest weight. Detailed expositions of the theory can be
found in [1, 16].

Different choices of maximal tori T are related by conjugation by an element
g ∈ G

T → gTg−1

The subgroup of G that leaves T invariant under this conjugation is called the
normalizer N(T ) and:

Definition 1. The Weyl group W (G,T ) is the group N(T )/T of non-trivial
automorphisms of T that come from conjugations in G.

The character χV of a representation is a conjugation invariant function on
G which can be computed in a matrix representation πV as a trace

χV (g) = trπV (g)

As a function on T , χV will always be invariant under the action of W (G,T )
on T .

In order to find an explicit decomposition of L2(G) into irreducible represen-
tations we will begin by decomposing L2(G) into pieces that transform under
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the action of T from the right according to the various weights of T . Picking a
weight λ of T , consider the subspace of L2(G) that satisfies

f(gt) = t−1 · f(g) = χ−1
λ f(g)

An equivalent definition of this space is as a space of sections Γ(Lλ) of the
line bundle

C −−−−→ G×T C = Lλy
G/T

over the quotient manifold G/T (sometimes known as a flag manifold since in
the case G = U(n) it is the space of flags in Cn).

Lλ has a curvature 2-form ωλ which is invariant under the left G action on
G/T . This is a symplectic structure, so G/T can be thought of as the phase
space for a mechanical system. In the simple case G = SU(2), T = U(1), the λ
are labelled by the integers and

Lλ = SU(2)×U(1) C

is the λ’th power of the tautological line bundle over CP1.
The left action of G on L2(G) leaves Γ(Lλ) invariant and Γ(Lλ) is an infinite

dimensional reducible representation. This representation is sometimes thought
of as the “pre-quantization” of the symplectic manifold G/T with symplectic
form ωλ. In terms of the decomposition into matrix elements of the Peter-
Weyl theorem, Γ(Lλ) is the subspace of matrix elements that are sums over all
irreducible representations of terms of the form

< β|π−1
i (gt)|α >=< β|π−1

i (t)π−1
i (g)|α >=< β|χ−1

λ (t)π−1
i (g)|α >

i.e. the matrix elements such that < β| is in the subspace V ∗i,λ of V ∗i that
transforms with character χλ under T . V ∗i,λ can equivalently be defined as

(V ∗i ⊗Cλ)T

We have shown that Γ(Lλ) decomposes under the left G action into a direct
sum of irreducibles Vi with the multiplicity given by the dimension of V ∗i,λ.

Γ(Lλ) =
∑
i∈Ĝ

Vi ⊗ (V ∗i ⊗Cλ)T

The true quantization should be an irreducible representation of G and this
will require using further structure. To pick out a single irreducible we need
to consider the Lie algebra g and how it transforms as a real representation
under the adjoint action of T . The Lie subalgebra t of g corresponding to T
transforms trivially under this action. T acts without invariant subspace on the
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quotient g/t so it breaks up into two-dimensional subspaces. Thus g/t is an
even-dimensional real vector space. While g/t is not a Lie algebra, a choice of
complex structure on this space gives a decomposition of the complexification
as

g/t⊗C = n+ ⊕ n−

Here
n+ =

∑
α∈Φ

gα

where Φ is a set labelling the so-called positive roots and n− is its complex
conjugate. The gα are the various one-dimensional complex root spaces on
which T acts with weight α.

Different choices of the set Φ corresponding to different invariant complex
structures are in one-to-one correspondence with elements of the Weyl group
W (G,T ).

Globally over G/T one can form

g/t⊗C −−−−→ G×T (g/t⊗C)y
G/T

which is the complexified tangent bundle of G/T . The decomposition into pos-
itive and negative roots gives an integrable complex structure since

[n+, n+] ⊂ n+

and
[n−, n−] ⊂ n−

So for each element of the Weyl group G/T is a complex manifold, but in
an inequivalent way. Lλ is a holomorphic line bundle and one can show that
the holomorphic sections of Lλ are precisely those sections of Γ(Lλ) that are
invariant under infinitesimal right translations generated by elements of n−, i.e.

Γhol(Lλ) = {f ∈ Γ(Lλ) : r(X)f = 0 ∀X ∈ n−}

or
Γhol(Lλ) =

∑
i∈Ĝ

Vi ⊗ {v ∈ (V ∗i ⊗Cλ)T : n−v = 0}

The condition n−v = 0 picks out the lowest weight space in V ∗i , so the sum
on the right is zero unless the lowest weight space of V ∗i has weight −λ or equiv-
alently the highest weight of Vi is λ. The classification theory of representations
by their highest weight implies that for each λ in the dominant Weyl chamber
there is precisely one irreducible representation with highest weight λ. For λ
not in the highest weight chamber there are no such representations. So we have
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Theorem 2 (Borel-Weil). For λ dominant Γhol(Lλ) = H0(G/T,O(Lλ)) is
the irreducible G representation Vλ of highest weight λ, and for λ not dominant
this space is zero. This gives all finite dimensional irreducible representations
of G.

By demanding that functions on G transform as λ under the right T action
and using the rest of the right G action to impose invariance under infinitesimal
right n− translations, we have constructed a projection operator on functions
on G that gives zero unless λ is dominant. When λ is dominant, this projection
picks out a space of functions on G that transforms under the left G action as
the irreducible representation with highest weight λ.

2.2 Lie Algebra Cohomology and the Borel-Weil-Bott-Kostant
Theorem

The Borel-Weil theorem gives a construction of the irreducible representations
of G as Γ(Lλ)n− , the n− invariant part of Γ(Lλ). The definition of n− depends
upon a choice of invariant complex structure. A non-trivial element w of the
Weyl group W (G,T ) gives a different choice of n− (call this one nw−) and now
Γ(Lλ)nw− = 0 for a dominant weight λ. Work of Bott [14] and later Kostant [28]
shows that the representation now occurs in a higher cohomology group. This is
one motivation for the introduction of homological algebra techniques into the
study of the representation theory of G.

To any finite dimensional representation V of G, one can associate a more
algebraic object, a module over the enveloping algebra U(g), which we will also
call V . If elements of the Lie algebra g are thought of as the left-invariant vector
fields on G, then elements of U(g) will be the left-invariant partial differential
operators on G. In homological algebra a fundamental idea is to replace the
study of a U(g) module V with a resolution of V , a complex of U(g) modules
where each term has simpler properties, for instance that of being a free U(g)
module.

Definition 2. A resolution of V as a U(g) module is an exact sequence

0← V ←M0 ←M1 ← · · · ←Mn ← 0

of U(g) modules and U(g)-linear maps. It is a free (resp. projective, injective)
resolution if the Mi are free (resp. projective, injective) U(g) modules.

Note that deleting V from this complex give a complex whose homology
is simply V in degree zero. One is essentially replacing the study of V with
the study of a “quasi-isomorphic” complex whose homology is V in degree zero.
Now the trivial U(g) module V = C becomes interesting, it has a free resolution
known as the standard or Koszul resolution:

Definition 3. The Koszul resolution is the exact sequence of U(g) modules

0←− C ε←− Y0
∂0←− Y1

∂1←− · · · ←− Yn−1
∂n−1←− Yn ←− 0
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where
Ym = U(g)⊗C Λm(g)

ε(u) = constant term of u ∈ U(g)

and

∂m−1(u⊗X1 ∧X2 ∧ · · · ∧Xm) =
m∑
i=1

(−1)i+1(uXi ⊗X1 ∧ · · · ∧ X̂i ∧ · · · ∧Xm)

+
∑
k<l

(−1)k+l(u⊗ [Xk, Xl] ∧X1 ∧ · · · ∧ X̂k ∧ · · · ∧ X̂l ∧ · · · ∧Xm)

(Here Xi ∈ g and X̂i means delete Xi from the wedge product)

Applying the functor · → HomC(·, V ) to the Koszul complex we get a new
exact sequence (the functor is ”exact”)

0 −→ V −→ HomC(Y0, V ) −→ · · · −→ HomC(Yn, V ) −→ 0

which is a resolution of V . The g-invariant part of a U(g) module can be picked
out by the “invariants functor”

· −→ HomU(g)(C, ·) = (·)g

which takes U(g) modules to vector spaces over C. Applying this functor to the
above resolution of V gives the complex

0 −→ V g −→ C0(g, V ) −→ C1(g, V ) −→ · · · −→ Cn(g, V ) −→ 0

where

Cm(g, V ) = HomU(g)(C,HomC(Ym, V ))
= (HomC(Ym, V ))g

= HomU(g)(Ym, V )
= HomC(Λm(g), V )

The invariants functor is now no longer exact and Lie algebra cohomology is
defined as its ”derived functor” given by the homology of this sequence (dropping
the V g term). More explicitly

Definition 4. The Lie algebra cohomology groups of g with coefficients in the
U(g) module V are the groups

Hm(g, V ) =
Ker dm

Im dm−1

constructed from the complex

0 −→ V
d0−→ Λ1(g)⊗C V

d1−→ · · · dn−1−→ Λn(g)⊗C V −→ 0
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where the operator dn : Cn(g, V )→ Cn+1(g, V ) is given by

dnω(X1 ∧ · · · ∧Xn+1) =
n+1∑
l=1

(−1)l+1Xl(ω(X1 ∧ · · · ∧ X̂l ∧ · · · ∧Xn+1))

+
∑
r<s

(−1)r+sω([Xr, Xs] ∧X1 ∧ · · · ∧ X̂r ∧ · · · ∧ X̂s ∧ · · · ∧Xn+1)

They satisfy
H0(g) = V g

For the case V = C and G a compact Lie group, the Hm(g,C) correspond
with the de Rham cohomology groups of the topological space G, this is not
true in general for non-compact groups.

More generally one can consider the functor

· −→ HomU(g)(W, ·)

for some irreducible representation W of G. This functor takes U(g) modules
to a vector space of dimension given by the multiplicity of the irreducible W
in V . The corresponding derived functor is Ext∗U(g)(W,V ) and is equal to
H∗(g,HomC(W,V )).

In the previous section we considered Γ(Lλ) as a U(n−) module using the
right n− action on functions on G. The n−-invariant part of this module was
non-zero and an irreducible representation Vλ under the left G-action. For a
non-dominant weight λ the n−-invariant part was zero, but it turns out we
can get something non-zero by replacing the Γ(Lλ) by its resolution as a U(n−)
module. Kostant computed the Lie algebra cohomology in this situation, finding
[28]

Theorem 3 (Kostant). As a T representation

H∗(n−, Vλ) =
∑

w∈W (G,T )

Cw(λ+δ)−δ

i.e. the cohomology space is a sum of one-dimensional T representations, one for
each element of the Weyl group, transforming under T with weight w(λ+ δ)− δ
where δ is half the sum of the positive roots. Each element w is character-
ized by an integer l(w), its length, and Cw(λ+δ)−δ occurs in degree l(w) of the
cohomology space.

Replacing Γ(Lλ) by its resolution as a U(n−) module gives the ∂̄ complex
Ω0,∗(G/T,O(Lλ)) that computes not just Γhol(Lλ) = H0(G/T,O(Lλ)) but all
the cohomology groups H∗(G/T,O(Lλ)) with the result

Theorem 4 (Borel-Weil-Bott-Kostant).

H∗(G/T,O(Lλ)) = H0,∗(Ω·,·(G/T,O(Lλ))) =
∑
i∈Ĝ

Vi ⊗ (H∗(n−, V ∗i )⊗ Cλ)T
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For a given weight λ, this is non-zero only in degree l(w) where w(λ + δ) is
dominant and gives an irreducible representation of G of highest weight w(λ +
δ)− δ.

Knowledge of the T-representation structure of the complex that computes
H∗(n−, Vλ) allows one to quickly derive the Weyl character formula. The char-
acter of

∑n
i=0(−1)iCi(n−, Vλ) is the product of the character of V (λ) and the

character of
∑n
i=0(−1)iCi(n−,C) so

χVλ =
∑n
i=0(−1)iχCi(n−,Vλ)∑n
i=0(−1)iχCi(n−,C)

By the Euler-Poincaré principle the alternating sum of the characters of
terms in a complex is equal to the alternating sum of the cohomology groups,
the Euler characteristic, so

χVλ =
∑n
i=0(−1)iχHi(n−,Vλ)∑n
i=0(−1)iχHi(n−,C)

=
χ(n−, Vλ)
χ(n−,C)

Where on the right χ denotes the Euler characteristic, as a T -representation.
Using the explicit determination of the Lie algebra cohomology groups discussed
above, one gets the standard Weyl character formula.

The introduction of homological methods in this section has allowed us to
construct irreducible representations in a way that is more independent of the
choice of complex structure on G/T . Under change of complex structure, the
same representation will occur, just in a different cohomological degree. These
methods also can be generalized to the case of discrete series representations of
non-compact groups, where there may be no complex structure for which the
representations occurs in degree zero as holomorphic sections. The general idea
of constructing representations on cohomology groups is also important in other
mathematical contexts, for instance in number theory where representations of
the Galois group Gal(Q̄/Q) are constructed on l-adic cohomology groups of
varieties over Q̄.

2.3 The Clifford Algebra and Spinors: A Digression

The Lie algebra cohomology construction of the irreducible representations of
G requires choosing an invariant complex structure on g/t, although ultimately
different complex structures give the same representation. It turns out that by
using spinors instead of the exterior powers that appear in the Koszul resolution,
one can construct representations by a method that is completely independent of
the complex structure and that furthermore explains the somewhat mysterious
appearance of the weight δ. For more on this geometric approach to spinors see
[17] and [37].
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2.3.1 Clifford Algebras

Given a real 2n-dimensional vector space V with an inner product (·, ·), the
Clifford algebra C(V ) is the algebra generated by the elements of V with mul-
tiplication satisfying

v1v2 + v2v1 = 2(v1, v2)

In particular v2 = (v, v) = ||v||2. C(V ) has a Z2-grading since any element
can be constructed as a product of either an even or odd number of generators.
For the case of zero inner product C(V ) = Λ∗(V ), the exterior algebra, which
has an integer grading. In some sense the Clifford algebra is more basic than
the exterior algebra, since given C(V ) one can recover Λ∗(V ) as the associated
graded algebra to the natural filtration of C(V ) by the minimal number of
generating vectors one must multiply to get a given element.

The exterior algebra Λ∗(V ) is a module over the Clifford algebra, taking
Clifford multiplication by a vector v to act on Λ∗(V ) as

· → v ∧ ·+ iv(·)

Here iv(·) is interior multiplication by v, the adjoint operation to exterior mul-
tiplication. This action can be used to construct a vector space isomorphism
σ

x ∈ C(V )→ σ(x) = x1 ∈ Λ∗(V )

but this isomorphism doesn’t respect the product operations in the two algebras.
Λ∗(V ) is not an irreducible C(V ) module and we now turn to the problem

of how to pick an irreducible submodule, this will be the spinor module S. The
way in which this is done is roughly analogous to the way in which highest
weight theory was used to pick out irreducible representations in L2(G).

2.3.2 Complex Structures and Spinor Modules

If one complexifies V and works with VC = V ⊗C, C(VC) is just the complexi-
fication C(V )⊗C and is isomorphic to the matrix algebra of 2n × 2n complex
matrices. C(VC) thus has a single irreducible module and this spinor module S
will be a 2n-dimensional complex vector space. Knowledge of C(VC) = End(S)
only canonically determines P (S), the projectivization of S. To explicitly con-
struct the spinor module S requires some extra structure, one way to do this
begins with the choice of an orthogonal complex structure J on the underlying
real vector space V . This will be a linear map J : V → V such that J2 = −1
and J preserves the inner product

(Jv1, Jv2) = (v1, v2)

If V is given a complex structure in this way, it then has a positive-definite
Hermitian inner product

(v1, v2)J = (v1, v2) + i(v1, Jv2)
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which induces the same norm on V since (v, v)J = (v, v).
Any such J extends to a complex linear map

J : VC → VC

on the complexification of V with eigenvalues +i,−i and the corresponding
eigenspace decomposition

VC = V +
J ⊕ V

−
J

V ±J will be n-complex dimensional vector spaces on which J acts by multi-
plication by ±i. They are can be mapped into each other by the anti-linear
conjugation map

v+ ∈ V +
J → v+ ∈ V −J

which acts by conjugation of the complex scalars.
One can explicitly identify V and V +

J ⊂ VC with the map

v → v+ =
1√
2

(1− iJ)v

This map is an isometry if one uses the inner product (·, ·)J on V and the
restriction to V +

J of the inner product < ·, · > on VC that is the sesquilinear
extension of (·, ·) on V (i.e. < v1, v2 >= (v1, v2)).

The space J (V ) of such J is isomorphic to O(2n)/U(n) since each J is in
O(2n) and a U(n) subgroup preserves the complex structure. Note that V +

J

and V −J are isotropic subspaces (for the bilinear form (·, ·)) since for v+ ∈ V +
J

(v+, v+) = (Jv+, Jv+) = (iv+, iv+) = −(v+, v+)

The set of J ’s can be identified with the set of maximal dimension isotropic
subspaces of VC.

Given such a complex structure, for each v ∈ VC, one can decompose

v = c(v) + a(v)

where the “creation operator” c(v) is Clifford multiplication by

c(v) =
1√
2
v+ =

1
2

(1− iJ)v

and the “annihilation operator” a(v) is Clifford multiplication by

a(v) =
1√
2
v− =

1
2

(1 + iJ)v

If one requires that one’s representation of the Clifford algebra is such that
v ∈ V acts by self-adjoint operators then one has

v+ = v−, v− = v+

14



In this case the defining relations of the complexified Clifford algebra

v1v2 + v2v1 = 2(v1, v2)

become the so-called Canonical Anti-commutation Relations (CAR)

c(v1)c(v2) + c(v2)c(v1) = 0

a(v1)a(v2) + a(v2)a(v1) = 0

c(v1)a(v2) + a(v2)c(v1) = (v+
1 , v

+
2 ) =< v+

1 , v
+
2 >= (v1, v2)J

The CAR are well-known to have an irreducible representation on a vector
space S constructed by assuming the existence of a “vacuum” vector ΩJ ∈ S
satisfying

a(v)ΩJ = 0 ∀v ∈ V

and applying products of creation operators to ΩJ . This representation is iso-
morphic to Λ∗(V +) with ΩJ corresponding to 1 ∈ Λ∗(V +

J ). It is Z2-graded,
with

S+ = Λeven(V +
J ), S− = Λodd(V +

J )

2.3.3 Spinor Representations and the Pfaffian Line Bundle

We now have an irreducible module S for C(VC), and most discussions of the
spinor module stop at this point. We would like to investigate how the construc-
tion depends on the choice of J ∈ J (V ) = O(2n)/U(n). One way of thinking
of this is to consider the trivial bundle

O(2n)/U(n)× Sy
O(2n)/U(n)

The subbundle of vacuum vectors ΩJ is a non-trivial complex line bundle we
will call (following [37]) Pf .

Associating V +
J to J , the space J (V ) can equivalently be described as the

space of n-dimensional complex isotropic subspaces of VC and is thus also known
as the “isotropic Grassmannian”. It is an n(n−1)

2 complex dimensional algebraic
subvariety of the Grassmannian Gr(n, 2n) of complex n-planes in 2n complex di-
mensions. J (V ) has two connected components, each of which can be identified
with SO(2n)/U(n).
J (V ) also has a holomorphic embedding in the space P (S) given by mapping

J to the complex line ΩJ ⊂ S. Elements of S that correspond to J ’s in this
way are called “pure spinors”. To any spinor ψ one can associate the isotropic
subspace of v ∈ VC such that

v · ψ = 0
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and pure spinors are those for which the dimension of this space is maximal.
Pure spinors lie either in S+ or S−, so one component of J (V ) lies in P (S+),
the other in P (S−).

There is a map from S∗, the dual of S, to holomorphic sections of Pf∗, the
dual bundle of Pf , given by restricting an element of S∗ to the line ΩJ above
the point J ∈ J (V ). This turns out to be an isomorphism [37] and one can
turn this around and define S as the dual space to Γ(Pf∗). Besides being a
module for the Clifford algebra, this space is a representation of Spin(2n), the
spin double cover of SO(2n). This is essentially identical with the Borel-Weil
description of the spinor representation of Spin(2n). ΩJ is a highest weight
vector and we are looking at the representation of Spin(2n) on holomorphic
sections of the homogeneous line bundle Pf∗ over Spin(2n)/˜U(n) instead of its
pull-back to Spin(2n)/T . Here

˜U(n) = {(g, eiθ) ∈ U(n)× S1 : det(g) = ei2θ}

is the inverse image of U(n) ⊂ SO(2n) under the projection Spin(2n) →
SO(2n).

For each J , we have an explicit model for S given by Λ∗(V +
J ), with a distin-

guished vector ΩJ = 1. We would like to explicitly see the action of Spin(2n)
on this model for S. In physical language, this is the “Fock space” and we
are looking at “Bogoliubov transformations”. The action of the subgroup ˜U(n)
of Spin(2n) is the easiest to understand since it leaves ΩJ invariant (up to a
phase). As a ˜U(n) representation

S = Λ∗(V +
J )× (Λn(V +

J ))
1
2

meaning that S transforms as the product of the standard exterior power rep-
resentations of U(n) times a scalar factor that transforms as

(g, eiθ)z = eiθz

i.e., the vacuum vector ΩJ transforms in this way. To see this and to see how
elements of Spin(2n) not in ˜U(n) act we need to explicitly represent Spin(2n)
in terms of the Clifford algebra.

The group Spin(2n) can be realized in terms of even, invertible elements g
of the Clifford algebra. Orthogonal transformations Tg ∈ SO(V ) are given by
the adjoint action on Clifford algebra generators

gvg−1 = Tg(v)

and the adjoint action on the rest of the Clifford algebra gives the rest of the
exterior power representations of SO(V ). If instead one considers the left action
of g on the Clifford algebra one gets a reducible representation. To get an
irreducible representation one needs to construct a minimal left ideal and this
is what we have done above when we used a chosen complex structure J to
produce an irreducible Clifford module S.
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The Lie algebra generator Lij that generates orthogonal rotations in the i−j
plane corresponds to the Clifford algebra element 1

2eiej (where ei, i = 1, · · · , 2n
are basis for V ) and satisfies

[
1
2
eiej , v] = Lij(v)

While Spin(2n) and SO(2n) have isomorphic Lie algebras, Spin(2n) is a double
cover of SO(2n) since

e2πLij = 1

but
e2π 1

2 eiej = −1

A maximal torus T of Spin(2n) is given by the n copies of U(1)

eθe2k−1e2k for k = 1, · · · , n and θ ∈ [0, 2π]

corresponding to independent rotations in the n 2-planes with coordinates 2k−
1, 2k. A standard choice of complex structure J is given by a simultaneous π

2
rotation in these planes. Using this one can show that the vector ΩJ transforms
under T with a weight of 1

2 for each copy of U(1), thus transforming as

(Λn(V +
J ))

1
2

under ˜U(n).

2.3.4 The Spinor Vacuum Vector as a Gaussian

There is ([37], Chapter 12.2) an explicit formula for how ΩJ varies with J as an
element of the complex exterior algebra description of the spin module S. This
requires choosing a fixed J0 and a corresponding decomposition

VC = V +
J0
⊕ V −J0

This choice fixes a chart on a set of J ’s containing J0 with coordinate on the
chart given by the set of skew-linear maps

ω : V +
J0
→ V −J0

(skew-linearity of the map implies that its graph is an isotropic subspace, and
thus corresponds to a J). The space of such maps can be identified with Λ2(V +

J0
),

the space of antisymmetric two-forms on V +
J0

. Under this identification ΩJ will
be proportional to the vector

e
1
2ω ∈ Λ∗(V +

J0
)

The construction we have given here of the spinor representation has a precise
analog in the case of the metaplectic representation. In that case there is a
similar explicit formula for the highest weight vector as a Gaussian, see [40].
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2.3.5 Structure of Clifford Algebra Modules

Let Ck be the complexified Clifford algebra C(Rk) ⊗C of Rk and Mk be the
Grothendieck group of complex Z2 graded irreducible Ck modules. Then, using
the inclusion

i : Rk → Rk+1

Ck+1 modules pull-back to Ck modules and one can consider

Ak = Mk/i
∗Mk+1

the set of classes of Ck modules, modulo those that come from Ck+1 modules.
A∗ is a graded ring, with product induced from the tensor product of Clifford
modules. It turns out [6] that

Ak =

{
Z k even
0 k odd

and the generator of A2n is the n-th power of the generator of A2.
There is a natural graded version of the trace on C2n, the supertrace, which

satisfies

Str(α) =

{
TrS+(α)− TrS−(α) α ∈ Ceven2n

0 α ∈ Codd2n

This supertrace is (up to a constant depending on conventions) identical
with the Berezin integral of the corresponding element of the exterior algebra
under the map σ

Str(α) ∝
∫
σ(α)

2.4 Kostant’s Dirac Operator and a Generalization of Borel-
Weil-Bott

The Borel-Weil-Bott theorem gave a construction of irreducible representations
in terms of the Lie algebra cohomology of an explicit complex built out of the
exterior algebra Λ∗(n−). This involved an explicit choice of complex structure
to define the decomposition

g/t⊗C = n+ ⊕ n−

If we can replace the use of Λ∗(n−) by the use of spinors Sg/t associated
to the vector space g/t, we will have a construction that is independent of the
choice of complex structure on g/t. In addition, the fact that Λ∗(n−) and Sg/t

differ as T representations by a factor of

(Λn(n−))
1
2
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(here n is the complex dimension of n−), explains the mysterious appearance
in the Borel-Weil-Bott theorem of the weight of T which is half the sum of the
positive roots. This idea goes back to [15].

The use of spinors also allows us to generalize Borel-Weil-Bott from the
case of G/T to G/H for an arbitrary H with the same rank as G. If G/H =
GC/P (GC the complexification of G, P a parabolic subgroup), then G/H is
a complex manifold (actually projective algebraic) and the original Borel-Weil-
Bott theorem [14] describes the representations of G that occur in the sheaf
cohomology groups of homogeneous vector bundles over G/H. Using spinors,
one can extend this [25] to the cases where G/H is not even a complex manifold:

Theorem 5 (Gross-Kostant-Ramond-Sternberg). In the representation ring
R(H)

Vλ ⊗ S+ − Vλ ⊗ S− =
∑

w∈W (G,H)

sgn(w)Uw(λ+ρG)−ρH

Here Uµ is the representation of H with highest weight µ, S± are the half-
spin representations associated to the adjoint action of H on g/h, W (G,H) is
the subgroup of W (G,T ) that maps the dominant Weyl chamber for G into the
dominant Weyl chamber for H, and ρG, ρH are half the sum of the positive roots
of G and H respectively.

This theorem was motivated by consideration of the case G = F4, H =
Spin(9), but the simplest non-complex case is that of G/H an even-dimensional
sphere (G = Spin(2n + 1), H = Spin(2n)). In [29] Kostant constructs an
algebraic Dirac operator

D/ : Vλ ⊗ S+ → Vλ ⊗ S−

such that

KerD/ =
∑

sgn(w)=+

Uw(λ+ρG)−ρH , CokerD/ =
∑

sgn(w)=−

Uw(λ+ρG)−ρH

In the special case H = T [30], the theorem is just the original Lie algebra
cohomology version of the Borel-Weil-Bott theorem, but now in terms of a
complex involving Kostant’s Dirac operator on spinors. As in the Lie algebra
cohomology case, one gets a proof of the Weyl character formula, in the form
that as an element of R(T ),

Vλ =

∑
w∈W (G,T ) sgn(w)Uw(λ+δ)−δ

S+ − S−

Taking Vλ the trivial representation shows

S+ − S− =
∑

w∈W (G,T )

sgn(w)Uw(δ)−δ
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so

Vλ =

∑
w∈W (G,T ) sgn(w)Uw(λ+δ)−δ∑
w∈W (G,T ) sgn(w)Uw(δ)−δ

=

∑
w∈W (G,T ) sgn(w)Uw(λ+δ)∑
w∈W (G,T ) sgn(w)Uw(δ)

So far we have seen three constructions of the irreducible representations
of G, of increasing generality. In all cases we are using the right action of G
on functions on G, separately treating the T subgroup (using Fourier analysis),
and the remaining g/t part of g. To summarize they are:

• (Borel-Weil): Consider n− invariants (lowest weights), transforming under
T with weight −λ. For those λ not in the dominant Weyl chamber we
get nothing, but for those in the dominant Weyl chamber this picks out
a one dimensional space in V ∗λ . Out of L2(G) we get a single irreducible
representation

Vλ = Γhol(Lλ)

• (Borel-Weil-Bott-Kostant): Consider not justH0(n−, V ∗λ ) but all ofH∗(n−, V ∗λ ).
Now we get a non-zero space for each λ, but it will be in higher cohomol-
ogy for non-dominant λ. Considering L2(G)⊗Λ∗(n−), to each λ there will
be an irreducible representation (of highest weight w(λ+ δ)− δ for some
Weyl group element w) occurring inside this space as a representative of
a cohomology group H∗(G/T,O(Lλ)).

• (Kostant): Consider not the Lie algebra cohomology complex Vλ⊗Λ∗(n−)
but the complex

Vλ ⊗ S+ D/−→ Vλ ⊗ S−

Unlike 1. and 2., this does not in any way use the choice of a complex
structure on g/t. Weights are organized into “multiplets” of weights of
the form w(λ+ δ)− δ for a single dominant weight λ and different choices
of Weyl group element w. Each “multiplet” corresponds to a single irre-
ducible representation of G.

In [32], Landweber shows that this third construction implies that irreducible
G representations occur as the index of a specific Dirac operator

Theorem 6 (Landweber). In the case H ⊂ G of equal rank there is a geo-
metric Dirac operator

L2(G×H ((S+)∗ ⊗ Uλ))
D/λ−→ L2(G×H ((S−)∗ ⊗ Uλ))

such that
IndexGD/ = sgn(w)[Vw(λ+ρh)−ρg

]

where w is a Weyl group element such that w(λ+ρh)−ρg is a dominant weight.
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In other words, if Uλ is an element of the “multiplet” of representations of H
corresponding to a single irreducible representation of G, this G representation
occurs as the index of the given Dirac operator. This is a special case of a
general phenomenon first described by Bott [15]: if

L2(G×H M) D−→ L2(G×H N)

is an elliptic homogeneous differential operator on G/H then

IndexG(D) = [L2(G×H M)]− [L2(G×H N)]

is an element of the representation ring R(G) that only depends on the H-
representations M and N not on the specific operator D.

Bott’s calculations were motivated by the recognition that the case of ho-
mogeneous elliptic differential operators is a special case of the general Atiyah-
Singer index theorem. In this case the index theorem boils down to purely
representation-theoretical calculations and so can be easily checked. We will
now turn to the general mathematical context of equivariant K-theory in which
the index theorem has its most natural formulation.

3 Equivariant K-theory and Representation The-
ory

In the previous section we have seen an explicit construction of the irreducible
representations of compact Lie groups. There is a more abstract way of thinking
about this construction which we would now like to consider. This uses the
notion of equivariant K-theory, a generalization of topological K-theory.

To a compact space M one can associate a topological invariant, V ect(M),
the space of isomorphism classes of vector bundles over M . This is an additive
semi-group under the operation of taking the direct sum of vector bundles and
can be made into a group in the same way that the integers can be constructed
out of the natural numbers. One way of doing this is by taking pairs of elements
thought of as formal differences α− β and the equivalence relation

α− β ∼ α′ − β′ ⇔ α+ β′ + γ = α′ + β + γ

for some element γ. K(M) is the additive group constructed in this way from for-
mal differences of elements of V ect(M). This is often called the “Grothendieck
Construction” and K(M) is called the Grothendieck group of V ect(M). The
tensor product of vector bundles gives a product on K(M), making it into a
ring. Using the suspension of M and Bott periodicity, this definition can be ex-
tended to that of a graded ring K∗(M). We will mostly be considering K0(M)
and denoting it K(M).

The Grothendieck construction on isomorphism classes of representations of
a compact Lie group G using the direct sum and tensor product of represen-
tations gives the representation ring of G, R(G). Using characters, R(G) ⊗C
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can be studied quite explicitly as a ring of complex-valued functions, either
conjugation-invariant on G, or Weyl-group invariant on T .

Given a space M with an action of a group G, one can look at G-vector
bundles. These are vector bundles E over M such that an element g of G maps
the fiber Ex above x to the fiber Egx by a vector space isomorphism. The
Grothendieck construction on isomorphism classes of these objects gives the
ring KG(M), the equivariant K-theory of M . This specializes to R(G) in the
case of M = pt., and to K(M) in the case of trivial G-action on M .

K-theory is a contravariant functor: to a map f : M → N pull-back of
bundles give a map f∗ : K(N) → K(M). For G-vector bundles and G-maps
this also holds in equivariant K-theory.

Given a representation of H one can construct a G-vector bundle over G/H
by the associated bundle construction and thus a map

R(H) −→ KG(G/H)

This map has an inverse given by associating to a G-vector bundle over G/H
its fiber over the identity coset which is an H representation. These maps give
the induction isomorphism in equivariant K-theory

KG(G/H) = R(H)

In our discussion of the Borel-Weil-Bott theorem we were looking at elements
of KG(G/T ) corresponding to a weight or representation of T . An abstract way
of thinking of the Borel-Weil-Bott theorem is that it gives a “wrong-way” map

π∗ : KG(G/T ) = R(T )→ KG(pt.) = R(G)

corresponding to the map π that takes G/T to a point. The existence of such
a “wrong-way” or “push-forward” map is an indication of the existence of a
covariant functor “K-homology”, related to K-theory in much the way that
homology is related to cohomology. We will see that, from the equivariant K-
theory point of view, finding the irreducible representations of a compact Lie
group comes down to the problem of understanding Poincaré duality in the
G-equivariant K-theory of G/T .

3.1 K-Homology

Unfortunately the definition of K-homology seems to be much more subtle than
that of K-theory and all known definitions are difficult to work with, especially
in the equivariant context.

Much work on K-theory begins from the point of view of algebra, considering
isomorphism classes not of vector bundles, but of finitely generated projective
modules over a ring R. For any ring R, the algebraic K-theory K(R) will be the
Grothendieck group of such modules. For the case R = C(M), the continuous
functions on a compact space M , Swan’s theorem gives an equivalence between
the algebraic K-theory K(C(M)) and the topologically defined K(M).
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In algebraic geometry the algebra and geometry are tightly linked. Using the
coordinate ring of a variety one has an algebraic K-theory of algebraic vector
bundles. Here there is a covariant functor, a “K-homology” in this context given
by taking the Grothendieck group of isomorphism classes of coherent algebraic
sheaves.

In the very general context of operator algebras one can define the Kasparov
K-theory of such an algebra. This is a bivariant functor and so includes a K-
homology theory. It can be defined even for non-commutative algebras and is a
fundamental idea in non-commutative geometry. For the algebra of continuous
functions on a compact space M , Kasparov K-theory is identical with topolog-
ical K-theory and comes with a corresponding covariant K-homology theory.
Unfortunately the objects representing classes in this K-homology seem to be
difficult to work with and not closely linked to the geometry. Connes [18] has
remarked extensively on the importance of this K-homology and the correspond-
ing Poincaré duality for many applications in the non-commutative geometry
program.

A more concrete approach to the construction of K-homology, close in spirit
to that in the algebraic category, is to define the K-homology of M asK(Rn,Rn−
M), the Grothendieck group of complexes of vector bundles on Rn, exact off M
for some closed embedding of M in Rn. One drawback of this construction is its
non-intrinsic nature since it relies on an explicit embedding. In the equivariant
case one needs an equivariant embedding in some G representation.

3.2 Orientations and Poincaré Duality: Homology and
Cohomology

Putting aside for the moment the question the definition of K-homology, we
would like to consider abstractly what properties it should have. We would like
K-theory (K∗) and K-homology (K∗) to have some of the same properties as
ordinary cohomology (H∗) and homology (H∗):

• H∗(M) is a contravariant functor for continuous maps, i.e. given

f : M → N

we have a map
f∗ : H∗(N)→ H∗(M)

• H∗(M) is a covariant functor for proper maps (maps such that the inverse
image of a compact set is compact).

• There is a cup product on H∗(M)

(α, β) ∈ Hj(M)⊗Hk(M)→ α ∪ β ∈ Hj+k(M)

• There is a cap product

(α, β) ∈ Hj(M)⊗Hk(M)→ α ∩ β ∈ Hk−j(M)

and it makes H∗(M) an H∗(M) module.
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• For N a subspace of M , there are relative cohomology groups H∗(M,N).

• (Alexander duality): For M ′ a smooth manifold of dimension m′ and M
a closed subspace of dimension m one has

Hi(M) = Hm′−i(M ′,M ′ −M)

In particular, we can choose a closed embedding of M in M ′ = Sn+m for
n large enough and then

Hi(M) = Hn+m−i(Sn+m, Sn+m −M)

• There is a distinguished class Ω ∈ H∗(Sn) = H∗(Rn,Rn − 0), the gener-
ator of Hn(Sn).

• For M a smooth manifold of dimension m, there is a distinguished class
in Hm(M), the fundamental class [M ].

• (Poincaré duality): For M a smooth manifold of dimension m the map

P.D. : α ∈ H∗(M)→ α ∩ [M ] ∈ Hm−∗(M)

is an isomorphism. The pairing < α, β > given by

(α, β) ∈ Hj(M)⊗Hj(M)→< α, β >= π∗(α ∩ β) ∈ H0(pt.)

where π is the map
π : M → pt.

is non-degenerate. Pairing with the fundamental class will be called an
integration map and denoted∫

M

α =< α, [M ] >

• When one has Poincaré duality, given a proper map

f : M →M ′

one can construct a “push-forward” or “umkehrung” map

f∗ : H∗(M) −→ H∗(M ′)

as follows

H∗(M) P.D.−→ Hm−∗(M)
f∗−→ Hm−∗(M ′)

P.D.= H∗−m+m′(M ′)

For the case m > m′ this is just a generalization of the integration map.
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• For the case of a closed embedding

i : M →M ′

the push-forward map i∗ can be constructed as follows. First consider the
case of a vector bundle

π : E →M

over M , with zero-section
i : M → E

E is said to be oriented if there is a class

i∗(1) ∈ Hn(E,E − {zero− section}) = Hn(E,E −M)

whose restriction to each fiber is Ω ∈ Hn(Rn,Rn − 0) = Hn(Sn). Such a
class is called an orientation class or Thom class and if it exists, E is said
to be orientable. A manifold is said to be orientable if its tangent bundle
is. Now, given a closed embedding

i : M −→ Sm+n

in a sphere of sufficiently large dimension, M will have a tubular neigh-
borhood which can be identified with the normal bundle N . One can
use the excision property of relative cohomology and Alexander duality to
identify H∗(N,N −M) and H∗(Sm+n, Sm+n −M) = Hm−∗ and under
this identification the fundamental class is just

[M ] = i∗(1) ∈ Hn(N,N −M) = Hn(Sm+n, Sm+n −M)

The push-forward i∗(α)of an arbitrary α ∈ H∗(M) can be constructed by
using the “Thom isomorphism”

α→ π∗(α) ∪ i∗(1) ∈ H∗(N,N −M)

The Thom class i∗(1) provides us with a sort of “δ-function” localized on
M . It allows one to relate integration over M to integration over N for M
embedded in N . ∫

M

i∗(α) =
∫
N

i∗(1) ∪ α
.

Another related application of the Thom class allows one to relate integration
over M to integration over s−1(0), the inverse image of zero for some section s
of some vector bundle E (transverse to the zero section) as follows∫

s−1(0)

j∗α =
∫
M

s∗(i∗(1)) ∪ α

(Here
j : s−1(0)→M

is just the inclusion map).
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3.3 Orientations and Poincaré Duality: K-theory and K-
homology

The properties of cohomology and homology discussed in the last sections are
also shared by K-theory and K-homology. We have seen already that K(M) is
defined as the Grothendieck group of vector bundles over M . Relative K-theory
groups K(M,N) can be defined in terms of complexes of vector bundles, exact
on N , or by pairs of vector bundles, with a bundle map between them that is an
isomorphism on the fibers over N . K(M) is a contravariant functor: pull-back
of vector bundles induces a map f ! on K-theory. The cup product is induced
from the tensor product of vector bundles.

K(M) is the degree zero part of a more general Z-graded theory K∗(M)
and we will often denote it by K0(M). A standard cohomology theory has the
property

Hi(M) = Hi+1(ΣM), i ≥ 1

where ΣM is the suspension of M . K-theory in other degrees is defined by
making this suspension property into a definition

K−i(M) = K̃(Σi(M))

(here on the right we need to use reduced K-theory, K-theory of bundles of
virtual dimension zero at a base-point).

This defines K-theory in non-positive degrees, the periodicity properties of
K-theory can be used to extend this to an integer grading. We will here only
consider complex K-theory, the K-theory of complex vector bundles. There are
similar K-theories built using real (KO) and quaternionic (KSp) vector bundles.

The fundamental theorem of the subject is the Bott periodicity theorem
which says that K-theory is periodic with period 2:

K−(i+2)(M) = K−i(M)

and that

K−i(pt.) =

{
Z i even
0 i odd

unlike the case of ordinary cohomology, where a point has non-trivial cohomol-
ogy only in degree zero.

K-theory and the theory of Clifford algebras are linked together in a very
fundamental way [6]. For an expository account of this, see [34]. Recalling the
discussion of section 2.3.5, the relation between K-theory and Clifford algebras
is given by

Theorem 7 (Atiyah-Bott-Shapiro). There is an isomorphism of graded rings

α : A∗ →
∑
i≥0

K−i(pt.)
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The isomorphism α can be explicitly constructed as follows. First note that

M2n = Z⊕ Z

with generators [S] = [S+ ⊕ S−], the Z2 graded spin module and S̃, the spin
module with opposite grading. Similarly

i∗M2n+1 = Z

and is generated by [S] + [S̃]. Thus

A2n = Z

with generator [S] − [S̃]. The isomorphism α associates to this generator an
element

[S, S̃ µ] ∈ K(R2n,R2n − 0) = K̃(S2n) = K−2n(pt.)

where S is the product bundle S × R2n over R2n, S̃ is the product bundle
S̃ × R2n and µ is the tautological bundle map given at a point v ∈ R2n by
Clifford multiplication by v.

This K-theory element Ω = [S, S̃ µ] plays the role for K-theory that the
generator of Hk(Sk) played in ordinary cohomology. In the case n = 1 it
is sometime known as the “Bott class” since multiplication by it implements
Bott periodicity. Note that the K-theory orientation class constructed above
has a great deal more structure than that of cohomology. Spin(2n) acts by
automorphisms on C2n and on the vector bundle construction of [S, S̃ µ].

There is another purely representation theoretical version of the Atiyah-
Bott-Shapiro construction. The representation ring RSpin(2n+ 1) is a subring
of RSpin(2n), the inclusion given by restriction of representations. It turns out
that RSpin(2n) is a free RSpin(2n+ 1) module with two generators which can
be taken to be 1 and S+. Now since

Spin(2n+ 1)/Spin(2n) = S2n

the associated bundle construction gives a map from RSpin(2n) to vector bun-
dles on S2n and this map defines an isomorphism

RSpin(2n)/RSpin(2n+ 1)→ K(S2n)

Restricting attention to even-dimensional manifolds M (so we can just use
complex K-theory), we can now do the same constructions as in cohomology,
defining for a vector bundle E an orientation or Thom class i!(1) ∈ K(E,E−M)
to be one that restricts to Ω on the fibers. Choosing a K-theory orientation of
the tangent bundle TM of a manifold is equivalent to choosing a Spinc struc-
ture on the manifold. Note that there may be many possible Spinc structures
on a manifold and thus many different K-theory orientations of the manifold.
Choosing a closed embedding

i : M −→ S2n+2k
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the normal bundle N will be orientable if TM and as in the cohomology case
the Thom class i!(1) provides an element

K(N,N −M) = K(S2n+2k, S2n+2k −M)

Using relative K-theory as a definition of K-homology, this provides a K-homology
fundamental class which we will denote {M} ∈ K0(M).

This definition of the fundamental class in K-homology as a relative K-theory
class is useful for topological computations, but there is a very different looking
definition of K-homology called analytic K-homology that uses elliptic operators
as cycles. The initial suggestion for the existence of this theory can be found
in [2], a recent exposition is [27] and many other applications are discussed in
[18]. The identity of these two different versions of K-homology is the content
of the Atiyah-Singer index theorem. In analytic K-homology, the fundamental
class of M is the class of the Dirac operator. The cap product map:

∩ : K0(M)⊗K0(M)→ K0(M)

is constructed by twisting the operator by the vector bundle E. In particular,
cap product by the fundamental class {M} = [D/] gives a Poincaré duality map

[E] ∈ K0(M) P.D.−→ [E] ∩ [D/] = [D/E ] ∈ K0(M)

In analytic K-theory the pushforward map π∗ associated to the map

π : M → pt.

takes the class of an elliptic operator D in K∗(M) to its index

π∗([D]) = index D = [ker D]− [coker D] ∈ K0(pt.) = Z

The analog of the cohomology integration map
∫
M

in K-theory is the map

[E] ∈ K(M)→ π∗([E] ∩ [D/]) = index D/E ∈ K0(pt.) = Z

so the K-theory integral over M of a vector bundle E is just the index of the
Dirac operator twisted by E.

For D an elliptic pseudodifferential operator, the two versions of K-homology
we have considered are related by the notion of the symbol σ(D) of the operator.
The symbol gives a bundle map between bundles pulled-back to the cotangent
bundle T ∗M , and the map is an isomorphism away from the zero section for the
elliptic case. Thus σ(D) defines a class in K(T ∗M,T ∗M −M) and so a class
in our topologically defined K0(M). The symbol of the Dirac operator is the
orientation class i!(1).

The Atiyah-Singer index theorem tells us that one can compute the index of
an elliptic operatorD by computing the push-forward of σ(D) ∈ K(T ∗M,T ∗M−
M) to K0(pt.) = Z They define this by using the fact that TN is a bundle over
TM that can be identified with π∗(N)⊗C and embedding TN in a large sphere
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S2k. Then i!(σ(D)) ∈ K(TN, TM) will give an element of K(S2k) and thus an
integer by Bott periodicity. This integer will be the index of D.

One would like to be able to compute the index in terms of the more familiar
topological invariants of homology and cohomology, we will see later how this
can be done using the Chern character and other characteristic classes.

3.4 Orientations and Poincaré Duality: Equivariant K-
theory

Much of the previous section continues to hold when one generalizes from K-
theory to equivariant K-theory. K0

G(M) is the Grothendieck group of equivari-
ant vector bundles, it again is a ring using tensor product of vector bundles.
One major difference is that now K0

G(pt.) is non-trivial, it is the representation
ring R(G). Now K0

G(M) has additional interesting algebraic structure: it is
a module over K0

G(pt.) = R(G). In order to define a corresponding equivari-
ant homology theory via Alexander duality, one needs to use an equivariant
embedding in V for V some representation of G of sufficiently large dimension.

Equivariant K-theory is naturally graded not by Z, but by the representation
ring. One gets elements in other degrees than zero by considering K0(M ×
V ). The Atiyah-Bott-Shapiro construction can also be generalized. Instead of
considering modules over the Clifford algebra of Rn we need to consider the
Clifford algebra of V , the ABS construction then gives a complex of equivariant
vector bundles over V , exact away from zero.

In the equivariant context the Dirac operator continues to provide an equiv-
ariant fundamental class and there is an equivariant integration map

π! : KG(M)→ KG(pt.) = R(G)

given by the index map

[E] ∈ KG(M)→ index D/E ∈ KG(pt.) = R(G)

since the index of an equivariant operator is a difference of representations, thus
an element of R(G).

If we specialize to the case M = G/T we see that our integration map is just
the map

π! : KG(G/T ) = R(T )→ KG(pt.) = R(G)

that takes a weight belonging to some multiplet to the corresponding represen-
tation of G. KG(G/T ) = R(T ) is a module over R(G), this module structure
is the one that comes from taking the restriction of a G representation to T
and using multiplication in R(T ). R(T ) is a free module over R(G) of degree
|W (G,T )| and the analog of Poincaré duality in this case is seen in the existence
of a map

KG(G/T )→ HomKG(pt.)(KG(G/T ),KG(pt.))

or
R(T )→ HomR(G)(R(T ), R(G))
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given by
λ→ (µ→ index D/Lλ⊗Lµ)

A generalization of equivariant K-theory was developed by Atiyah [3] and
more recently by Berline and Vergne [12, 13]. This generalization involves
“transverse elliptic” operators, i.e. ones whose symbol may not be invertible
in directions along G-orbits, but is on directions transverse to the G-orbits. It
allows one to consider a sort of equivariant K-theory integration map which
along G-orbits is purely a matter of representation theory. The integration map
takes values not in the character ring R(G)⊗C of conjugation invariant func-
tions on G, but in its dual, distributions on G that are conjugation invariant.

4 Classifying Spaces, Equivariant Cohomology
and Representation Theory

4.1 Classifying Spaces and Equivariant Cohomology

We first encountered homological methods in the context of the Lie algebra
cohomology H∗(n, V ). There we studied the n-invariant part of a U(n) module
V by replacing V with a resolution of V by free U(n) modules. This resolution
is a chain complex whose cohomology is just V in degree zero. Taking the n-
invariant part of the resolution leads to a new chain complex whose degree zero
cohomology is the invariant part of V . Now the complex may have cohomology
in other degrees leading to higher cohomology phenomena.

In this section we will consider another analogous homological construction,
this time using topological spaces. Roughly this can abstractly be described
as follows [36]. Instead of just a vector space V with a G action, consider
a topological space M with a G action. The analog of V here is the chain
complex of M , it is a differential module over the differential algebra C∗(G) of
chains on G. To get an analog of a free resolution of V , consider a topological
space EG which is homotopically trivial (contractible) and has a free G action.
The complex of chains on EG × M will be our analog of a free resolution.
Equivariant cohomology will be the derived functor of taking invariants of the
C∗(G) action. In a de Rham model of cohomology we are taking forms not
just invariant under the G action, but “basic”, having no components in the
direction of the G action.

With this motivation, the definition of equivariant cohomology is

Definition 5. Given a topological space M with a G action, the G-equivariant
cohomology of M is

H∗G(M) = H∗(EG×GM)

The classifying space BG of G is the quotient space EG/G.

Here we are using cohomology with real coefficients. Note that H∗G(M) is
not the same as (H∗(M))G, the G invariant part of H∗(M). For G compact
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taking G invariants is an exact functor so (H∗(M))G = H∗(M). H∗G(M) has
the property that, for a free G action

H∗G(M) = H∗(G/M)

At the other extreme, the equivariant cohomology of a point is now non-trivial:
for a compact Lie group

H∗G(pt.) = H∗(EG/G) = H∗(BG) = S(g∗)G

the space of conjugation invariant polynomial functions on the Lie algebra g.
Recalling our discussion of the maximal torus T of G, these are W (G,T ) invari-
ant functions on the Lie algebra of T so

H∗G(pt.) = R[u1, u2, · · · , ul]W (G,T )

where ui are coordinates on t and l is the rank of G. The equivariant cohomology
H∗G(M) is not only a ring, but is a module over the ring H∗G(pt.).

A simple example to keep in mind is G = U(1) for which in some sense

EU(1) = lim
n→∞

S2n+1 = S∞

and
BU(1) = lim

n→∞
CPn = CP∞

the infinite dimensional complex projective space. The cohomology ring of CPn

is
H∗(CPn) = R[u]/un+1

so this is consistent with
H∗U(1)(pt.) = R[u]

Note that the classifying space BG will be infinite dimensional for all compactG,
but often can be analyzed by taking limits of finite dimensional constructions.
We may want to consider cohomology classes with terms in indefinitely high
degrees, i.e. formal power series as well as polynomials, writing these as

H∗∗U(1)(pt.) = R[[u]]

Just as in equivariant K-theory we have the identity

H∗G(G/T ) = H∗T (pt.)

since
EG×G G/T = EG/T = BT

and more generally for H a subgroup of G there is an induction relation

H∗H(M) = H∗G(G×H M)
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If one wants to work with an explicit de Rham model of equivariant coho-
mology, one would like to avoid working with differential forms on the infinite
dimensional space EG. In an analogous fashion to what one does when one
computes de Rham cohomology of compact groups, where by an averaging ar-
gument one replaces forms on G by left-invariant forms which are generated by
left-invariant 1-forms (the Lie algebra g), one can use a much smaller complex,
replacing Ω∗(EG) by the “equivariant differential forms”

Ω∗G(M) = {W (g)⊗ Ω∗(M)}basic = (S(g∗)⊗ Ω∗(M))G

Here
W (g) = S(g∗)⊗ Λ(g∗)

is the Weil algebra of G, a finite dimensional model for forms on EG. For more
details on equivariant cohomology see [5] and [24] and for a detailed exposition
of the formalism of equivariant forms and the equivariant differential, see [26].
There one can also find a translation of this formalism into the language of
superalgebras. In this language Ω∗G(M) is a superalgebra with action of the Lie
superalgebra

g̃ = g−1 ⊕ g0 ⊕ g1

where g0 = g, the g−1 is a copy of g corresponding to the interior products in
the g directions and g1 is one dimensional, corresponding to the differential d.
Taking basic forms is then equivalent to g̃ invariance, roughly corresponding to
the motivation of taking C∗(G) invariants given at the beginning of this section.

4.2 Classifying Spaces and Equivariant K-Theory

For a general group G the topology of the classifying space of a group G is often
closely related to the representation theory of G. Given a representation V of
G, one can form the vector bundle

VG = EG×G V

over BG. In terms of equivariant K-theory classes one has a map

V ∈ KG(pt.) = R(G)→ [VG] ∈ KG(EG) = K(BG)

For compact Lie groups

KG(EG) = K(BG) = R̂(G)

where R̂(G) is the completion of the representation ring at the ideal of virtual
representations of zero dimension [7]. Thinking of R(G) as the ring of conjuga-
tion invariant functions on G in this case our map

V ∈ R(G)→ R̂(G)

is just the map that takes a global function to its power series expansion around
the identity.
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As an explicit example, consider the case G = U(1). Then the representation
ring is

R(U(1)) = Z[t, t−1]

Writing a representation t in terms of its character χ(t) as a function on g = R

χ(t) = eu

Then (R(U(1)) ⊗ C) the subring of the power series ring C[[u]] generated by
{eu, e−u} and the completion at eu = 1 is the power series ring

R̂(U(1))⊗C = C[[z]]

where z = eu − 1.
A lesson of this is that one can study the character ring R(G) by considering

the equivariant K-theory of EG, although at the cost of only being able to
work with power series expansions of characters on the Lie algebra instead of
global character functions. Furthermore, when one does this one ends up with
something that is equivalent to equivariant cohomology.

In some sense the map

π! : KG(EG)→ KG(pt.)

while only being a homotopy equivalence, not an equivariant homotopy equiva-
lence, still closely relates these two rings. The Baum-Connes conjecture implies
that something like this phenomenon occurs even in the context of discrete
groups G. More specifically they conjecture [9] that

KG∗(EG) = K∗(C∗r (G))

Here EG is their classifying space for proper G actions, on the left one is using
some version of K-homology, typically one defined in terms of operator algebras,
such as Kasparov KK-theory. On the right is the operator algebra K-theory of
the reduced C∗-algebra of G.

4.3 Equivariant Homology and the Fundamental Class

An obvious possible integration map in equivariant cohomology is integration
of differential forms which gives a map∫

M

: H∗G(M)→ H∗G(pt.) = S(g∗)G

We can use to this to construct a map similar to the one we saw in equivariant
K-theory reflecting Poincaré duality

H∗G(M)→ HomS(g∗)G(H∗G(M), S(g∗)G)

defined by

[α]→ ([β]→
∫
M

αβ)
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This map is an isomorphism in certain cases [24], for instance if M is a compact
symplectic manifold and the G action is Hamiltonian (preserves the symplectic
form). In other cases it fails to be an isomorphism, most dramatically in the
case of a free G action when the map is zero since the integral of an equivariantly
closed form vanishes.

This failure is an indication that to get a well-behaved notion of an equiv-
ariant homology theory dual to equivariant cohomology in terms of differential
forms, one needs to consider not just S(g∗), the polynomial functions on g, but
the class of generalized functions on g, C−∞(G). We’ll begin by considering the
case of a point.

4.3.1 The Equivariant Homology of a Point

In equivariant K-theory, KG(pt.) ⊗ C = R(G) ⊗ C is the space of character
functions on G. There is a natural inner product given by the Haar integral
over G, and different irreducible representations V and W are orthonormal with
respect to this inner product.

< χV , χW >=
∫
G

χV (g)χW (g)dg =

{
1 V 'W
0 V 6'W

The irreducible representations thus give a distinguished basis for KG(pt.). For
any representation V , irreducible or not, its decomposition into irreducibles
(coordinates with respect to the distinguished basis) can be found by computing
integrals. The integral ∫

G

χV (g)χVi(g)dg

gives the multiplicity mult(Vi, V ) of the irreducible Vi in V . In particular∫
G

χV (g)dg

gives the multiplicity mult(1, V ) of the trivial representation in V . For each
irreducible Vi, the multiplicity mult(Vi, ·) is a linear functional on KG(pt.) giving
a distinguished basis for the dual space to KG(pt.). Another important linear
functional is given by evaluating the character at the identity, giving the virtual
dimension of an element of KG(pt.).

In equivariant cohomology H∗∗G (pt.) consists of power series about zero in
the Lie algebra. The (topological) dual vector space is the space

C−∞(g)0

of distributions supported at 0. Fourier transformation maps S∗(g) (polynomials
on g∗) to distributions on g supported at 0: derivatives of the δ-function. We
would like to be able to define analogs of the linear functionals mult(Vi, ·), for
instance mult(1, ·), the multiplicity of the identity representation. This is not
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so easily defined as in the R(G) case, but one way of doing this is to compute
limits of ratios such as the following:∮

g

f(u) ≡ lim
ε→0

∫
g
f(u)e−ε||u||

2∫
g
e−ε||u||2

where || · || is a conjugation invariant norm on g.
One could ask what the fundamental class is in the equivariant homology

of a point. The fact that H∗G(pt) = H∗(BG) would indicate that in some
sense the answer should be the homology fundamental class of BG. The infinite
dimensionality of BG makes this very ill defined, a better answer to this question
would be the functional

∮
g
(·).

4.3.2 The Case of a Free Action

We saw at the beginning of this section that for a free action the obvious inte-
gration map

∫
M

on H∗G(M) gives zero. To get an integration map with better
properties, we proceed much as in the case of the cohomology Thom class. There
one could replace integration over M by integration over some N in which M
is embedded. The analog of the Thom class in this case is something we will
call the Witten-Thom class [44] and to define it we need to work with a gen-
eralization of equivariant differential forms. For a definition of the complex
C−∞(g,Ω∗(M)) of equivariant differential forms with generalized coefficients
and the corresponding generalization H−∞G (M), as well as more details of this
construction, see [31]. For a related discussion of the fundamental homology
class for a free action, see [8].

Definition 6. Given a fibration

G −−−−→ Pyπ
M

with a connection ω on P , define a one-form on P × g∗ by

λ(p, u) = ωp(u)

where ωp is the g-valued connection 1-form at p ∈ P and ωp(u) is its evaluation
on the element u ∈ g∗. The Witten-Thom class γ ∈ C−∞(g,Ω∗(P )) is defined
by

γ =
1

(2π)dim g

∫
g∗
eidgλ

where dg is the equivariant differential in C−∞(g,Ω∗(P )).

The Witten-Thom class has the following properties:

• Its class inH−∞G (P ) is independent of the connection ω chosen to construct
it.
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• (Analog of Thom isomorphism): The map

H∗(M)→ H−∞G (P )

on cohomology induced from the map

α→ π∗(α) ∧ γ

is an isomorphism of C∞(g)G modules.

• Evaluation of γ on φ ∈ (C∞(g))G gives∫
g

γ(u)φ(u) = vω ∧ φ(Ω)

i.e.
γ(u) = vω ∧ δ(u− Ω)

Here Ω is the curvature of ω and vω is a vertical form on P of degree
dim G and integral vol(G) over each fiber.

• Integration over P and over M are now related by∫
g

φ(u)
∫
P

γ ∧ π∗α = vol(G)
∫
M

α ∧ φ(Ω)

For α = 1, this formula gives an expression for the characteristic number∫
M

φ(Ω)

of P corresponding to φ. Taking φ of the form

φ(u) = e−ε||u||
2

and taking the limit as ε goes to zero gives the formula∮
g

∫
P

γ ∧ π∗α =
∫
M

α

The last of these properties shows that we have an integration map onH∗G(P )
for the case of a free action is given by

α ∈ H∗G(P )→ 1
vol(G)

∮
g

∫
P

γ ∧ α ∈ H∗(pt)

.
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4.4 K-theory and (Co)homology: The Chern Character

We have seen that for a point, the relation between equivariant K-theory and
equivariant cohomology is just that between a representation V and its character

χV = TrV (eu)

expressed as a power series about 0 ∈ g. In general one would like to relate
K-theory calculations to more familiar cohomological ones, this is done with a
map called the Chern character.

In ordinary K-theory and cohomology, the Chern character is a map

ch : K(M)→ H∗(M,C)

and is a ring isomorphism. It takes the direct sum of vector bundles to the
sum of cohomology classes and the tensor product of vector bundles to the cup
product of cohomology classes and takes values in even dimensional cohomology.
A generalization to the odd K-theory groups takes values in odd dimensional
cohomology.

Chern-Weil theory gives a de Rham cohomology representative of the Chern
character map using the curvature of an arbitrarily chosen connection. If an
element [E] of K-theory is the associated bundle to a principal bundle P of the
form

E = P ×G V

for a representation V of G, then the Chern-Weil version of the Chern character
is defined by ∫

g

γ(u)φ(u) = vω ∧ φ(Ω) = vω ∧ ch([E])

where γ is the Thom-Witten form and

φ(u) = TrV (eu) ∈ C∞(g)

One can define similarly define an equivariant Chern character map

chG : KG(M)→ H∗G(M)

a Chern-Weil version of this uses G-invariant connections. It is no longer a
rational isomorphism since as we have seen even for a point one has to take
a completion of KG. Several authors have defined a “de-localized equivariant
cohomology” with the goal of having a Chern-character that is an isomorphism.
For one version of this, see [20].

Quillen [38] has defined a generalization of the Chern character to the case
of relative K-theory, using a generalization of Chern-Weil theory that uses “su-
perconnections” instead of connections. Whereas a connection on a Z2-graded
vector bundle preserves the grading, a superconnection has components that
mix the odd and even pieces. He constructs an explicit Chern character map
that uses the superconnection

d+ tµ
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on the trivial spin bundles S and S̃ over R2n and takes the K-theory orientation
class

[S, S̃ µ] ∈ K(R2n,R2n − 0)

to an element
Str(e(d+tµ)2

) ∈ H∗(R2n,R2n − 0)

Here Str is the supertrace, t is a parameter, and this differential form becomes
more and more peaked at 0 as t goes to infinity.

This construction is generalized in [35] to an equivariant one for the group G,
where G is some subgroup of Spin(2n). The Atiyah-Bott-Shapiro construction
of the orientation class is G-equivariant and gives an element in KG(R2n,R2n−
0). Mathai-Quillen use an equivariant superconnection formalism to map this to
an equivariant differential form that represents an element of HG(R2n,R2n−0).
Given such an equivariant differential form, for any vector bundle E over M with
connection of the form

P ×G V

for some G-representation V , one can use Chern-Weil theory to get an explicit
representative for the Chern character of the K-theory orientation class

ch(i!(1)) ∈ H∗(E,E −M)

Mathai and Quillen show that this is not identical with the cohomology orien-
tation class, instead it satisfies

ch(i!(1)) = π∗(Â(E)−1)i∗(1)

where Â(E) is the characteristic class of the vector bundle E corresponding to
the function

φ(u) = det
1
2 (

u/2
eu/2 − e−u/2

)

The Chern character can be used to get an explicit cohomological form of
the index theorem. The index of an operator D with symbol σ(D) will be given
by evaluating

ch(i!(σ))

on the fundamental class of TN , where i : TM → TN is the zero-section.
Standard manipulations of characteristic classes give the well-know formula

indexD/E =
∫
M

ch(E) ∧ Â(TM)

In the equivariant context, Berline and Vergne [11, 10] found a generalization
of this formula expressing the equivariant index (as a power series in H∗G(pt.))
as an integral over equivariant versions of the Chern and Â classes. They note
that in the special case of M = G/T a co-adjoint orbit, their formula reduces
to an integral formula for the character due to Kirillov. See [12, 13, 20] for
generalizations to the case of transverse elliptic operators and to de-localized
equivariant cohomology.
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5 Witten Localization and Quantization

Given a geometric construction of a representation V , a central problem is to
understand its decomposition into irreducible representations Vi. Since

mult(Vi, V ) = mult(1, V ⊗ V ∗i )

once one knows the irreducible representations, one just needs to be able to
compute the multiplicity of the identity representation in an arbitrary one. For
a compact Lie group, if one knows the character χV , this is just the integral
over the group. If the character is only known as a power series expansion in
the neighborhood of the identity, we have seen that one still may be able to
extract the multiplicity from an integral over the Lie algebra.

Witten in [44] considered integrals of this form for integrands such as the
equivariant Chern character that occurs in the Berline-Vergne-Kirillov integral
formula for an equivariant index. Given a quantizable symplectic manifold M
with a Hamiltonian G action, one considers an equivariant line bundle L which
gives a class

[L] ∈ KG(M)

As an element of R(G), the quantization here is the K-theory push-forward

π!([L]) ∈ KG(pt.) = R(G)

and one would like to know how this decomposes into irreducibles. This requires
evaluating integrals of the form∮

g

∫
M

chG([L])ÂG(M)

The equivariant Chern character is represented by an equivariant differential
form that is the exponential of the equivariant curvature form of L

chG([L]) = eω+i2π<µ,u>

where ω is the symplectic form (curvature of L) and µ is a the moment map

µ : M → g∗

The integral over g has exponential terms of the form∫
g

e−ε||u||
2+i2π<µ,u>(· · · )

and as ε goes to zero the integral will be dominated by contributions from a
neighborhood of the subspace of M where µ = 0. The Witten-Thom form
relates such integrals to integrals on µ−1(0)/G. Various authors have used this
sort of principle to show that “quantization commutes with reduction”, i.e. the
multiplicity of the trivial representation in π!([L]) is the dimension one would
get by quantizing the Marsden-Weinstein reduced phase space µ−1(0)/G. For
a review of some of these results, see [42].
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6 Geometrical Structures and Their Automor-
phism Groups

6.1 Principal Bundles and Generalized G-structures

A principal G-bundle P

G −−−−→ Pyπ
M

can be thought of as a generalization of a group to a family of identical groups
parametrized by a base-space M . We’ve already seen two classes of examples:
G is a principal H-bundle over G/H, and EG is a principal G-bundle over BG.
This second example is universal: every G bundle P occurs as the pullback
under some map f : M → BG of EG.

To any n-dimensional manifold M one can associate a principal GL(n,R)
bundle F (M), the bundle whose fiber above x ∈M is the set of linear frames on
the tangent space TxM . A sub-bundle of P ⊂ F (M) with fiber G ⊂ GL(n,R)
will be called a G-structure on M . The frame bundle F (M) or a G-structure
P can be characterized by the existence of a tautologically defined equivariant
form

θ ∈ Ω1(P )⊗Rn

such that θp(v) gives the coordinates of the vector π∗(v) with respect to the
frame p.

This classical definition of a G-structure is not general enough to deal even
with the spinor geometry of M since one needs to consider a structure group
Spin(n) or Spinc(n) at each point and these are not subgroups of GL(n,R).
To get a sufficient degree of generality, we’ll define

Definition 7. A generalized G structure on a manifold M is a principal G-
bundle P over M and a representation

ρ : G→ GL(n,R)

together with a G-equivariant horizontal Rn-valued one-form θ on P .

Note that ρ does not have to be a faithful representation, it may have a
kernel which can be thought of as an “internal symmetry”.

6.2 The Automorphism Group of a Bundle

To any principal bundle P one can associate a group, the group AutP of au-
tomorphisms of the bundle. This group will be infinite-dimensional except in
trivial cases.

Definition 8. Aut(P )={f : P → P such that f(pg) = f(p)g)}
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Aut(P ) has a subgroup consisting of vertical automorphisms of P , those
which take a point p ∈ P to another point in the same fiber. This is the gauge
group GP and elements of GP can be given as maps

h : P → G

here h(p) is the group element such that

f(p) = ph(p)

The condition that f(p) ∈ GP implies that the functions h satisfy a condition
h(pg) = g−1h(p)g so

Definition 9. GP={h : P → G such that h(pg) = g−1h(p)g}

in other words GP consists of the space of sections Γ(AdP ) where AdP is
the bundle

AdP = P ×G G
associated to P , with fiber G and the action of G on itself the adjoint action.

First consider the case of a G bundle over a point, in other words P is G
itself. Describe Aut P in this case, show that it is GL×Z(G) May also want to
include an explicit discussion of the one-dimensional case.

The gauge group GP is a normal subgroup of Aut(P ) and the quotient group
is the group Diff(M) of diffeomorphisms of the base space M . So we have an
exact sequence

1→ GP → Aut(P )→ Diff(M)→ 1

Taking infinitesimal automorphisms we have the exact sequence

0→ Lie(GP )→ Lie(Aut(P )) π∗→ V ect(M)→ 0

Here we are looking at the Lie algebra of G-invariant vector fields on P , it has
a Lie subalgebra of vertical G-invariant vector fields and a quotient Lie algebra
of G-invariant vector field modulo vertical ones, which can be identified with
V F (M), the vector fields on M . The maps in this exact sequence are both Lie
algebra homomorphisms and homomorphisms of C∞(M) modules.

6.3 Connections

The fundamental geometrical structure that lives on a bundle and governs how
the fibers are related is called a connection. There are many equivalent ways of
defining a connection, perhaps the simplest is

Definition 10. A connection is a splitting h of the sequence

0→ Lie(GP )→ Lie(Aut(P )) π∗→ V F (M)→ 0

i.e. a homomorphism

h : V F (M)→ Lie(Aut(P ))

of C∞(M) modules such that π∗h = Id.
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For any vector field X ∈ V F (M), hX ∈ Lie(Aut(P )) is the horizontal
lift of X. A connection can also be characterized by the distribution on P of
horizontal subspaces Hp. Hp is the subspace of TpP spanned by the horizontal
lifts of vector fields.

The map h is not necessarily a Lie algebra homomorphism. When it is the
connection is said to be flat. In general the curvature Ω of a connection is
characterized by the map

Ω : V F (M)× V F (M)→ Lie(GP )

given by
Ω(X,Y ) = [hX, hY ]− h[X,Y ]

A connection can dually be characterized by an equivariant g valued one-
form

ω ∈ Ω1(P )⊗ g

which satisfies
Hp = ker ωp

The space AP is an affine space, the difference of two connections is a one-
form on M with values in Γ(Lie(AdP )). The group Aut(P ) acts on AP by
pull-back of connection one-forms.

7 Quantum Field Theories and Representation
Theory: Speculative Analogies

We began this article with some fundamental questions concerning the signifi-
cance of the mathematical structures appearing in the quantum field theory of
the Standard Model. Here we would like to provide some tentative answers to
these questions by speculating on how these mathematical structures fit into the
representation theoretical framework we have developed in previous sections.

7.1 Gauge Theory and the Classifying Space of the Gauge
Group

Given an arbitrary principal bundle P , we have seen that its automorphism
group Aut(P ) has a normal subgroup GP of gauge transformations which acts
on AP , the space of connections on P . GP has a subgroup G0

P of based gauge
transformations, those that are the identity on a fixed fiber in P . AP is con-
tractible and the G0

P action is free, so we have

EG0
P = AP , BG0

P = AP /G0
P

We have seen in the case of a compact Lie group G that the use of the
classifying space BG allows us to translate problems about the representation
theory of G into problems about the topology of BG, which are then studied
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using K-theory or (co)homology. To any representation V of G is associated
an element [VG] ∈ KG(EG) = K(BG) and K0

G(EG) = K0(BG) is ̂R(G), the
representation ring of G, completed at the identity. In the case of the gauge
group GP , our lack of understanding of what R(GP ) might be is profound, but
perhaps quantum field theory is telling us that it can be approached through
the study of the topological functors K∗GP (EGP ) and H∗GP (EGP ). The infinite
dimensionality of GP makes the study of these functors difficult, but if physicist’s
path integral calculations can be interpreted as formal calculations involving
these rings, then there is a large amount of lore about what can be sensibly
calculated that will become accessible.

Following this line of thought, the Standard Model quantum field theory
path integral would involve a de Rham model

Ω∗G(AP ) = {W (Lie(GP )⊗ Ω∗(AP )}basic

of the equivariant cohomology of AP , and elements of the path integral in-
tegrand may come from this de Rham model. One obvious objection to this
program is that this is what is done in Witten’s “topological quantum field
theory” (TQFT) formulation of Donaldson invariants [43] (for a review from
this point of view, see [19]) and our physical theory should have observables
that are not topological invariants. But perhaps the answer is that here one
is doing “equivariant topological quantum field theory” and so has observables
corresponding to the infinitesimal actions of all symmetries one is considering.

TQFT will correspond to restricting attention to the subspace of Aut(P )
invariants, this gives a finite dimensional purely topological problem, corre-
sponding physically to choosing to only study the structure of the vacuum state
of the more general equivariant theory.

One also needs to understand why the path integral is expressed as an inte-
gral over the classifying space BGP = AP /GP . In the Baum-Connes conjecture
case described in an earlier section, the conjecture amounts to the idea that the
map

K∗G(EG) π∗→ K∗G(pt.)

induced from the “collapse” map π : EG → pt. is an isomorphism for G a
discrete group. Assuming that something like this is still true for G = GP ,
one can perhaps interpret path integral expressions as equivariant homology
classes on AP . Then the integral is a reflection of the existence of some sort of
fundamental class providing via cap-product a map

K∗GP (AP )→ K∗GP (AP )

Here again the notion of an equivariant fundamental class is the critical one.
Our proposal is that the Standard Model path integral involves a GP -equivariant
fundamental class of AP and that path integrals are actually calculations in an
explicit model of equivariant cohomology related to the abstract equivariant
K-theory picture by a Chern character map.

Finally one would like to understand the occurrence of the exponential of
the Yang-Mills action as a factor in the path integral integrand. This can be

43



understood by a generalization of the arguments discussed in Section 5, which
were originally developed by Witten for the sake of applying them formally
to the case of connections on a principal bundle P over a Riemann surface
Σ. In that case AP is a (infinite dimensional) symplectic manifold with a line
bundle L (the determinant bundle for the Dirac operator) whose curvature is
the symplectic form. The whole setup is equivariant under the gauge group GP
and the moment map corresponding to the GP action is given by the curvature
two-form FA of the connection A ∈ AP .

The localization principle shows that trying to pick out the LieGP by doing
an integral

lim
ε→0

∫
LieGP

∫
AP

e−ε||u||
2
chGP (L)

leads to integrals of the form

lim
ε→0

∫
AP

e−
1
ε2
||FA||2(· · · )

a form which is precisely that of the standard Yang-Mills theory. Note that
the limit ε → we would like to take is the same as that of taking the coupling
constant to zero in the continuum limit as specified by the asymptotic freedom
of the theory. The fact that this limit needs to be taken in a very specific way
in order to get a non-trivial continuum limit should be a highly non-trivial idea
necessary for the construction of interesting representations of Aut(P ) in higher
dimensions.

While this specific construction only works for a Riemann surface, for a four
dimensional hyperkähler manifold there is an analogous moment map. Here the
zeros of the moment map are connections satisfying F+

A = 0 and a Gaussian
factor in this moment map and the Yang-Mills action are related by

e
− 1
g2
||FA||2 = e

− 1
g2 (||F+

A ||
2+||F−A ||

2) = (const.)e−
1
g2
||F+

A ||
2

since
||F+

A ||
2 − ||F−A ||

2

is a constant topological invariant of the bundle P .

7.2 An Analogy

The fundamental problem faced by any attempt to pursue the ideas of the
previous section is our nearly complete ignorance of the representation theory
of the group Aut(P ) for base spaces of more than one dimension. In previous
sections certain techniques for decomposing the space of functions on a compact
Lie group G into irreducibles were explained in great detail partly because many
of the same techniques may be useful in the Aut(P ) case. One can begin by
trying to decompose a space of functions on P , say C∞(P ), as an Aut(P )
representation. As such it is highly reducible but perhaps the same homological
techniques of using Clifford algebras and classifying spaces can be of help.
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Some details of the analogy we have in mind are in the following table (GL,
GR, TL, TR are the right and left actions of G or T on G).

Representations of G Representations of Aut(P )
G, C∞(G) P, C∞(P )

TR G
G/T P/G = M
GL AutP
TL GP

ET ×TL G/T A×GP P
Γ(G×TR S(g/t)R) Γ(P ×G S)

The last line of this analogy is the most problematic. In the G case g/tR
is a finite dimensional space one can use to construct n+ and then get a finite
dimensional complex using either Λ∗(n+) or the spinors S)g/t)R . In the Aut(P )
case there is no finite dimensional analog of n+. One can still construct an
analogous spinor bundle and it will have a space of sections that Aut(P ) acts
on, but one cannot get non-trivial irreducible representations as subspace of this
space of section. Quantum field theory indicates a method for dealing with this
problem, that of “Second Quantization”, i.e. consider that space of sections as a
space that is still to be quantized. The space of sections will be the “one- particle
space” and one wants to construct what can variously be thought of as the Fock
space or infinite dimensional spinor space associated to this one-particle space.

7.3 Hilbert Spaces and Path Integrals for the Dirac Action

A quantum field theory should associate to a manifold with boundary (M,∂M)
a Hilbert space H∂M which is associated to the boundary. It should have a
vacuum vector |0 >M∈ H∂M which depends on the bounding manifold M ,
much the way a highest weight vector in a representation of G depends upon
the extra data of a complex structure on G/T .

We have
i : ∂M →M

and a corresponding map
i∗ : AM → A∂M

given by restriction of connection to the boundary. Somehow we want to con-
struct a push-forward map

i! : KG(AM )→ KG(A∂M )

which should give us our H∂M . We somehow have to deal with the fact that
our H∂M should be a representation of G∂M rather than GM , these groups are
related by the exact sequence

1→ G∂M,1 → GM → G∂M → 1
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where G∂M,1 is the subgroup of GM of gauge transformations that are the identity
on ∂M . The gauge group on the boundary is naturally a quotient of the gauge
group on the entire space.

Recall from section 2.3.3 that the spin representation can be defined as
the dual space to Γ(Pf∗) where Pf∗ is a line bundle over J (V ), the space
of maximal isotropic complex subspaces of VC. The line bundle Pf∗ can be
explicitly constructed on an open subset of J (V ) by associating to an isotropic
subspace a skew operator and thus a vector in an exterior algebra according to
the Gaussian formula of section 2.3.4.

In [46] Witten shows that, for the case of Σ a Riemann surface bounded by
∂Σ = S1, the Hilbert space for the theory should be thought of as a space of
sections of a bundle Pf∗ over the space of maximal isotropic subspaces of the
space of spinor field restricted to boundary ∂Σ. This construction is an infinite
dimensional generalization of that of section 2.3.3 and 2.3.4. The formula that
associates a vector in an exterior algebra to an isotropic subspace is now just
the path integral for the Dirac action∫

[dΨ]e
∫
Σ ΨD/Ψ

Other vectors in the exterior algebra come from evaluating the path integral
with non-trivial operator insertions∫

[dΨ]e
∫
Σ ΨD/ΨO

In higher dimensions one has the same formal structure (at least for the case
of M even dimensional, ∂M odd dimensional): one can use the Dirac operator
to polarize the space of spinor fields restricted to ∂M and interpret the fermionic
path integral as providing a construction of a bundle Pf∗ whose sections are
the Hilbert space of the theory, including a canonically defined vacuum vector.

8 0+1 Dimensions: Representation Theory and
Supersymmetric Quantum mechanics

Quantum mechanics is the simplest example of a quantum field theory, one with
a zero-dimensional space and one-dimensional time. A path integral formulation
of quantum mechanics will involve an integration over paths in some finite di-
mensional manifold M . A beautiful interpretation of supersymmetric quantum
mechanical path integrals due to Witten [4] interprets them as an integration
map in the S1-equivariant cohomology of the loop space LM , where the S1

action is just rotation along the loop. Cohomological orientability of the loop
space LM is equivalent to K-theory orientability of the manifold M .

In S1-equivariant cohomology there is a localization principle that allows the
calculation of integration maps using just data from the neighborhood of the
fixed point set of the S1 action. In the LM case the fixed points are just the
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points of M and the integration map reduces to an integration over M , formally
giving another derivation of the cohomological formula for the index. This use
of equivariant cohomology is not much related to representation theory. The
result of the integration map is just a constant in R[[u]].

In addition, this case is rather different than that of higher dimensions.
The space-time symmetry of this theory is dealt with by the S1-equivariant
cohomology, but in higher dimensions there is no such group action and the
space-time symmetry should be handled by Clifford algebra methods.

If one picks M = G/T , for each irreducible representation of G there is a
supersymmetric quantum mechanics whose Hilbert space is just this represen-
tation. For further details about this and some references to other work, see
[49].

9 1+1 Dimensions: Loop Group Representations
and Two-Dimensional Quantum Field Theo-
ries

Two-dimensional quantum field theories involving gauge fields and fermions
have been intensively studied over the last 20 years, partly due to the importance
of certain such theories as building blocks of conformal field theories. Such
conformal field theories can in principle be used to construct perturbative string
theories and one might argue that they are the only part of string theory that
is reasonably well-defined and well-understood. The Hilbert space of a two-
dimensional quantum field theory depends on the fields on the boundary of the
two-dimensional base space, a set of circles. Restricting attention to the case
of one circle, the Hilbert space will be a representation of a loop group, the
group of gauge transformations on the circle. A crucial part of understanding
the quantum field theory is understanding how the Hilbert space decomposes
into irreducible loop group representations.

There is a large literature on loop group representations, including the book
[37]. The class of irreducible loop group representations that is both well un-
derstood and of physical significance is that of positive energy representations.
These are all projective representations, characterized by a level k.

Some quantum field theories that have been studied in terms of loop group
representations include:

• Wess-Zumino-Witten (WZW) models. Here the fields are maps from the
two dimensional base space to G, or equivalently gauge transformations of
a trivial bundle. The theory is characterized by a positive integer k. The
Hilbert space decomposes in a similar way to L2(G) in the Peter-Weyl
theorem. It is a sum of terms of the form∑

α

V α ⊗ Vα
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where α is a finite set of labels of integrable LG representations of level
k. One fascinating aspect of these models is “non-abelian bosonization”:
they are equivalent to fermionic (anti-commuting) quantum field theories.

• G/H “Coset” Models, or equivalently gauged Wess-Zumino-Witten mod-
els. Here the fields are gauge transformations of a bundle, as well as
connections on the bundle. The Hilbert space of these models is related
to that of the standard WZW model, but now one can pick out that part
of the representation that is invariant under the subgroup LH ⊂ LG.

• Supersymmetric WZW and gauged WZW models. A supersymmetric two-
dimensional quantum field theory has both anti-commuting and commut-
ing fields. The Hilbert space of the theory now may be a complex.

Until recently there was little evidence in the case of these theories for the
relevance of the abstract equivariant K-theory point of view advocated in the
earlier part of this paper. This has changed with the announcement [22] of

Theorem 8 (Freed-Hopkins-Teleman). For G compact, simply-connected,
simple, there is an equivalence of algebras

Vk(G) ' Kk+h(G)
G,dimG(G)

Here Vk(G) is the Verlinde algebra of equivalence classes of level-k positive en-
ergy representations of LG with the fusion product. K

k+h(G)
G,dimG(G) is the (k +

h(G))-twisted equivariant K-homology of G (in dimension dimG) with product
induced from the multiplication map G×G→ G. The G action is the conjuga-
tion action, and h(G) the dual Coxeter number of G.

While this result is expressed as a statement purely about the finite dimen-
sional compact group G, it is related to the loop group and its classifying space
as follows. Consider the trivial G bundle over the circle S1. In this case the
gauge group G is the loop group LG and the space of connections A on the
bundle has an LG action. The subgroup ΩG of based loop group elements acts
freely on A. The quotient of A/ΩG is just G, the group element giving the
holonomy of the connection. The remaining G action on the base point acts
by conjugation on the holonomy. Assuming that equivariant K−theory can be
made sense of for loop groups and that it behaves as expected for a free action,
we expect

KG(A) = KG(A/ΩG) = KG(G)

where the G action on G is by conjugation. Our discussion of the relationship of
equivariant K-theory and representation theory leads us to hope for some sort
of relation between the representation ring of LG and this KG(G). The analog
of the representation ring in this context is the Verlinde algebra Vk(G) of level k
projective LG representations, and the Freed-Hopkins-Teleman result identifies
it with K

k+h(G)
G,dimG(G).

The Freed-Hopkins-Teleman theorem fundamentally tells us that in the case
of one-dimensional base space, the appropriate representation theory of the
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gauge group (that of positive-energy representations) can be identified with the
equivariant K-theory of the classifying space of the gauge group, although this
requires using twisted K-theory since the representations are projective. We
have seen that, for a general base space, quantum field theory path integrals
may have an interpretation as calculations in the equivariant K-theory of the
gauge group. The question of whether there is an extension of the Free-Hopkins-
Teleman result to gauge groups in higher dimensions is one of potentially great
significance for both mathematics and physics.

Segal has given[41] a map

Vk(G) −→ K
k+h(G)
G,dimG(G)

that conjecturally is the Freed-Hopkins-Teleman isomorphism. He constructs
this map by associating to a loop group representation E the Fredholm complex

E ⊗ Λ 1
2∞

(Lg∗) d+d∗−→ E ⊗ Λ 1
2∞

(Lg∗)

Here Λ 1
2∞

Lg∗ are the so-called “semi-infinite” left-invariant differential forms
on the loop group. He notes that this complex should be thought of as the
Hilbert space of a supersymmetric Wess-Zumino-Witten model.

This is formally similar to the Kostant complex

Vλ ⊗ S+ D/−→ Vλ ⊗ S−

and recall that we have argued that

S+ D/−→ S−

can be thought of as a K-homology equivariant fundamental class. It may be
possible to recast Segal’s construction in the language of Clifford algebras and
spinors. Note that the projective factor of the dual Coxeter number contributed
by the semi-infinite differential forms is the analog in the loop group case of δ
(half the sum of the positive roots) in the compact group case [21]. The Kostant
complex in the loop group case has been studied by Landweber [33].

While Wess-Zumino-Witten models and their supersymmetric extensions
have been much studied in the physics literature, much remains to be done
to understand fully the relationship between representation theory and these
models. The program to understand conformal field theory from representation-
theoretical point of view begun in [39] still remains to be developed. In partic-
ular it would be most interesting to understand the structure of path integral
calculations from this point of view. This might provide inspiration for how to
generalize these ideas to the physical case of four dimensional space-time.

10 Speculative Remarks About the Standard Model

The motivating conjecture of this paper is that the quantum field theory un-
derlying the Standard Model can be understood in terms of the representation
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theory of the automorphism group of some geometric structure. Furthermore
we have argued that K-theory should be the appropriate abstract framework in
which to look for these representations. The first question that arises is that of
what the fundamental geometric structure should be. K-theory is well-known
to have a periodicity in dimension of order 8. This is reflected topologically
in the Bott periodicity of homotopy groups of Lie groups: for large enough n,
πi(Spin(n)) = πi+8(Spin(n)). It is reflected algebraically in the periodicity of
the structure of Clifford algebra modules: there is an equivalence between ir-
reducible modules of C(Rn) and C(Rn+8) (with the standard metric). This
may indicate that one’s fundamental variables can be taken to be geometrical
structures on R8.

There is a long tradition of trying to use the rich structure of the Clifford al-
gebras to classify the particles and symmetries of fundamental physics. Perhaps
a K-theory point of view will allow this idea to be pursued in a more systematic
way. One aspect of the special nature of eight dimensions is the rich geometry
of S7, the unit vectors in R8. The seven sphere has no less than four distinct
geometries

• Real:
S7 = Spin(8)/Spin(7)

• Octonionic:
S7 = Spin(7)/G2

(G2 is the automorphism group of the octonions O).

• Complex:
S7 = Spin(6)/SU(3) = SU(4)/SU(3)

• Quaternionic:

S7 = Spin(5)/Sp(1) = Sp(2)/Sp(1) = Sp(2)/SU(2)

So by considering automorphisms of the seven-sphere one can naturally get
gauge groups Spin(7), G2, SU(3), and SU(2). The last two are sufficient (to-
gether with overall phase transformations) for the known Standard Model sym-
metries. Note that these groups are significantly smaller than the favorite ex-
perimentally unobserved internal symmetry groups of GUTs and string theories
(SU(5), SO(10), E6, SO(32), E8, etc.).

If spacetime is to be four-dimensional, we are interested in geometrical struc-
tures that are bundles over a four-dimensional space. Continuing to use the
geometry of the seven-sphere, perhaps one can combine one of the above ge-
ometries with the use of the fibration

S3 −−−−→ S7y
S4
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so we have another S3 = SU(2) internal symmetry to consider.
See [48] for an elaboration of some possible ideas about how this geometry is

related to the standard model. There it is argued that the standard model should
be defined over a Euclidean signature four dimensional space time since even
the simplest free quantum field theory path integral is ill-defined in a Minkowski
signature. If one chooses a complex structure at each point in space-time, one
picks out a U(2) ⊂ SO(4) (perhaps better thought of as a U(2) ⊂ Spinc(4))
and in [48] it is argued that one can consistently think of this as an internal
symmetry. Now recall our construction of the spin representation for Spin(2n)
as Λ∗(Cn) applied to a “vacuum” vector. Under U(2), the spin representation
has the quantum numbers of a standard model generation of leptons

Λ∗(C2) SU(2)× U(1) Charges Particles

Λ0(C2) = 1 (0, 0) νR
Λ1(C2) = C2 ( 1

2 ,−1) νL, eL
Λ2(C2) (0,−2) eR

A generation of quarks has the same transformation properties except that
one has to take the “vacuum” vector to transform under the U(1) with charge
4/3, which is the charge that makes the overall average U(1) charge of a gener-
ation of leptons and quarks to be zero.

The above comments are exceedingly speculative and very far from what one
needs to construct a consistent theory. They are just meant to indicate how the
most basic geometry of spinors and Clifford algebras in low dimensions is rich
enough to encompass the standard model and seems to be naturally reflected
in the electro-weak symmetry properties of Standard Model particles.

11 On the Current State of Particle Theory

This article has attempted to present some fragmentary ideas relating represen-
tation theory and quantum field theory in the hope that they may lead to new
ways of thinking about quantum field theory and particle physics and ultimately
to progress in going beyond the standard model of particle physics. Some com-
ments about the current state of particle theory and its problems [50, 23] may
be in order since these problems are not well known to mathematicians and their
severity provides some justification for the highly speculative nature of much of
what has been presented here.

For the last eighteen years particle theory has been dominated by a sin-
gle approach to the unification of the standard model interactions and quantum
gravity. This line of thought has hardened into a new orthodoxy that postulates
an unknown fundamental supersymmetric theory involving strings and other de-
grees of freedom with characteristic scale around the Planck length. By some
unknown mechanism, the vacuum state of this theory is supposed to be such
that low-energy excitations are those of a supersymmetric Grand Unified The-
ory (GUT) including supergravity. By another unknown mechanism, at even
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lower energies the vacuum state is supposed to spontaneously break the GUT
symmetries down to those of the Standard Model and, again in some unknown
way, break the supersymmetry of the theory.

It is a striking fact that there is absolutely no evidence whatsoever for this
complex and unattractive conjectural theory. There is not even a serious pro-
posal for what the dynamics of the fundamental “M-theory” is supposed to be
or any reason at all to believe that its dynamics would produce a vacuum state
with the desired properties. The sole argument generally given to justify this
picture of the world is that perturbative string theories have a massless spin two
mode and thus could provide an explanation of gravity, if one ever managed to
find an underlying theory for which perturbative string theory is the perturba-
tion expansion. This whole situation is reminiscent of what happened in particle
theory during the 1960’s, when quantum field theory was largely abandoned in
favor of what was a precursor of string theory. The discovery of asymptotic
freedom in 1973 brought an end to that version of the string enterprise and it
seems likely that history will repeat itself when sooner or later some way will be
found to understand the gravitational degrees of freedom within quantum field
theory.

While the difficulties one runs into in trying to quantize gravity in the stan-
dard way are well-known, there is certainly nothing like a no-go theorem indi-
cating that it is impossible to find a quantum field theory that has a sensible
short distance limit and whose effective action for the metric degrees of freedom
is dominated by the Einstein action in the low energy limit. Since the advent
of string theory, there has been relatively little work on this problem, partly
because it is unclear what the use would be of a consistent quantum field the-
ory of gravity that treats the gravitational degrees of freedom in a completely
independent way from the standard model degrees of freedom. One motivation
for the ideas discussed here is that they may show how to think of the standard
model gauge symmetries and the geometry of space-time within one geometrical
framework.

Besides string theory, the other part of the standard orthodoxy of the last two
decades has been the concept of a supersymmetric quantum field theory. Such
theories have the huge virtue with respect to string theory of being relatively
well-defined and capable of making some predictions. The problem is that their
most characteristic predictions are in violent disagreement with experiment. Not
a single experimentally observed particle shows any evidence of the existence
of its “superpartner”. One can try and explain this away by claiming that
an unknown mechanism for breaking the supersymmetry of the vacuum state
exists and is precisely such that all superpartners happen to have uncalculable
masses too large to have been observed. If one believes this, one is faced with
the problem that the vacuum energy should then be of at least the scale of the
supersymmetry breaking. Assuming that one’s theory is also supposed to be
a theory of gravity, there seems to be no way around the prediction that the
universe will be a lot smaller than the size of a proton.

Supersymmetry has a complicated relationship with modern mathematics.
The general formalism one gets by naively replacing vector spaces by “super vec-
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tor spaces”, groups by “supergroups”, etc. produces new structures but does
not obviously lead to much new insight into older mathematics. On the other
hand, there certainly are crucial parts of the mathematics discussed in this ar-
ticle that fit to a degree into the “super” language. A prime example is seen in
the importance of the Z2 grading of Clifford algebras and its implications for
K-theory and index theory. In addition, the complexes of equivariant cohomol-
ogy are naturally Z2 graded. Whenever one works with a de Rham model of
equivariant cohomology one has something like a supersymmetry operator since
the Lie derivative is a square

LX = diX + iXd = (d+ iX)2

Perhaps taking into account some of these other mathematical ideas can lead
to new insights into which supersymmetric quantum field theories are actually
geometrically interesting and help to find new forms of them which actually will
have something to do with the real world.

During the past twenty-five years particle physics has been a victim of its
own success. The standard model has done an excellent job of explaining all
phenomena seen up to the highest energies that can be reached by present-day
accelerators. The advent of the LHC at CERN starting in 2007 may change
this situation but this cannot be counted on. While historically the attempt
to make progress in theoretical physics by pursuing mathematical elegance in
the absence of experimental guidance has had few successes (general relativity
being a notable exception), we may now not have any choice in the matter.

The exploitation of symmetry principles has lead to much of the progress
in theoretical physics made during the past century. Representation theory
is the central mathematical tool here and in various forms it has also been
crucial to much of twentieth century mathematics. The striking lack of any
underlying symmetry principle for string/M-theory is matched by the theory’s
complete inability to make any predictions about nature. This is probably not
a coincidence.
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Astérisque 215 (1993), 5-108.

[21] Freed, D., Flag manifolds and infinite dimensional Kähler geometry, in:
Infinite Dimensional Groups with Applications, edited by V. Kac, Springer-
Verlag, 1985.

54



[22] Freed, D., The Verlinde algebra is twisted equivariant K-theory, Turkish
J. Math., 25 (2001), 159-167.

[23] Friedan, D., A tentative theory of large distance physics, arXiv:hep-
th/0204131.

[24] Ginzburg, V., Equivariant cohomology and Kähler geometry, Functional
Anal. Appl., 21 (1987), 271-283.

[25] Gross, B., Kostant, B., Ramond, P. and Sternberg, S., The Weyl character
formula, the half-spin representations, and equal rank subgroups, Proc.
Natl. Acad. Sci. USA, 95 (1998), 167-186.

[26] Guillemin, V., and Sternberg, S., Supersymmetry and equivariant de Rham
theory, Springer-Verlag, 1999.

[27] Higson, N. and Roe, J., Analytic K-homology, Oxford University Press,
2000.

[28] Kostant, B., Lie algebra cohomology and the generalized Borel-Weil theo-
rem, Ann. of Math., 74 (1961), 329-387.

[29] Kostant, B., A cubic Dirac operator and the emergence of Euler number
multiplets of representations for equal rank subgroups, Duke Math. J., 100
(1999), 447-501.

[30] Kostant, B., A generalization of the Bott-Borel-Weil theorem and Eu-
ler number multiplets of representations, Conference Moshé Flato (Dijon
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