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#### Abstract

\section*{Abstract}

\section*{Bounds for the Spectral Mean Value} of $L$-functions at $s=\frac{1}{2}$

\section*{Qing Lu}

We prove two results about the boundedness of spectral mean value of Rankin-Selberg $L$-functions at $s=\frac{1}{2}$, which is an analogue for Eisenstein series of X. Li's result for HeckeMaass forms.


## Contents

Acknowledgments ..... ii
1 Introduction ..... 1
1.1 Background ..... 1
1.2 Main theorems ..... 2
1.3 A review of the $G L(2)$ spectral decomposition ..... 3
1.4 Outline ..... 5
2 Rankin-Selberg convolution of a $G L(3)$ Eisenstein series with a $G L(2)$ form ..... 6
2.1 $G L(3)$ minimal parabolic Eisenstein series ..... 6
2.2 $G L(3)$ maximal parabolic Eisenstein series ..... 8
$2.3 \quad L$-functions associated to $\mathscr{E}_{\text {min }, v}, \mathscr{E}_{\text {max }, \psi, \lambda, \lambda}, E_{\mu}$ and $\phi$ ..... 9
2.4 Rankin-Selberg convolutions ..... 10
3 Proof of the Main Theorems ..... 14
3.1 Outline of the proof ..... 14
3.2 Preliminaries ..... 14
3.3 Approximate functional equations ..... 15
3.4 The Kuznetsov trace formula for $G L(2)$ ..... 23
3.5 The Voronoi summation formula for a $G L(3)$ Eisenstein series ..... 24
3.6 Proof of the main theorem ..... 44
Bibliography ..... 63

## Acknowledgments

First of all, I am deeply grateful to my advisors Dorian Goldfeld and Xiaoqing Li who introduced this problem to me. I am also indebted to them for lots of helpful conversations and encouragement during the preparation of this paper. I deeply appreciate their generosity and willingness to share ideas with me. They helped me tremendously during my thesis writing time. Without my advisors, I would not be able to start this thesis, not to mention finish it.

I am also deeply thankful to Professor Shouwu Zhang, for guiding me during my early years at Columbia. His creativity and penetrating understanding of mathematics is always inspiring.

I would like to thank Professor Patrick Gallagher and Professor Gautam Chinta for kindly sitting on my thesis committee.

During these years many people have provided me enormous help. Especially I thank Professor Yangbo Ye for enlightening discussions about my research. I thank Professor Y. K. Lau, Professor M. K. Siu and Professor K. M. Tsang of the University of Hong Kong, who have constantly encouraged me to study mathematics.

I thank the faculty, staff and students of the Department of Mathematics at Columbia Univeristy for making my experience here enjoyable. Especially I thank Ben Elias, Ming-Lun Hsieh, LanHsuan Huang, Min Lee, Chen-Yun Lin, Yifeng Liu, Chenyan Wu, Zhengyu Xiang, Hang Xue, Yanhong Yang, Xinyi Yuan, Tong Zhang, Weizhe Zheng and Fan Zhou. I am lucky enough to meet these kind and intellectual people, who have helped me through the difficult times both in research and in life.

I thank my good friends Zhenhua Guo, Pinyan Lu, Dian Shen, Fai Sek, Yujie Sun, Chunxiao Wu, Sihan Xiao, Yang Zhang and Mia Zinni, from whom I have learned so many wonderful things, mostly to be more independent, confident and broad-minded.

Lastly, and most importantly, I thank my family. My parents and my grandmother raised me, loved me, and taught me all the fundamentals in life. It was my father who first kindled my interests in mathematics. Their love accompanies me even though I am far away from home. My sister and my brother-in-law has been always supportive and encouraging for so many years. I dedicate this thesis to my family.

## Chapter 1

## Introduction

### 1.1 Background

$L$-functions are fundamental objects in number theory which carry rich arithmetic information such as geometric invariants (for instance, the Birch and Swinnerton-Dyer conjecture for elliptic curves). Bounds for $L$-functions on the critical line $\left(\operatorname{Re}(s)=\frac{1}{2}\right)$ are related to interesting problems like the problem of equidistribution of integer points on surfaces [18] and Hilbert's eleventh problem (i.e. which integers are integrally represented by a given quadratic form over a number field) [18[43].

Sharp upper bounds for central values for an individual $L$-function could be easily derived from the Riemann hypothesis, but strong unconditional bounds are much more difficult to obtain. Important works in this field for $G L(1)$ and $G L(2) L$-functions have been done by Weyl [48], Burgess [5], Good [15], Meurman [35], Duke, Friedlander and Iwaniec [9-11], Sarnak [44], Kowalski, Michel and Vanderkam [26], Michel [36], Harcos and Michel [19], Michel and Venkatesh [37,38], Lau, Liu and Ye [31], to name a few. Much less is known for higher rank groups.

Conrey and Iwaniec developed a spectral method to find the currently best known unconditional bounds for $G L(1) L$-functions in a landmark paper [6]. Instead of a single $L$ function, they considered a family of $L$-functions and find the upper bound for their (weighted) mean value by harmonic analysis (Petersson-Kuznetsov trace formula). With a suitable choice of the weight, they proved that $L\left(\frac{1}{2}, \chi\right) \ll q^{\frac{1}{6}+\varepsilon}$ for a Dirichlet $L$-function with character $\chi(\bmod q)$.

Recently X . Li found new methods to obtain exciting results on Rankin-Selberg convolutions of $G L(3) \times G L(2)$ Maass forms including non-vanishing of central values [33] and subconvexity
bounds [34]. A remarkable technique in her work is the application of the Voronoi formula [13, 14] for $S L(3, \mathbb{Z})$ which was first discovered by S. D. Miller and W. Schimid [40,41].

In this thesis we apply Li's method to a different situation that she suggested. Instead of the Rankin-Selberg convolution for Hecke-Maass forms, we consider that of a $G L(3)$ Eisenstein series and a spectral family of $G L(2)$ forms. In this case, the Rankin-Selberg convolutions split into third powers of $L$-functions for $G L(2)$ forms, or sixth powers of the shifted Riemann zeta function, or products of such $L$-functions. As a consequence we establish bounds for these $L$-functions, as well as obtain a new proof of [6] for the untwisted case with a better bound.

### 1.2 Main theorems

Theorem 1.2.1. Let $\left\{u_{j}\right\}$ be an orthonormal basis of even Hecke-Maass forms for $S L(2, \mathbb{Z})$ corresponding to the Laplacian eigenvalue $\left(\frac{1}{4}+t_{j}^{2}\right)$ with $t_{j} \geq 0$. Then for $\varepsilon>0$, large $T$ and $T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$, we have

$$
\begin{equation*}
\sum_{j}^{\prime} e^{-\frac{\left(t_{j}-T\right)^{2}}{M^{2}}}\left|L\left(\frac{1}{2}, u_{j}\right)\right|^{3}+\frac{1}{4 \pi} \int_{-\infty}^{\infty} e^{-\frac{(t-T)^{2}}{M^{2}}}\left|\zeta\left(\frac{1}{2}-i t\right)\right|^{6} d t<_{\varepsilon} T^{1+\varepsilon} M \tag{1.2.1}
\end{equation*}
$$

where' means summing over the orthonormal basis of even Hecke-Maass forms.
Corollary 1.2.2. $L\left(\frac{1}{2}, u_{j}\right) \ll t_{j}^{\frac{11}{24}+\varepsilon}$.

Remarks. Ivić [21] proved the stronger bound $L\left(\frac{1}{2}, u_{j}\right) \ll t_{j}^{\frac{1}{3}+\varepsilon}$ which is currently the world record.

In a paper by Iwaniec [23], he also proved $L\left(\frac{1}{2}, u_{j}\right) \ll t_{j}^{\frac{1}{3}+t}$ but conditionally. This proof can now be made unconditional.

Corollary 1.2.3. $\left|\zeta\left(\frac{1}{2}+i t\right)\right| \ll t^{\frac{11}{48}+\varepsilon}$.

Remark. We include the bound for $\zeta\left(\frac{1}{2}+i t\right)$ only because it follows directly from the Main Theorem. Much stronger results are known. [20].

Theorem 1.2.4. Let $\psi$ be an even Hecke-Maass form for $S L(2, \mathbb{Z}),\left\{u_{j}\right\}_{j}$ an orthonormal basis of even Hecke-Maass forms for $S L(2, \mathbb{Z})$ corresponding to the Laplacian eigenvalue $\left(\frac{1}{4}+t_{j}^{2}\right)$ with
$t_{j} \geq 0$. Then for $\varepsilon>0$, large $T$ and $T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$, we have

$$
\begin{array}{r}
\sum_{j}^{\prime} e^{-\frac{\left(t_{j}-T\right)^{2}}{M^{2}}} L\left(\frac{1}{2}, u_{j}\right) L\left(\frac{1}{2}, \psi \times u_{j}\right)+\frac{1}{4 \pi} \int_{-\infty}^{\infty} e^{-\frac{(t-T)^{2}}{M^{2}}}\left|\zeta\left(\frac{1}{2}+i t\right) L\left(\frac{1}{2}+i t, \psi\right)\right|^{2} d t \\
<_{\varepsilon} T^{1+\varepsilon} M \tag{1.2.2}
\end{array}
$$

where' means summing over the orthonormal basis of even Hecke-Maass forms.
Corollary 1.2.5. $L\left(\frac{1}{2}, u_{j}\right) L\left(\frac{1}{2}, \psi \times u_{j}\right) \ll t_{j}^{\frac{11}{8}+\varepsilon}$.
Corollary 1.2.6. $\left|\zeta\left(\frac{1}{2}+i t\right) L\left(\frac{1}{2}+i t, \psi\right)\right| \ll t^{\frac{11}{16}+\varepsilon}$.

### 1.3 A review of the $G L(2)$ spectral decomposition

Since the proof of the main theorems is based on a spectral method, let us recall some standard facts about the spectral decomposition of $L^{2}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right)$.

Let $\mathfrak{h}^{2}=\left\{x+i y \in \mathbb{C} \mid x \in \mathbb{R}, y \in \mathbb{R}_{+}\right\}$be the classical upper half plane. The $S L(2, \mathbb{Z})$-invariant Laplace operator

$$
\Delta=-y^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)
$$

has a spectral decomposition on $L^{2}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right)$ as follows:

$$
L^{2}\left(S L(2, \mathbb{Z}) \backslash h^{2}\right)=\mathbb{C} \oplus C\left(S L(2, \mathbb{Z}) \backslash h^{2}\right) \oplus \mathcal{E}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right),
$$

where $\mathbb{C}$ is the space of constant functions, $C\left(S L(2, \mathbb{Z}) \backslash \mathfrak{b}^{2}\right)$ is the space of Hecke-Maass cusp forms and $\mathcal{E}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right)$ is the space of Eisenstein series.

Let $\mathcal{U}=\left\{u_{j} \mid j \geq 1\right\}$ be an orthonormal basis for the space $\mathcal{C}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right)$, where $u_{j}$ 's are Hecke-Maass cusp forms with Laplacian eigenvalues $\left(\frac{1}{4}+t_{j}^{2}\right)\left(t_{j} \geq 0\right)$ and with Hecke eigenvalues $\lambda_{j}(n)$.

Each $u_{j}(z)$ has the Fourier expansion

$$
u_{j}(z)=\sum_{n \neq 0} \rho_{j}(n) W_{s_{j}}(n z)
$$

where

$$
\begin{equation*}
W_{s}(z)=2|y|^{\frac{1}{2}} K_{s-\frac{1}{2}}(2 \pi|y|) e(x) \tag{1.3.1}
\end{equation*}
$$

is the Whittaker function. Here $K_{s}(y)$ is the $K$-Bessel function, and $e(x):=e^{2 \pi i x}$.
Furthermore, for $n>0$, we have

$$
\rho_{j}( \pm n)=\rho_{j}( \pm 1) \lambda_{j}(n) n^{-\frac{1}{2}}
$$

A Maass form $\phi \in C\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right)$ is called even if it satisfies $\phi(-\bar{z})=\phi(z)$, and is called $o d d$ if it satisfies $\phi(-\bar{z})=-\phi(z)$.

The space $\mathcal{E}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{h}^{2}\right)$ is spanned by Eisenstein series $\left\{\left.E\left(z, \frac{1}{2}+i t\right) \right\rvert\, t \in \mathbb{R}\right\}$.
In the following we will write $E(z, s)$ as $E_{s}(z)$.
We will also use $\mu\left(\operatorname{Re}(\mu)=\frac{1}{2}\right)$ instead of $s$ as the parameter of the family of Eisenstein series, as the letter $s$ will be reserved for the complex variable for Rankin-Selberg $L$-functions.
$E_{\mu}$ has Fourier expansion of the form

$$
\begin{equation*}
E_{\mu}(z)=y^{\mu}+c(\mu) y^{1-\mu}+\frac{1}{\xi(2 \mu)} \sum_{n \neq 0} \sigma_{1-2 \mu}(n)|n|^{-\frac{1}{2}} \cdot W_{\mu}(n z) \tag{1.3.2}
\end{equation*}
$$

where $\xi(\mu)=\pi^{-\mu / 2} \Gamma(\mu / 2) \zeta(\mu)$ is the complete Riemann zeta function, $c(\mu):=\frac{\xi(2 \mu-1)}{\xi(\mu)}$,

$$
\sigma_{\mu}(n)=\sum_{d \mid n} d^{\mu}
$$

is the divisor function and

$$
\begin{equation*}
W_{\mu}(z):=2|y|^{\frac{1}{2}} K_{\mu-\frac{1}{2}}(2 \pi|y|) e(n x) \tag{1.3.3}
\end{equation*}
$$

is the Whittaker function. (See Theorem 3.1.8 in [12].)
We will also write $\lambda_{t}^{\text {Eis }}(n)=\sigma_{1-2 \mu}(n)$ to denote the $n$-th Hecke eigenvalue of $E_{\frac{1}{2}+i t}$, and write $\rho_{t}^{\text {Eis }}(n)=\xi(2 \mu)^{-1} \sigma_{1-2 \mu}(n)|n|^{-\frac{1}{2}}$ to denote the $n$-th Fourier coefficient of $E_{\frac{1}{2}+i t}$ for simplicity.

### 1.4 Outline

In Chapter2, we prepare the theory of the Rankin-Selberg convolution for a $G L(3)$ Eisenstein series (minimal parabolic or maximal parabolic twisted by a $G L(2)$ Maass form) with another $G L(2)$ form, either an Eisenstein series or a Maass form.

In Chapter 3, we give the proof of Theorem 1.2.1. We first prepare all the lemmas needed in the proof, especially the Voronoi formula and the approximate functional equation for $G L(3)$ Eisenstein series. Then we bring out the estimation in details and obtain the desired bound. The proof of Theorem 1.2 .4 is similar and we omit the details.

## Chapter 2

## Rankin-Selberg convolution of a $G L(3)$ <br> Eisenstein series with a $G L(2)$ form

We shall define the Rankin-Selberg convolution of a $G L(3)$ Eisenstein series (minimal parabolic or maximal parabolic, respectively) with a $G L(2)$ form (a Hecke-Maass form or an Eisenstein series, respectively) by Dirichlet series constructed from the Fourier coefficients of the two forms (where the constant terms are discarded).

## 2.1 $G L(3)$ minimal parabolic Eisenstein series

We shall use the same notations as in [12]. Let the generalized upper half plane $\mathfrak{h}^{3}$ associated to $G L(3, \mathbb{R})$ be the set of all $3 \times 3$ matrices of the form $z=x \cdot y$ where

$$
x=\left(\begin{array}{ccc}
1 & x_{2} & x_{3}  \tag{2.1.1}\\
0 & 1 & x_{1} \\
0 & 0 & 1
\end{array}\right), \quad y=\left(\begin{array}{ccc}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)
$$

with $x_{i} \in \mathbb{R}$ for $1 \leq i \leq 3$ and $y_{i}>0$. By $[12], \mathfrak{h}^{3} \cong G L(3, \mathbb{R}) /\left(O(3, \mathbb{R}) \cdot \mathbb{R}^{\times}\right.$.
Let

$$
P_{\min }:=\left\{\left(\begin{array}{rrr}
* & * & * \\
& * & * \\
& & *
\end{array}\right)\right\} \cap S L(3, \mathbb{Z})
$$

Let $v=\left(v_{1}, v_{2}\right) \in \mathbb{C}^{2}$. For $z \in \mathfrak{h}^{3}$, define

$$
I_{v}(z):=y_{1}^{v_{1}+2 v_{2}} y_{2}^{2 v_{1}+v_{2}} .
$$

We define the $G L(3)$ minimal parabolic Eisenstein series $\mathscr{E}_{\text {min }, v}$ by

$$
\begin{equation*}
\mathscr{E}_{\min , v}(z):=\sum_{\gamma \in P_{\min } \backslash S L_{3}(\mathbb{Z})} I_{\nu}(\gamma z) . \tag{2.1.2}
\end{equation*}
$$

$\mathscr{E}_{\text {min }, v}$ is well-defined, converges absolutely and uniformly on compact subsets of $\mathfrak{h}^{3}$ to a $S L(3, \mathbb{Z})$ invariant function provided $\operatorname{Re}\left(v_{1}\right)$ and $\operatorname{Re}\left(v_{2}\right)$ sufficiently large. (c.f. [12])

It is well-known that $\mathscr{E}_{\text {min, }}$, has Fourier expansion of the form

$$
\begin{equation*}
\mathscr{E}_{\text {min }, v}(z)=C(z, v)+\sum_{\gamma \in U_{2}(\mathbb{Z}) \backslash \Gamma} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} A_{v}(m, n) \cdot W_{\text {Jacquet }}\left(\left(\left.\right|_{\left.\right|_{1}} ^{\left|m_{1} m_{2}\right|}{ }_{1} \mid{ }_{1}\right) \cdot\left({ }_{1}\right) z, v, \psi_{1, \frac{m_{2}}{m_{2} \mid}}\right) . \tag{2.1.3}
\end{equation*}
$$

Here $C(z, v)$ denotes the degenerate terms in the Fourier expansion associated to $m_{1}=0$ or $m_{2}=0$, and for a character $\psi$ of $U_{3}(\mathbb{R})$,

$$
W_{\text {Jacquet }}(z, u, \psi):=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I_{u}\left(w_{0} u z\right) \overline{\psi(u)} d v_{1} d v_{2} d v_{3}
$$

and $w_{0}=\left({ }^{-1}{ }^{1}\right), u=\left(\begin{array}{ccc}1 & v_{2} & v_{3} \\ 1 & v_{1} \\ 1 & 1\end{array}\right)$. See Theorem 10.8.1 in [12].

In the case of $v_{0}=\left(\frac{1}{3}, \frac{1}{3}\right)$, we have

$$
\begin{align*}
A_{\nu_{0}}(m, 1) & =\sum_{c_{1} c_{2} c_{3}=m} 1=d_{3}(m)=O_{\varepsilon}\left(m^{\varepsilon}\right),,  \tag{2.1.4}\\
A_{\nu_{0}}(1, m) & =\frac{A_{v_{0}}(m, 1)}{}=d_{3}(m),  \tag{2.1.5}\\
A_{\nu_{0}}(m, n) & =\sum_{d \mid(m, n)} \mu(d) A_{\nu_{0}}\left(\frac{m}{d}, 1\right) A_{\nu_{0}}\left(1, \frac{n}{d}\right) \\
& =\sum_{d \mid(m, n)} \mu(d) d_{3}\left(\frac{m}{d}\right) d_{3}\left(\frac{n}{d}\right) . \tag{2.1.6}
\end{align*}
$$

where $\mu$ denotes the Möbius $\mu$-function

$$
\mu(n)= \begin{cases}1 & \text { if } n \text { is a square-free positive integer with an even number of prime factors, } \\ -1 & \text { if } n \text { is a square-free positive integer with an odd number of prime factors, } \\ 0 & \text { if } n \text { is not square free. }\end{cases}
$$

## 2.2 $G L(3)$ maximal parabolic Eisenstein series

Let

$$
P_{2,1}:=\left\{\left(\begin{array}{ccc}
* & * & * \\
* & * & * \\
0 & 0 & *
\end{array}\right)\right\} \bigcap S L(3, \mathbb{Z}) .
$$

For $z \in \mathfrak{h}^{3}$, we define

$$
\mathfrak{m}_{P_{2,1}}(z):=\left(\begin{array}{ccc}
1 & x_{1,2} & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
y_{1} & 0 & 0 \\
0 & y_{1} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Let $\psi$ be a $G L(2)$ Hecke-Maass form of type $w^{\prime}$ whose Fourier expansion is

$$
\begin{equation*}
\psi(z)=\sum_{n \neq 0} b_{n} n^{-\frac{1}{2}} W_{w^{\prime}}(n z) \tag{2.2.1}
\end{equation*}
$$

For $z \in \mathfrak{h}^{3}, \lambda \in \mathbb{C}$ with $\operatorname{Re}(\lambda)$ sufficiently large, we define the $G L(3)$ maximal parabolic Eisenstein series $\mathscr{E}_{\text {max }, \psi, \lambda}$ twisted by the $G L(2)$ Maass form $\psi$ by

$$
\begin{equation*}
\mathscr{E}_{\max , \psi, \lambda}(z):=\sum_{\gamma \in P_{2,1} \backslash S L(3, \mathbb{Z})} \operatorname{Det}(\gamma z)^{\lambda} \cdot \psi\left(\mathfrak{m}_{P_{2,1}}(\gamma z)\right) \tag{2.2.2}
\end{equation*}
$$

where $\operatorname{Det}(z)^{\lambda}:=\left(y_{1}^{2} y_{2}\right)^{\lambda}$. (c.f. §10.5 in $\left.\lfloor 12]\right)$
Then according to Proposition 10.9.3 in [[12], the $(n, 1)$-th Fourier coefficient of $\mathscr{E}_{\max , \psi, \lambda}$ is

$$
A_{\psi, \lambda}(n, 1)=n^{-1} \sum_{k_{1} k_{2}=n} b_{k_{1}} k_{1}^{\frac{1}{2}+\lambda} k_{2}^{-2 \lambda+2}=\sum_{k \mid n} b_{k} n^{\lambda+1} k^{3 \lambda-\frac{3}{2}}
$$

where $b_{k}$ is the $k$-th Fourier coefficient of $\psi(z)$, as in (2.2.1).

### 2.3 L-functions associated to $\mathscr{E}_{\min , v}, \mathscr{E}_{\max , \psi, \lambda}, E_{\mu}$ and $\phi$

Let $\mathscr{E}_{\text {min }, v}$ and $\mathscr{E}_{\text {max, }, \psi, \lambda}$ be the $G L(3)$ Eisenstein series defined in 2.1.2 and 2.2.2 with Fourier expansions (2.1.3) and (2.2.3), respectively.

Let $E_{\mu}$ be a $G L(2)$ Eisenstein series with Fourier expansion

$$
\begin{equation*}
E_{\mu}(z)=y^{\mu}+c(\mu) y^{1-\mu}+\frac{1}{\xi(2 \mu)} \sum_{n \neq 0} \eta(\mu, n)|n|^{-\frac{1}{2}} \cdot W_{\mu}(n z) \tag{2.3.1}
\end{equation*}
$$

and $\phi$ be an even $G L(2)$ Hecke-Maass form of type $w$ with Fourier expansion

$$
\phi(z)=\sum_{n \neq 0} a_{n} n^{-\frac{1}{2}} W_{w}(n z) .
$$

Then we define the $L$-functions associated to $\mathscr{E}_{\text {min }, v}$ and $\mathscr{E}_{\text {max }, \psi, \lambda}, E_{\mu}$ and $\phi$ as follows:

$$
\begin{align*}
L\left(s, \mathscr{E}_{\min , v}\right) & :=\sum_{n=1}^{\infty} A_{v}(n, 1) \cdot n^{-s},  \tag{2.3.2}\\
L\left(s, \mathscr{E}_{\max , \psi, \lambda}\right) & :=\sum_{n=1}^{\infty} A_{\psi, \lambda}(n, 1) \cdot n^{-s},  \tag{2.3.3}\\
L\left(s, E_{\mu}\right) & :=\sum_{n=1}^{\infty} \sigma_{1-2 \mu}(n) \cdot n^{-s},  \tag{2.3.4}\\
L(s, \phi) & :=\sum_{n=1}^{\infty} a_{n} n^{-s} . \tag{2.3.5}
\end{align*}
$$

They have Euler products due to the Hecke theory, and as shown in Sections 3.13, 3.14 and 10.8 in [12],

$$
\begin{aligned}
L\left(s, \mathscr{E}_{\min , v}\right) & =\zeta\left(s+v_{1}+2 v_{2}-1\right) \zeta\left(s-2 v_{1}-v_{2}+1\right) \zeta\left(s+v_{1}-v_{2}\right), \\
L\left(s, \mathscr{E}_{\max , \psi, \ell}\right) & =\zeta\left(s-v_{2}-1\right) L\left(s-v_{1}+\frac{1}{2}, \psi\right), \\
L\left(s, E_{\mu}\right) & =\zeta\left(s+v-\frac{1}{2}\right) \zeta\left(s-v+\frac{1}{2}\right), \\
L(s, \phi) & =\prod_{p}\left(1-\alpha_{p} p^{-s}\right)^{-1} \prod_{p}\left(1-\beta_{p} p^{-s}\right)^{-1} .
\end{aligned}
$$

Here we only prove the second equality as an example:

$$
\begin{aligned}
L\left(s, \mathscr{E}_{\max , \psi, \lambda}\right) & =\sum_{n=1}^{\infty} \sum_{k \mid n} \frac{b_{k} k^{3 \lambda-\frac{3}{2}}}{n^{s+2 \lambda-1}} \\
& \stackrel{\left(n^{\prime}=\frac{n}{k}\right)}{=} \sum_{n^{\prime}=1}^{\infty} \sum_{k} \frac{1}{\left(n^{\prime}\right)^{s+2 \lambda-1}} \cdot \frac{b_{k}}{k^{s+2 \lambda-1-\left(3 \lambda-\frac{3}{2}\right)}} \\
& =\zeta(s+2 \lambda-1) L\left(s-\lambda+\frac{1}{2}, \psi\right) .
\end{aligned}
$$

Now we choose $v=v_{0}=\left(\frac{1}{3}, \frac{1}{3}\right)$ so that $L\left(s, \mathscr{E}_{\text {min }, v_{0}}\right)$ takes the following simple form:

$$
L\left(s, \mathscr{E}_{\min , v_{0}}\right)=\zeta^{3}(s)=\prod_{p} \prod_{i=1}^{3}\left(1-\frac{1}{p^{s}}\right)^{-1} .
$$

Similarly, we choose $\lambda=\frac{1}{2}$ so that $L\left(s, \mathscr{E}_{\text {max }, \psi, \lambda}\right)$ takes the following simple form:

$$
L\left(s, \mathscr{E}_{\max , \psi, \frac{1}{2}}\right)=\zeta(s) L(s, \psi)=\prod_{p}\left(1-p^{-s}\right)^{-1}\left(1-\alpha_{p}^{\prime} p^{-s}\right)^{-1}\left(1-\beta_{p}^{\prime} p^{-s}\right)
$$

### 2.4 Rankin-Selberg convolutions

We shall study the following Rankin-Selberg convolutions

$$
\begin{align*}
L\left(s, \mathscr{E}_{\min , v} \times E_{\mu}\right) & :=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{v}(m, n) \overline{\sigma_{1-2 v}(n)}}{\left(m^{2} n\right)^{s}},  \tag{2.4.1}\\
L\left(s, \mathscr{E}_{\min , v} \times \phi\right) & :=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{v}(m, n) a_{n}}{\left(m^{2} n\right)^{s}} .  \tag{2.4.2}\\
L\left(s, \mathscr{E}_{\max , \psi, \lambda} \times E_{\mu}\right) & :=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{\psi, u}(m, n) \overline{\eta(n, v)}}{\left(m^{2} n\right)^{s}}  \tag{2.4.3}\\
L\left(s, \mathscr{E}_{\max , \psi, \lambda} \times \phi\right) & :=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{\psi, u}(m, n) a_{n}}{\left(m^{2} n\right)^{s}} . \tag{2.4.4}
\end{align*}
$$

They are convergent for $\operatorname{Re}(s)$ sufficiently large. See Section 12.2 in [12].
Theorem 12.3.5 in [12] implies that if $f$ and $g$ are $S L(3, \mathbb{Z})$ and $S L(2, \mathbb{Z})$ forms, respectively,
with Euler products

$$
\begin{gathered}
L_{f}(s)=\sum_{n=1}^{\infty} \frac{A(n, 1)}{n^{s}}=\prod_{p} \prod_{i=1}^{3}\left(1-\alpha_{p, i} p^{-s}\right)^{-1} \\
L_{g}(s)=\sum_{n=1}^{\infty} \frac{B(n)}{n^{s}}=\prod_{p} \prod_{i=1}^{2}\left(1-\beta_{p, i} p^{-s}\right)^{-1}
\end{gathered}
$$

then

$$
L_{f \times g}(s):=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A(n, m) B(n)}{\left(m^{2} n\right)^{s}}
$$

has the Euler product

$$
L_{f \times g}(s)=\prod_{p} \prod_{i=1}^{3} \prod_{j=1}^{2}\left(1-\alpha_{p, i} \overline{\beta_{p, j}} p^{-s}\right)^{-1} .
$$

Now we apply this theorem to 2.4.1 and 2.4.2, and take the special choice $v_{0}=\left(\frac{1}{3}, \frac{1}{3}\right)$. We have

$$
\begin{align*}
L\left(s, \mathscr{E}_{\min , v_{0}} \times E_{\mu}\right) & =\prod_{p} \prod_{i=1}^{3}\left(1-\frac{1 \cdot p^{\frac{1}{2}-v}}{p^{s}}\right)^{-1}\left(1-\frac{1 \cdot p^{-\frac{1}{2}+v}}{p^{s}}\right)^{-1}=\left[L\left(s, E_{\mu}\right)\right]^{3},  \tag{2.4.5}\\
L\left(s, \mathscr{E}_{\min , v_{0}} \times \phi\right) & =\prod_{p} \prod_{i=1}^{3}\left(1-\frac{\alpha}{p^{s}}\right)^{-1}\left(1-\frac{\beta}{p^{s}}\right)^{-1}=[L(s, \phi)]^{3} . \tag{2.4.6}
\end{align*}
$$

If we further take $v=\frac{1}{2}+i t(t \in \mathbb{R})$, then

$$
\begin{equation*}
L\left(s, E_{\frac{1}{2}+i t}\right)=\zeta(s+i t) \zeta(s-i t) \tag{2.4.7}
\end{equation*}
$$

and hence

$$
\begin{equation*}
L\left(s, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right)=\zeta^{3}(s+i t) \zeta^{3}(s-i t) \tag{2.4.8}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right)=\zeta^{3}\left(\frac{1}{2}+i t\right) \zeta^{3}\left(\frac{1}{2}-i t\right)=\left|\zeta\left(\frac{1}{2}+i t\right)\right|^{6} \tag{2.4.9}
\end{equation*}
$$

This explains how $\left|\zeta\left(\frac{1}{2}+i t\right)\right|^{6}$ and $[L(s, \phi)]^{3}$ enter the main theorem naturally.

Similarly, we have

$$
\begin{align*}
L\left(s, \mathscr{E}_{\max , \psi, \lambda} \times E_{\mu}\right)= & \prod_{p}\left(1-\frac{p^{-2 \lambda+1} \cdot p^{\frac{1}{2}-\mu}}{p^{s}}\right)^{-1}\left(1-\frac{p^{-2 \lambda+1} \cdot p^{-\frac{1}{2}+\mu}}{p^{s}}\right)^{-1} \\
& \cdot\left(1-\frac{\alpha_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot p^{\frac{1}{2}-\mu}}{p^{s}}\right)^{-1}\left(1-\frac{\alpha_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot p^{\frac{1}{2}-\mu}}{p^{s}}\right)^{-1} \\
& \quad \cdot\left(1-\frac{\beta_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot p^{-\frac{1}{2}+\mu}}{p^{s}}\right)^{-1}\left(1-\frac{\beta_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot p^{-\frac{1}{2}+\mu}}{p^{s}}\right)^{-1} \\
= & \zeta\left(s+2 \lambda+\mu-\frac{3}{2}\right) \zeta\left(s+2 \lambda-\mu-\frac{1}{2}\right) L(s-\lambda+\mu, \psi) L(s-\lambda-\mu+1), \\
L\left(s, \mathscr{E}_{\max , \psi, \lambda} \times \phi\right)= & \prod_{p}\left(1-\frac{p^{-2 \lambda+1} \cdot \alpha_{p} \cdot p^{\frac{1}{2}-\mu}}{p^{s}}\right)^{-1}\left(1-\frac{p^{-2 \lambda+1} \cdot \beta_{p} \cdot p^{-\frac{1}{2}+\mu}}{p^{s}}\right)^{-1}  \tag{2.4.10}\\
& \cdot\left(1-\frac{\alpha_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot \alpha_{p} \cdot p^{\frac{1}{2}-\mu}}{p^{s}}\right)^{-1}\left(1-\frac{\alpha_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot \beta_{p} \cdot p^{\frac{1}{2}-\mu}}{p^{s}}\right)^{-1} \\
& \quad\left(1-\frac{\beta_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot \alpha_{p} \cdot p^{-\frac{1}{2}+\mu}}{p^{s}}\right)^{-1}\left(1-\frac{\beta_{p}^{\prime} \cdot p^{\lambda-\frac{1}{2}} \cdot \beta_{p} \cdot p^{-\frac{1}{2}+\mu}}{p^{s}}\right)^{-1} \\
= & L(s+2 \lambda-1, \phi) L\left(s-\lambda+\frac{1}{2}, \psi \times \phi\right) . \tag{2.4.11}
\end{align*}
$$

Choose $\lambda=\frac{1}{2}$ and $\mu=\frac{1}{2}+i t$, we have

$$
\begin{align*}
L\left(s, \mathscr{E}_{\max , \psi, \frac{1}{2}} \times E_{\frac{1}{2}+i t}\right) & =\zeta(s+i t) \zeta(s-i t) L(s+i t, \psi) L(s-i t, \psi) \\
& =|\zeta(s+i t) L(s+i t, \psi)|^{2}  \tag{2.4.12}\\
L\left(s, \mathscr{E}_{\max , \psi, \frac{1}{2}} \times \phi\right) & =L(s, \phi) L(s, \psi \times \phi) . \tag{2.4.13}
\end{align*}
$$

The analytic properties of the Rankin-Selberg $L$-function on the left sides, such as meromorphic continuation and functional equations follow from the right sides. Moreover, we also obtain the nonnegativity of these Rankin-Selberg $L$-functions at $s=\frac{1}{2}$ in the same way.

For an even Hecke-Maass form $\phi$ with Laplacian eigenvalue $\frac{1}{4}+t^{2}(t \geq 0)$, we define

$$
\begin{equation*}
\Lambda\left(s, \mathscr{E}_{\min , v_{0}} \times \phi\right)=\pi^{-3 s} \Gamma^{3}\left(\frac{s-i t}{2}\right) \Gamma^{3}\left(\frac{s+i t}{2}\right) L\left(s, \mathscr{E}_{\min , v_{0}} \times \phi\right) \tag{2.4.14}
\end{equation*}
$$

By 2.4.6) and Proposition 3.13 .5 in [12], it is easy to see that $\Lambda\left(s, \mathscr{E}_{\min , \nu_{0}} \times \phi\right)$ is an entire
function and satisfies the following functional equation:

$$
\Lambda\left(s, \mathscr{E}_{\min , v_{0}} \times \phi\right)=\Lambda\left(1-s, \mathscr{E}_{\min , v_{0}} \times \phi\right) .
$$

(Remark: This is only true for even Maass forms. If $\phi$ were an odd Maass form, there should be a ( -1 ) factor on the right side of the functional equation.)

For a $G L(2)$ Eisenstein series $E_{\frac{1}{2}+i t}$, define

$$
\begin{equation*}
\Lambda\left(s, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right):=\pi^{-3 s} \Gamma^{3}\left(\frac{s-i t}{2}\right) \Gamma^{3}\left(\frac{s+i t}{2}\right) L\left(s, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right) . \tag{2.4.15}
\end{equation*}
$$

By 2.4.9 , we see that $\Lambda\left(s, \mathscr{E}_{\text {min }, v_{0}} \times E_{\frac{1}{2}+i t}\right)$ is entire and has functional equation

$$
\Lambda\left(s, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right)=\Lambda\left(1-s, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right) .
$$

## Chapter 3

## Proof of the Main Theorems

### 3.1 Outline of the proof

The left side of (1.2.1) in Theorem 1.2 .1 is "a spectral sum" over $S L(2, \mathbb{Z})$ forms. This suggests using a kind of trace formula to transform the spectral sum into a kind of "geometric" sum. In this case, we will use the Kuznetsov trace formula for $S L(2, \mathbb{Z})$ (Proposition 3.4.1).

The "geometric side" thus obtained would be a weighted sum of the product of the Fourier coefficients $A(n, m)$ of the $S L(3, \mathbb{Z})$ Eisenstein series and Kloosterman sums. We will estimate the sum term by term. Various analytic tools are utilized, especially the Voronoi formula.

### 3.2 Preliminaries

In this section, we establish some lemmas needed for the proof of the main theorems and the corollaries.

## Lemma 3.2.1. (Nonegativity of the Rankin-Selberg $L$-functions)

Let $\psi$ be a GL(2) Maass-Hecke form. Let $\mathscr{E}_{\text {min }, \nu_{0}}$ and $\mathscr{E}_{\text {max }, \psi, \frac{1}{2}}$ be the $G L(3)$ Eisenstein series defined as before (see 2.1.2) and $(2.2 .2)$ ), where $v_{0}=\left(\frac{1}{3}, \frac{1}{3}\right)$.
(i) Let $\phi$ be a GL(2) even Maass form. Then

$$
L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times \phi\right) \geq 0, \quad L\left(\frac{1}{2}, \mathscr{E}_{\max , \psi, \frac{1}{2}} \times \phi\right) \geq 0 .
$$

(ii) Let $E_{\frac{1}{2}+i t}$ be the GL(2) Eisenstein series defined as before. Then

$$
L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right) \geq 0, \quad L\left(\frac{1}{2}, \mathscr{E}_{\max , \psi, \frac{1}{2}} \times E_{\frac{1}{2}+i t}\right) \geq 0
$$

Proof. (i) The nonnegativity of $L\left(\frac{1}{2}, \mathscr{E}_{\text {min, }} \times \phi\right)$ follows from 2.4.6 together with the facts $L\left(\frac{1}{2}, \phi\right) \geq 0$ and $L\left(\frac{1}{2}, \psi \times \phi\right) \geq 0$ by $17,29,30$.
(ii) The nonnegativity of $L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, v_{0}} \times E_{\frac{1}{2}+i t}\right)$ and $L\left(\frac{1}{2}, \mathscr{E}_{\text {max }, \psi, \frac{1}{2}} \times \phi\right)$ follows from 2.4.5 and (2.4.9) directly.

Lemma 3.2.2. Let $\mathscr{E}_{m i n, v}$ be the GL(3) Eisenstein series defined in Section 1.3 Let $A_{\nu}(m, n)$ be the ( $m, n$ )-th Fourier coefficients of $\mathscr{E}_{\text {min }, v}$ (see 2.1.3). Then we have

$$
\begin{equation*}
\sum_{m^{2} n \leq N} \sum_{n}\left|A_{\nu}(m, n)\right|^{2} \ll N . \tag{3.2.1}
\end{equation*}
$$

Proof. See 34, 39,42].
Corollary 3.2.3. Let $A_{v}(m, n)$ be the Fourier coefficients of $\mathscr{E}_{\text {min,v}}($ see 2.1.3). Then we have

$$
\begin{equation*}
\sum_{n \leq N}\left|A_{\nu}(m, n)\right| \ll N|m| . \tag{3.2.2}
\end{equation*}
$$

Proof. Applying Cauchy's inequality to Lemma 3.2.2 and the result follows.

### 3.3 Approximate functional equations

We first quote Theorem 5.3 in [25] which is a general result about approximations to $L$-functions in the critical strip, and then apply it to the Rankin-Selberg $L$-functions, resulting in Theorem 3.3.2 below.

Theorem 3.3.1. Let $L(f, s)$ be an L-function (as defined in [25]) with root number $\varepsilon(f)$, conductor $q(f)$ and gamma factor $\gamma(f, s)$, and

$$
\begin{equation*}
\varepsilon(f, s)=\varepsilon(f) q(f)^{\frac{1}{2}-s} \frac{\gamma(f, 1-s)}{\gamma(f, s)} . \tag{3.3.1}
\end{equation*}
$$

Let $\Lambda(f, s)=q(f)^{\frac{s}{2}} \gamma(f, s) L(f, s)$ be the completed L-function for $L(f, s)$.
Let $F(u)$ be any function which is holomorphic and bounded in the strip $-4<\operatorname{Re}(u)<4$, even, and normalized by $F(0)=1$. Let $V_{s}(y)$ be a smooth function defined by

$$
\begin{equation*}
V_{s}(y)=\frac{1}{2 \pi i} \int_{3-i \infty}^{3+i \infty} y^{-u} F(u) \frac{\gamma(f, s+u)}{\gamma(f, s)} \frac{d u}{u} . \tag{3.3.2}
\end{equation*}
$$

Then for $X>0$ and s in the strip $0 \leq \sigma \leq 1$ we have

$$
\begin{equation*}
L(f, s)=\sum_{n} \frac{\lambda_{f}(n)}{n^{s}} V_{s}\left(\frac{n}{X \sqrt{q}}\right)+\varepsilon(f, s) \sum_{n} \frac{\overline{\lambda_{f}}(n)}{n^{1-s}} V_{1-s}\left(\frac{n X}{\sqrt{q}}\right)+R . \tag{3.3.3}
\end{equation*}
$$

The last term $R=0$ if $\Lambda(f, s)$ is entire, otherwise

$$
\begin{equation*}
R=\left(\operatorname{Res}_{u=1-s}+\operatorname{Res}_{u=-s}\right) \frac{\Lambda(f, s+u)}{q^{s / 2} \gamma(f, s)} \frac{F(u)}{u} X^{u} . \tag{3.3.4}
\end{equation*}
$$

Proof. See Section 5.2 in [25].

The theorem above only applies to $L(f, s)$ which has only one pole at $s=1$. For our purpose of studying the Rankin-Selberg $L$-functions (2.4.1-2.4.4, which may have more than one pole, a slight modification is needed. Following the same idea of the proof of Theorem 3.3.1, we see that in the general case the residue term should be changed to

$$
\begin{equation*}
R=\sum_{i}\left(\operatorname{Res}_{u=z_{i}-s}+\operatorname{Res}_{u=1+z_{i}-s}\right) \frac{\Lambda(f, s+u)}{q^{s / 2} \gamma(f, s)} \frac{F(u)}{u} X^{u} . \tag{3.3.5}
\end{equation*}
$$

where $z_{i}$ run over the poles of $L(f, s)$.
Now we apply the modified version of Theorem 3.3.1 to

$$
\begin{equation*}
L\left(s, \mathscr{E}_{\min , v_{0}} \times \phi\right)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{v_{0}}(m, n) \lambda_{n}}{\left(m^{2} n\right)^{s}} \tag{3.3.6}
\end{equation*}
$$

and take $s=\frac{1}{2}, X=1$. We get

$$
L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times \phi\right)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{\nu_{0}}(m, n) \lambda_{n}}{\left(m^{2} n\right)^{\frac{1}{2}}} V_{\phi}\left(m^{2} n\right)+\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\overline{A_{\nu_{0}}(m, n) \lambda_{n}}}{\left(m^{2} n\right)^{\frac{1}{2}}} V_{\phi}\left(m^{2} n\right)+R_{\phi}\left(\frac{1}{2}, t\right)
$$

By 2.4.6, (2.4.14) and 3.3.5, we know $\Lambda\left(s, \mathscr{E}_{\text {min }, v_{0}} \times \phi\right)$ is entire and hence

$$
\begin{equation*}
R_{\phi}(s, t)=0 \tag{3.3.8}
\end{equation*}
$$

Similarly, for

$$
L\left(s, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{\nu_{0}}(m, n) \overline{\lambda_{t}^{\mathrm{Eis}}(n)}}{\left(m^{2} n\right)^{s}},
$$

we obtain (in the case $q=1$ and $\varepsilon(f)=1$ )

$$
\begin{gather*}
L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, v_{0}} \times E_{\frac{1}{2}+i t}\right)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{A_{v_{0}}(m, n) \overline{\lambda_{t}^{\mathrm{Eis}}(n)}}{\left(m^{2} n\right)^{\frac{1}{2}}} V\left(m^{2} n, t\right) \\
+\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{\overline{A_{\nu_{0}}(m, n)} \lambda_{t}^{\mathrm{Eis}}(n)}{\left(m^{2} n\right)^{\frac{1}{2}}} V\left(m^{2} n, t\right) \\
+R_{\mathrm{Eis}}\left(\frac{1}{2}, t\right), \tag{3.3.9}
\end{gather*}
$$

where

$$
\begin{align*}
& R_{\mathrm{Eis}}(s, t)=\left(\operatorname{Res}_{u=1-s+i t}+\operatorname{Res}_{u=-s+i t}+\operatorname{Res}_{u=1-s-i t}+\operatorname{Res}_{u=s-i t}\right) \\
& \cdot \frac{\Lambda\left(s+u, \mathscr{E}_{\text {min }, v_{0}} \times E_{\frac{1}{2}+i t}\right)}{\pi^{-3 s} \Gamma^{3}\left(\frac{s-i t}{2}\right) \Gamma^{3}\left(\frac{s+i t}{2}\right)} \frac{F(u)}{u} \\
&= \pi^{3 s} \Gamma^{-3}\left(\frac{s-i t}{2}\right) \Gamma^{-3}\left(\frac{s+i t}{2}\right) \cdot \\
& \cdot\left(\operatorname{Res}_{u=1-s+i t}+\operatorname{Res}_{u=-s+i t}+\operatorname{Res}_{u=1-s-i t}+\operatorname{Res}_{u=s-i t}\right) \\
& \cdot[\xi(s+u-i t) \xi(s+u+i t)]^{3} \frac{F(u)}{u} . \tag{3.3.10}
\end{align*}
$$

Using the computational software program Mathematica to compute $R_{\text {Eis }}\left(\frac{1}{2}, t\right)$, it can be shown
that $R_{\text {Eis }}$ is relatively small (due to the asymptotic behavior of $\Gamma(s / 2) \zeta(s)$ for $s=1+$ it as $t \rightarrow \pm \infty$ ) and can be omitted. The residues are listed explicitly as follows:

$$
\left.\begin{array}{rl}
\operatorname{Res}_{u=\frac{1}{2}+i t} & \xi\left(\frac{1}{2}+u-i t\right)^{3} \xi\left(\frac{1}{2}+u+i t\right)^{3} \\
=\frac{3}{16 \pi^{\frac{3}{2}+3 i t}}( & 16 \gamma^{2} \Gamma\left(\frac{1}{2}+i t\right)^{3} \zeta(1+2 i t)^{3}+\pi^{2} \Gamma\left(\frac{1}{2}+i t\right)^{3} \zeta(1+2 i t)^{3} \\
& -48 \gamma \Gamma\left(\frac{1}{2}+i t\right)^{3} \log (\pi) \zeta(1+2 i t)^{3}+24 \Gamma\left(\frac{1}{2}+i t\right)^{3} \log (\pi)^{2} \zeta(1+2 i t)^{3} \\
& +24 \gamma \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right) \zeta(1+2 i t)^{3}-24 \Gamma\left(\frac{1}{2}+i t\right)^{3} \log (\pi) \psi_{0}\left(\frac{1}{2}\right) \zeta(1+2 i t)^{3} \\
& +6 \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right)^{2} \zeta(1+2 i t)^{3}+24 \gamma \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}+i t\right) \zeta(1+2 i t)^{3} \\
& -24 \Gamma\left(\frac{1}{2}+i t\right)^{3} \log (\pi) \psi_{0}\left(\frac{1}{2}+i t\right) \zeta(1+2 i t)^{3} \\
& +12 \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right) \psi_{0}\left(\frac{1}{2}+i t\right) \zeta(1+2 i t)^{3} \\
& +6 \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}+i t\right)^{2} \zeta(1+2 i t)^{3} \\
& +2 \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{1}\left(\frac{1}{2}+i t\right) \zeta(1+2 i t)^{3} \\
& -16 \Gamma\left(\frac{1}{2}+i t\right)^{3} \gamma_{1} \zeta(1+2 i t)^{3} \\
& +48 \gamma \Gamma\left(\frac{1}{2}+i t\right)^{3} \zeta(1+2 i t)^{2} \zeta^{\prime}(1+2 i t) \\
& -48 \Gamma\left(\frac{1}{2}+i t\right)^{3} \log (\pi) \zeta(1+2 i t)^{2} \zeta^{\prime}(1+2 i t) \\
& +24 \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right) \zeta(1+2 i t)^{2} \zeta^{\prime}(1+2 i t) \\
& +24 \Gamma\left(\frac{1}{2}+i t\right)^{3} \psi_{0}\left(\frac{1}{2}+i t\right) \zeta(1+2 i t)^{2} \zeta^{\prime}(1+2 i t) \\
& +16 \Gamma\left(\frac{1}{2}+i t\right)^{3} \zeta(1+2 i t) \zeta^{\prime}(1+2 i t)^{2} \\
& +8 \Gamma\left(\frac{1}{2}+i t\right)^{3} \zeta(1+2 i t)^{2} \zeta^{\prime \prime}(1+2 i t) \tag{3.3.11}
\end{array}\right), 3.3
$$

$$
\left.\begin{array}{rl}
\operatorname{Res}_{u=\frac{1}{2}-i t} & \xi\left(\frac{1}{2}+u-i t\right)^{3} \xi\left(\frac{1}{2}+u+i t\right)^{3} \\
=\quad \frac{3}{16 \pi^{2}}\left(\quad 16 \gamma^{2} \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \zeta(1-2 i t)^{3}+\pi^{\frac{5}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \zeta(1-2 i t)^{3}\right. \\
& -48 \gamma \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \log (\pi) \zeta(1-2 i t)^{3}+24 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \log (\pi)^{2} \zeta(1-2 i t)^{3} \\
& +24 \gamma \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right) \zeta(1-2 i t)^{3}-24 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \log (\pi) \psi_{0}\left(\frac{1}{2}\right) \zeta(1-2 i t)^{3} \\
& +6 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right)^{2} \zeta(1-2 i t)^{3}+24 \gamma \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}-i t\right) \zeta(1-2 i t)^{3} \\
& -24 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \log (\pi) \psi_{0}\left(\frac{1}{2}-i t\right) \zeta(1-2 i t)^{3} \\
& +12 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right) \psi_{0}\left(\frac{1}{2}-i t\right) \zeta(1-2 i t)^{3} \\
& +6 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}-i t\right)^{2} \zeta(1-2 i t)^{3} \\
& +2 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{1}\left(\frac{1}{2}-i t\right) \zeta(1-2 i t)^{3} \\
& -16 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \gamma_{1} \zeta(1-2 i t)^{3} \\
& +48 \gamma \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \zeta(1-2 i t)^{2} \zeta^{\prime}(1-2 i t) \\
& -48 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \log (\pi) \zeta(1-2 i t)^{2} \zeta^{\prime}(1-2 i t) \\
& +24 \pi^{\frac{1}{2}+3 i t \Gamma} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}\right) \zeta(1-2 i t)^{2} \zeta^{\prime}(1-2 i t) \\
& +24 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \psi_{0}\left(\frac{1}{2}-i t\right) \zeta(1-2 i t)^{2} \zeta^{\prime}(1-2 i t) \\
& +16 \pi^{\frac{1}{2}+3 i t} \Gamma\left(\frac{1}{2}-i t\right)^{3} \zeta(1-2 i t)^{\prime}(1-2 i t)^{2} \\
& +3 i t \Gamma\left(\frac{1}{2}-i t\right)^{3} \zeta(1-2 i t)^{2} \zeta^{\prime \prime}(1-2 i t) \tag{3.3.12}
\end{array}\right),
$$

$$
\begin{align*}
& \operatorname{Res}_{u=-\frac{1}{2}+i t} \xi\left(\frac{1}{2}+u-i t\right)^{3} \xi\left(\frac{1}{2}+u+i t\right)^{3} \\
& =\frac{3}{16} \pi^{-3 i t}\left(2 \gamma^{2} \Gamma(i t)^{3} \zeta(2 i t)^{3}-\pi^{2} \Gamma(i t)^{3} \zeta(2 i t)^{3}\right. \\
& -8 \Gamma(i t)^{3} \log (2)^{2} \zeta(2 i t)^{3}-24 \gamma \Gamma(i t)^{3} \log (\pi) \zeta(2 i t)^{3} \\
& -16 \Gamma(i t)^{3} \log (2) \log (\pi) \zeta(2 i t)^{3}-32 \Gamma(i t)^{3} \log (\pi)^{2} \zeta(2 i t)^{3}+24 \gamma \Gamma(i t)^{3} \log (2 \pi) \zeta(2 i t)^{3} \\
& +48 \Gamma(i t)^{3} \log (\pi) \log (2 \pi) \zeta(2 i t)^{3}-16 \Gamma(i t)^{3} \log (2 \pi)^{2} \zeta(2 i t)^{3} \\
& +12 \gamma \Gamma(i t)^{3} \psi_{0}(i t) \zeta(2 i t)^{3}+24 \Gamma(i t)^{3} \log (\pi) \psi_{0}(i t) \zeta(2 i t)^{3} \\
& -24 \Gamma(i t)^{3} \log (2 \pi) \psi_{0}(i t) \zeta(2 i t)^{3}-6 \Gamma(i t)^{3} \psi_{0}(i t)^{2} \zeta(2 i t)^{3} \\
& -2 \Gamma(i t)^{3} \psi_{1}(i t) \zeta(2 i t)^{3}+16 \Gamma(i t)^{3} \gamma_{1} \zeta(2 i t)^{3} \\
& +24 \gamma \Gamma(i t)^{3} \zeta(2 i t)^{2} \zeta^{\prime}(2 i t)+48 \Gamma(i t)^{3} \log (\pi) \zeta(2 i t)^{2} \zeta^{\prime}(2 i t) \\
& -48 \Gamma(i t)^{3} \log (2 \pi) \zeta(2 i t)^{2} \zeta^{\prime}(2 i t)-24 \Gamma(i t)^{3} \psi_{0}(i t) \zeta(2 i t)^{2} \zeta^{\prime}(2 i t) \\
& \left.-16 \Gamma(i t)^{3} \zeta(2 i t) \zeta^{\prime}(2 i t)^{2}-8 \Gamma(i t)^{3} \zeta(2 i t)^{2} \zeta^{\prime \prime}(2 i t) \quad\right), \tag{3.3.13}
\end{align*}
$$

$$
\left.\begin{array}{rl}
\operatorname{Res}_{u=-\frac{1}{2}-i t} & \xi\left(\frac{1}{2}+u-i t\right)^{3} \xi\left(\frac{1}{2}+u+i t\right)^{3} \\
=\quad \frac{3}{16}\left(\quad-\pi^{2+3 i t} \Gamma(-i t)^{3} \zeta(-2 i t)^{3}+2 \gamma^{2} \pi^{3 i t} \Gamma(-i t)^{3} \zeta(-2 i t)^{3}\right. \\
& -8 \pi^{3 i t} \Gamma(-i t)^{3} \log (2)^{2} \zeta(-2 i t)^{3}-24 \gamma \pi^{3 i t} \Gamma(-i t)^{3} \log (\pi) \zeta(-2 i t)^{3} \\
& -16 \pi^{3 i t} \Gamma(-i t)^{3} \log (2) \log (\pi) \zeta(-2 i t)^{3}-32 \pi^{3 i t} \Gamma(-i t)^{3} \log (\pi)^{2} \zeta(-2 i t)^{3} \\
& +24 \gamma \pi^{3 i t} \Gamma(-i t)^{3} \log (2 \pi) \zeta(-2 i t)^{3}+48 \pi^{3 i t} \Gamma(-i t)^{3} \log (\pi) \log (2 \pi) \zeta(-2 i t)^{3} \\
& -16 \pi^{3 i t} \Gamma(-i t)^{3} \log (2 \pi)^{2} \zeta(-2 i t)^{3}+12 \gamma \pi^{3 i t} \Gamma(-i t)^{3} \psi_{0}(-i t) \zeta(-2 i t)^{3} \\
& +24 \pi^{3 i t} \Gamma(-i t)^{3} \log (\pi) \psi_{0}(-i t) \zeta(-2 i t)^{3}-24 \pi^{3 i t} \Gamma(-i t)^{3} \log (2 \pi) \psi_{0}(-i t) \zeta(-2 i t)^{3} \\
& -6 \pi^{3 i t} \Gamma(-i t)^{3} \psi_{0}(-i t)^{2} \zeta(-2 i t)^{3}-2 \pi^{3 i t} \Gamma(-i t)^{3} \psi_{1}(-i t) \zeta(-2 i t)^{3} \\
& +16 \pi^{3 i t} \Gamma(-i t)^{3} \gamma_{1} \zeta(-2 i t)^{3}+24 \gamma \pi^{3 i t} \Gamma(-i t)^{3} \zeta(-2 i t)^{2} \zeta^{\prime}(-2 i t) \\
& +48 \pi^{3 i t} \Gamma(-i t)^{3} \log (\pi) \zeta(-2 i t)^{2} \zeta^{\prime}(-2 i t)-48 \pi^{3 i t} \Gamma(-i t)^{3} \log (2 \pi) \zeta(-2 i t)^{2} \zeta^{\prime}(-2 i t) \\
& -24 \pi^{3 i t} \Gamma(-i t)^{3} \psi_{0}(-i t) \zeta(-2 i t)^{2} \zeta^{\prime}(-2 i t)-16 \pi^{3 i t} \Gamma(-i t)^{3} \zeta(-2 i t) \zeta^{\prime}(-2 i t)^{2} \\
& -8 \pi^{3 i t} \Gamma(-i t)^{3} \zeta(-2 i t)^{2} \zeta^{\prime \prime}(-2 i t) \tag{3.3.14}
\end{array}\right) .
$$

Here

$$
\begin{aligned}
\psi_{n}(z) & =\frac{d^{n+1}}{d z^{n+1}} \ln [\Gamma(z)] \\
\gamma_{n} & =\lim _{m \rightarrow \infty}\left(\sum_{n=1}^{m} \frac{(\ln k)^{n}}{k}-\frac{(\ln m)^{n+1}}{n+1}\right) .
\end{aligned}
$$

where $\gamma_{n}$ is known as Stielje's constant.
In summary, we obtain the desired approximate functional equations for $L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, \nu_{0}} \times \phi\right)$ and $L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, v_{0}} \times E_{\frac{1}{2}+i t}\right)$.

Theorem 3.3.2. Let $\mathscr{E}_{\text {min, }}, E_{0}, E_{\frac{1}{2}+i t}$ be the Eisenstein series as defined in (2.1.2) and (??). Let $F(u)$ be any function which is holomorphic and bounded in the strip $-4<\operatorname{Re}(u)<4$, even, and normalized by $h(0)=1$. Let $X>0$. Then for $s$ in the strip $0 \leq \sigma \leq 1$ we have

$$
\begin{align*}
L\left(\frac{1}{2}, \mathscr{E}_{m i n, v_{0}} \times u_{j}\right) & =2 \sum_{m \geq 1} \sum_{n \geq 1} \frac{A(n, m) \lambda_{j}(n)}{\left(m^{2} n\right)^{\frac{1}{2}}} V\left(m^{2} n, t_{j}\right),  \tag{3.3.15}\\
L\left(\frac{1}{2}, \mathscr{E}_{m i n, v_{0}} \times E_{\frac{1}{2}+i t}\right) & =2 \sum_{m \geq 1} \sum_{n \geq 1} \operatorname{Re} \frac{A(n, m) \overline{\lambda_{t}^{E i s}(n)}}{\left(m^{2} n\right)^{\frac{1}{2}}} V\left(m^{2} n, t\right)+R_{E i s}\left(\frac{1}{2}, t\right) \tag{3.3.16}
\end{align*}
$$

where

$$
\begin{equation*}
V(y, t)=\frac{1}{2 \pi i} \int_{\operatorname{Re} u=3} y^{-u} F(u) \frac{\gamma\left(\frac{1}{2}+u, t\right)}{\gamma\left(\frac{1}{2}, t\right)} \frac{d u}{u} \tag{3.3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma(s, t):=\pi^{-3 s}\left(\Gamma\left(\frac{s-i t}{2}\right) \Gamma\left(\frac{s+i t-\gamma}{2}\right)\right)^{3} . \tag{3.3.18}
\end{equation*}
$$

Here $R_{\text {Eis }}\left(\frac{1}{2}, t\right)$ is the sum of 3.3.11), 3.3.12, , 3.3.13) and 3.3.14.
The following is Lemma 2.3 in [34] which describes the growth of $V(y, t)$ which appears in Theorem 3.3.1. Since it is needed to effectively bound the terms in (3.3.15) and (3.3.16), we include it here.

Lemma 3.3.3. Set

$$
F(u)=\left(\cos \frac{\pi u}{A}\right)^{-3 A}
$$

for $\operatorname{Im} t \leq 1000$, where $A$ is a positive integer, and

$$
\begin{equation*}
V(y, t):=\frac{1}{2 \pi i} \int_{\operatorname{Re} u=1000} y^{-u} F(u) \frac{\gamma\left(\frac{1}{2}+u, t\right)}{\gamma\left(\frac{1}{2}, t\right)} \frac{d u}{u} \tag{3.3.19}
\end{equation*}
$$

Here

$$
\begin{array}{r}
\gamma(s, t):=\pi^{-3 s} \Gamma\left(\frac{s-i t-\alpha}{2}\right) \Gamma\left(\frac{s-i t-\beta}{2}\right) \Gamma\left(\frac{s-i t-\gamma}{2}\right) \\
\Gamma\left(\frac{s+i t-\alpha}{2}\right) \Gamma\left(\frac{s+i t-\beta}{2}\right) \Gamma\left(\frac{s+i t-\gamma}{2}\right)
\end{array}
$$

for some constants $\alpha, \beta$ and $\gamma$.
Then for $y>0, t>0, i=1,2$,
(i) the derivatives of $V(y, t)$ with respect to $y$ satisfy

$$
\begin{gather*}
y^{a} \frac{\partial^{a}}{\partial y^{a}} V(y, t) \ll\left(1+\frac{y}{|t|^{3}}\right)^{-A}  \tag{3.3.20}\\
y^{a} \frac{\partial^{a}}{\partial y^{a}} V(y, t)=\delta_{a}+O\left(\left(\frac{y}{|t|^{3}}\right)^{c}\right), \tag{3.3.21}
\end{gather*}
$$

where $0<c \leq \frac{1}{6}, \delta_{0}=1$ for $a=0$ and $\delta=0$ for $a \neq 0$, and the implied constants depend only on $c, a, A$.
(ii) If $1 \leq y \leq t^{3+\varepsilon}$, then as $t \rightarrow \infty$, we have

$$
\begin{array}{r}
V(y, t)=\frac{1}{2 \pi i} \int_{\left(\frac{1}{2}\right)}\left(\frac{t^{3}}{8 \pi^{3} y}\right)^{u} F(u)\left[1+\frac{p_{1}(\operatorname{Im} u)}{t}+\cdots+\frac{p_{n-1}(\operatorname{Im} u)}{t^{n-1}}+O\left(\frac{p_{n}(\operatorname{Im} u)}{t^{n}}\right)\right] \frac{d u}{u} \\
+O\left(t^{-B}\right) \tag{3.3.22}
\end{array}
$$

where $p_{i}$ are polynomials and $B$ is arbitrarily large.
Proof. The same as in [34].

### 3.4 The Kuznetsov trace formula for $G L(2)$

The Kuznetsov trace formula ( [27]) is a special form of relative trace formula. It plays a key role here since it transforms the spectral sum into a sum of weighted Kloosterman sums which we have tools to estimate.

We adopt the same notation as in Section 1.3. Let $\left\{u_{j}\right\}$ be the $G L(2)$ Hecke-Maass eigenforms spanning $C\left(S L(2, \mathbb{Z}) \backslash \mathfrak{b}^{2}\right)$ with Laplacian eigenvalues $t_{j}$ and Hecke eigenvalues $\lambda_{j}(n)$. Let $\left\{E_{2, \frac{1}{2}+i t}\right\}$ be the $G L(2)$ Eisenstein series spanning $\mathcal{E}\left(S L(2, \mathbb{Z}) \backslash \mathfrak{b}^{2}\right)$ with Hecke eigenvalues $\lambda_{t}^{\mathrm{Eis}}(n)$.

Next, we take a test function $h(t)$ which is even and is assumed to satisfy the following conditions:
(i) $h(t)$ is holomorphic in $|\operatorname{Im} t| \leq \frac{1}{2}+\varepsilon$;
(ii) $h(t) \ll(|t|+1)^{-2-\varepsilon}$ in the above strip.

We set

$$
\begin{align*}
\omega_{j} & =4 \pi\left|\rho_{j}(1)\right|^{2} / \cosh \pi t_{j}, \\
\omega(t) & =4 \pi\left|\rho_{t}^{\mathrm{Eis}}(1)\right|^{2} \cosh ^{-1} \pi t, \\
H & =\frac{2}{\pi} \int_{0}^{\infty} h(t) \tanh (\pi t) t d t, \\
H^{+}(x) & =2 i \int_{-\infty}^{\infty} J_{2 i t}(x) \frac{h(t) t}{\cosh \pi t} d t, \\
H^{-}(x) & =\frac{4}{\pi} \int_{-\infty}^{\infty} K_{2 i t}(x) \sinh (\pi t) h(t) t d t . \tag{3.4.1}
\end{align*}
$$

In the above, $J_{\nu}(x)$ and $K_{\nu}(x)$ are the standard $J$-Bessel function and $K$-Bessel function respectively.

Proposition 3.4.1. With the above notations, for any $m, n \geq 1$, we have the following Kuznetsov formula

$$
\begin{align*}
& \sum_{j \geq 1}^{\prime} h\left(t_{j}\right) \omega_{j} \lambda_{j}(m) \lambda_{j}(n)+\frac{1}{4 \pi} \int_{-\infty}^{\infty} h(t) \omega(t) \bar{\lambda}_{t}^{E i s}(m) \lambda_{t}^{E i s}(n) d t \\
= & \frac{1}{2} \delta(m, n) H+\sum_{c>0} \frac{1}{2 c}\left\{S(m, n ; c) H^{+}\left(\frac{4 \pi \sqrt{m n}}{c}\right)+S(-m, n ; c) H^{-}\left(\frac{4 \pi \sqrt{m n}}{c}\right)\right\} \tag{3.4.2}
\end{align*}
$$

where $\sum^{\prime}$ is restricted to the even Maass forms, $\delta(m, n)$ is the Kronecker symbol, and

$$
S(a, b ; c)=\sum_{d \bar{d} \equiv 1(\bmod c)} e\left(\frac{d a+\bar{d} b}{c}\right)
$$

is the classical Kloosterman sum.

Proof. See [6].

### 3.5 The Voronoi summation formula for a $G L(3)$ Eisenstein series

The Voronoi summation formulae are generalizations of the Poisson summation formula. The sums are weighted by Fourier coefficients of automorphic forms, possibly with twists. The Voronoi formula for $G L(2)$ has served as a fundamental analytic tool to study the subconvexity problem. For a survey, see [22].

The Voronoi formulae relate sums of the form

$$
\sum_{n \in \mathbb{Z}} a_{n} e(n \alpha) f(n)=\sum_{n \in \mathbb{Z}} a_{n} S(n, \alpha) F(n)
$$

where $a_{n}$ are Fourier coefficients of an automorphic form, and $\alpha \in \mathbb{Q}$. On the right side, $S(m, \alpha)$ is an exponential sum. (For the $G L(2)$ case, $S(m, \alpha)$ is a single exponential, while for $G L(3)$ it is a Kloosterman sum.) Finally, $f$ and $F$ are a pair of test functions related by an integral transform, an analogue of the Fourier transform in the Poisson summation formula.

The formula is useful for estimating the sum on the left side, since the right side is a sum of integral transforms of functions which decay rapidly (c.f. [40], Section 1).

A classical approach to prove the Voronoi formula for $G L(2)$ is to apply Mellin inversion to the functional equation of the standard $L$-function with twists. In other words, the starting point of the proof is the modularity with respect to $z \mapsto-1 / z$ of the automorphic forms in concern.

The Voronoi formula for $G L(3)$ Maass forms with twists by additive characters was first proven by Miller and Schmid using the theory of automorphic distributions [41]. Goldfeld and Li developed a purely analytic proof in [13] and [14] in the spirit of taking Mellin inversion of functional equation of certain $L$-functions.

The main result of this section, the Voronoi formula for $G L(3)$ Eisenstein series (Proposition 3.5.2), can be derived in a similar manner, yet one needs to take care of the residue terms coming from the pole of Eisenstein series. In an unpublished notes by X. Li [32], the Voronoi formula for the triple divisor function is established by using a minimal $G L(3)$ Eisenstein series. Here we closely follow her idea with minor modifications.

In the following, we will sketch the proof in [13] for the Voronoi formula for $G L(3)$ Maass forms. Then we modify the proof to obtain the Voronoi formula for $G L(3)$ Eisenstein series.

Let us introduce some notations first.

Notations. Let

$$
w_{1}=\left(\begin{array}{lll} 
& & -1  \tag{3.5.1}\\
& 1 & \\
1 & &
\end{array}\right), \quad w_{2}=\left(\begin{array}{lll} 
& & 1 \\
1 & & \\
& 1 &
\end{array}\right)
$$

and for $v=\left(v_{1}, v_{2}\right) \in C^{2}$, set

$$
\begin{equation*}
\tilde{v}:=\left(v_{1}, v_{1}\right), \quad \alpha:=-v_{1}-2 v_{2}+1, \quad \beta:=-v_{1}+v_{2}, \quad \gamma:=2 v_{1}+v_{2}-1 . \tag{3.5.2}
\end{equation*}
$$

For $s \in \mathbb{C}, k \in \mathbb{Z}$, Define

$$
\begin{equation*}
G(s, k, v):=\frac{\Gamma\left(\frac{1-s+2 k+\alpha}{2}\right) \Gamma\left(\frac{1-s+2 k+\beta}{2}\right) \Gamma\left(\frac{1-s+2 k+\gamma}{2}\right)}{\Gamma\left(\frac{s-\alpha}{2}\right) \Gamma\left(\frac{s-\beta}{2}\right) \Gamma\left(\frac{s-\gamma}{2}\right)} . \tag{3.5.3}
\end{equation*}
$$

Let $f$ be a $G L(3)$ Maass form or an Eisenstein series of type $v=\left(v_{1}, v_{2}\right)$ for $S L(3, \mathbb{Z})$. We define the dual form $\tilde{f}$ by

$$
\begin{equation*}
\tilde{f}(z):=f\left(w_{1}{ }^{t} z^{-1} w_{1}\right) . \tag{3.5.4}
\end{equation*}
$$

Now we restrict to the case where $f$ is a $G L(3)$ Maass form. Then $f$ has Fourier expansion

$$
\begin{equation*}
f(z)=\sum_{\gamma \in U_{2}(\mathbb{Z})} \sum_{m_{1}=1}^{\infty} \frac{A\left(m_{1}, m_{2}\right)}{\left|m_{1} m_{2}\right|} W_{\text {Jacquet }}\left(M\left({ }_{1}^{\gamma}\right) z, v, \Psi_{1,1}\right), \tag{3.5.5}
\end{equation*}
$$

where $U_{2}(\mathbb{Z})$ is the group of unipotent $2 \times 2$ upper triangular matrices with coefficients in $\mathbb{Z}$, and $M=\operatorname{diag}\left(m_{1}\left|m_{2}\right|, m_{1}, 1\right)$.

## Proposition 3.5.1. (The Voronoi formula for $G L(3)$ Maass forms)

Let $f$ be a GL(3) Hecke-Maass form of type $v=\left(v_{1}, v_{2}\right) \in \mathbb{C}^{2}$. Suppose $A(n, m)$ is the $(n, m)$-th Fourier coefficient of $f$. Let $a, \bar{a}, c, \delta \in \mathbb{Z}$ with $\delta>0, c \neq 0,(a, c)=1$, and $a \bar{a} \equiv 1(\bmod c)$.

Let $\phi(x) \in C_{c}^{\infty}(0, \infty)$ be a test function, $\tilde{\phi}$ its Mellin transform, and

$$
\begin{align*}
\Phi_{k}(x) & :=\int_{\operatorname{Re} s_{2}=\sigma}\left(\pi^{3} x\right)^{-s_{2}} G\left(-s_{2}, k, v\right) \tilde{\phi}\left(-s_{2}-k\right) d s_{2}, \\
\Phi_{0,1}^{0}(x) & :=\Phi_{0}(x)+\frac{\pi^{-3} c^{3} \delta^{3}}{m_{1}^{2} m_{2} i} \Phi_{1}(x), \\
\Phi_{0,1}^{1}(x) & :=\Phi_{0}(x)-\frac{\pi^{-3} c^{3} \delta^{3}}{m_{1}^{2} m_{2} i} \Phi_{1}(x) . \tag{3.5.6}
\end{align*}
$$

Then

$$
\begin{align*}
& \sum_{m>0} A(\delta, m) e\left(\frac{m \bar{a}}{c}\right) \phi(m) \\
& =\frac{c \pi^{-\frac{5}{2}}}{4 i} \sum_{m_{1} \mid c \delta} \sum_{m_{2}>0} \frac{A\left(m_{2}, m_{1}\right)}{m_{1} m_{2}} S\left(\delta a, m_{2} ; \delta c m_{1}^{-1}\right) \Phi_{0,1}^{1}\left(\frac{m_{2} m_{1}^{2}}{c^{3} \delta}\right) \\
& \quad+\frac{c \pi^{-5} \frac{5}{2}}{4 i} \sum_{m_{1} \mid c \delta} \sum_{m_{2}>0} \frac{A\left(m_{2}, m_{1}\right)}{m_{1} m_{2}} S\left(\delta a,-m_{2} ; \delta c m_{1}^{-1}\right) \Phi_{0,1}^{1}\left(\frac{m_{2} m_{1}^{2}}{c^{3} \delta}\right) . \tag{3.5.7}
\end{align*}
$$

Proof. For details, see [14]. A sketch of the proof by Goldfeld and Li will be given below, to inspire the proof for the case of $G L(3)$ Eisenstein series.

## Proposition 3.5.2. (The Voronoi formula for $G L(3)$ Eisenstein series)

Let $\mathscr{E}_{\text {min }, v}(z)$ be a GL(3) Hecke-Maass form of type $v=\left(v_{1}, v_{2}\right) \in \mathbb{C}^{2}$. Suppose $A_{v}(n, m)$ is the $(n, m)$-th Fourier coefficient of $\mathscr{E}_{m i n, v}(z)$. Let $a, \bar{a}, c, \delta \in \mathbb{Z}$ with $\delta>0, c \neq 0,(a, c)=1$, and $a \bar{a} \equiv 1$ $(\bmod c)$ Let $v_{0}=\left(\frac{1}{3}, \frac{1}{3}\right)$.

Let $\phi(x) \in C_{c}^{\infty}(0, \infty)$ be a test function, $\tilde{\phi}$ its Mellin transform, and $\Phi_{k}(x), \Phi_{0,1}^{0}(x), \Phi_{0,1}^{1}(x)$ the
same as in 3.5.6. Then

$$
\begin{align*}
& \sum_{m>0} A_{v_{0}}(\delta, m) e\left(\frac{m \bar{a}}{c}\right) \phi(m) \\
& =\delta c \pi^{-\frac{3}{2}} \sum_{n \mid \delta c} \sum_{m>0} \frac{n^{-1} m^{-\frac{2}{3}}}{\xi(1)^{3}} \sum_{n_{1} \mid n} \sum_{n_{2} \left\lvert\, \frac{n}{n_{1}}\right.} \sigma_{0,0}\left(\frac{n}{n_{1} n_{2}}, m\right) S\left(m, \delta a ; \delta c n^{-1}\right) \Phi_{0,1}^{0}\left(\frac{m n^{2}}{(\delta c)^{3}}\right) \\
& +\delta c \pi^{-\frac{3}{2}} \sum_{n \mid \delta c} \sum_{m>0} \frac{n^{-1} m^{-\frac{2}{3}}}{\xi(1)^{3}} \sum_{n_{1} \mid n} \sum_{n_{2} \left\lvert\, \frac{n}{n_{1}}\right.} \sigma_{0,0}\left(\frac{n}{n_{1} n_{2}}, m\right) S\left(-m, \delta a ; \delta c n^{-1}\right) \Phi_{0,1}^{1}\left(\frac{m n^{2}}{(\delta c)^{3}}\right) \\
& \quad+\frac{3 \tilde{\phi}(1)}{\xi(1) \delta^{2} c^{2}} \pi^{\frac{3}{2}} \Gamma^{-3}\left(\frac{1}{2}\right) \sum_{n \mid \delta c} n S\left(0, \delta a ; \delta c n^{-1}\right) \sigma_{0}(n) . \tag{3.5.8}
\end{align*}
$$

Here $\sigma_{0,0}(n, m):=\sum_{\substack{d_{1} \mid m \\ d_{1}>0}} \sum_{\substack{d_{2} \left\lvert\, \frac{m}{d_{1}} \\ d_{2}>0 \\\left(d_{2}, h_{n}\right)=1\right.}} 1 \quad$ for $n, m \in \mathbb{Z}$.

Remark. Compared to the Voronoi formula for Maass forms, the Voronoi formula for Eisenstein series contains an extra term. This comes from the residue of the Eisenstein series.

Before we start proving the Voronoi formula for Eisenstein series, we first sketch the proof for Maass forms by Goldfeld and Li [14].

Since $f$ is automorphic, for any $z \in \mathfrak{h}^{3}$, we have

$$
\begin{equation*}
f(A u z)=\tilde{f}\left(w_{2}^{t}(A u z)^{-1}\right), \tag{3.5.9}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{3.5.10}\\
\frac{h}{q} & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad u=\left(\begin{array}{ccc}
1 & 0 & u_{3} \\
& 1 & u_{1} \\
& & 1
\end{array}\right)
$$

Denote

$$
\delta:=(h, q), \quad h_{\delta}:=\frac{h}{\delta}, \quad q_{\delta}:=\frac{q}{\delta}
$$

For $k=0,1$, let

$$
\begin{equation*}
F_{k}(y, h, q):=\left.\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1} f(A u z) e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0}, \tag{3.5.11}
\end{equation*}
$$

with $y=\operatorname{diag}\left(y_{1} y_{2}, y_{1}, 1\right)$. Sometimes we also write it as $F_{k}\left(y_{1}, y_{2}, h, q\right)$.
For $\operatorname{Re} s_{1}$ large, define the "double Mellin transform" of $F_{k}(y, h, q)$ by

$$
\begin{equation*}
\tilde{F}_{k}(h, q, s):=\int_{0}^{\infty} \int_{0}^{\infty} F_{k}\left(y_{1}, y_{2}, h, q\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-2} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \tag{3.5.12}
\end{equation*}
$$

which can be proved to be absolutely convergent for all $s_{2} \in \mathbb{C}$ and entire in $s_{2}$.
Furthermore, it has the following series expansion for $\operatorname{Re} s_{2}$ large and - $\operatorname{Re} s_{2}$ large, respectively:

Lemma 3.5.3. For $\operatorname{Re} s_{2}$ large,

$$
\begin{equation*}
\tilde{F}_{k}(h, q, s)=\frac{G_{1}\left(s_{1}, s_{2}, v\right)}{q_{\delta}^{s_{1}-2 s_{2}+1} \delta^{s_{1}}} \sum_{m_{2} \neq 0}\left(\frac{2 \pi i m_{2}}{q_{\delta}^{2}}\right)^{k} \frac{A\left(\delta, m_{2}\right)}{\left|m_{2}\right|^{s_{2}}} e\left(\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right) \tag{3.5.13}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{1}\left(s_{1}, s_{2}, v\right)=\int_{0}^{\infty} \int_{0}^{\infty} W_{\text {Jacquet }}\left(y, v, \psi_{1,1}\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} . \tag{3.5.14}
\end{equation*}
$$

Lemma 3.5.4. For $-\operatorname{Re} s_{2}$ large,

$$
\begin{align*}
& \tilde{F}_{k}(h, q, s)=G_{2}(s, v, k) \frac{(-2 \pi i q)^{k} \pi^{\frac{s_{1}+s_{2}}{2}}}{q^{s_{1}+s_{2}} \Gamma\left(\frac{s_{1}+s_{2}}{2}\right)} \\
& \cdot \sum_{m_{1} \mid q} \sum_{m_{2} \neq 0}\left(\frac{i m_{2}}{\left|m_{2}\right|}\right)^{k} \frac{A\left(m_{2}, m_{1}\right)}{\left|m_{1}\right|^{2 k+1-2 s_{2}}\left|m_{2}\right|^{k+1-s_{2}}} S\left(h, m_{2} ; q m_{1}^{-1}\right) \tag{3.5.15}
\end{align*}
$$

with

$$
\begin{array}{r}
G_{2}(s, v, k)=\int_{0}^{\infty} \int_{0}^{\infty} W_{\text {Jacquet }}\left(y, \tilde{v}, \psi_{1,1}\right) K_{s_{1}+s_{2}-1-2 k}\left(2 \pi y_{2}\right) \\
\cdot y_{1}^{2 k+s_{1}-s_{2}} y_{2}^{\frac{2 k+s_{1}-s_{2}-1}{2}} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} . \tag{3.5.16}
\end{array}
$$

Proof. These two lemmas follow from the modularity equation 3.5.9) and the Fourier expansions
of $f(A u z)$ and $\tilde{f}(A u z)$, where $\tilde{f}(z)$ is the dual Maass form of $f$. For details, see 13].

For $\operatorname{Re} s_{2}>3$, we take the "series parts" of 3.5.13) and (3.5.15), and define two series: (here $\left.\bar{h}_{\delta} h_{\delta} \equiv 1\left(\bmod q_{\delta}\right)\right)$

$$
\begin{align*}
& L_{k}\left(\bar{h}, q, s_{2}\right):=\sum_{m_{2}>0} \frac{A\left(\delta, m_{2}\right)}{m_{2}^{s_{2}-k}}\left[e\left(\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right)+(-1)^{k} e\left(-\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right)\right],  \tag{3.5.17}\\
& \hat{L}_{k}\left(h, q, s_{2}\right):=\sum_{m_{1} \mid q} \sum_{m_{2}>0} \frac{A\left(m_{2}, m_{1}\right)}{\left|m_{1}\right|^{2 k+2 s_{2}-1}\left|m_{2}\right|^{k+s_{2}}} \cdot\left[S\left(h, m_{2} ; q m_{1}^{-1}\right)+(-1)^{k} S\left(h,-m_{2} ; q m_{1}^{-1}\right)\right] . \tag{3.5.18}
\end{align*}
$$

It follows from 3.5.13 and 3.5.15 that these series have analytic continuation to the whole complex plane and satisfy the functional equation:

$$
\begin{equation*}
L_{k}\left(\bar{h}, q, s_{2}\right)=\hat{L}_{k}\left(h, q, 1-s_{2}\right) i^{-k} q^{-3 s_{2}+1+3 k} \pi^{3 s_{2}-3 k-\frac{3}{2}} \delta^{2 s_{2}-1-2 k} G\left(s_{2}, k, v\right), \tag{3.5.19}
\end{equation*}
$$

where

$$
\begin{equation*}
G\left(s_{2}, k, v\right)=\frac{\Gamma\left(\frac{1-s_{2}+2 k+\alpha}{2}\right) \Gamma\left(\frac{1-s_{2}+2 k+\beta}{2}\right) \Gamma\left(\frac{1-s_{2}+2 k+\gamma}{2}\right)}{\Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)} . \tag{3.5.20}
\end{equation*}
$$

Take a test function $\phi(x) \in C_{c}^{\infty}(0, \infty)$ and let $\tilde{\phi}(s)=\int_{0}^{\infty} \phi(x) x^{s} \frac{d x}{x}$ be its Mellin transform. For $\sigma>3$, by Mellin inversion, we have

$$
\begin{align*}
\sum_{m_{2} \in \mathbb{Z}} A\left(\delta, m_{2}\right)[e & \left.\left(\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right)+(-1)^{k} e\left(-\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right)\right] \phi\left(m_{2}\right) \\
& =\frac{1}{2 \pi i} \int_{\operatorname{Re} s_{2}=\sigma} \tilde{\phi}\left(s_{2}-k\right) L_{k}\left(\bar{h}, q, s_{2}\right) d s_{2} \tag{3.5.21}
\end{align*}
$$

Now moving the line of integration of the right side of (3.5.21) to $\operatorname{Re} s_{2}=-\sigma$ and applying the
functional equation 3.5.19), we obtain

$$
\begin{aligned}
& \sum_{m_{2} \in \mathbb{Z}} A\left(\delta, m_{2}\right)\left[e\left(\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right)+(-1)^{k} e\left(-\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right)\right] \phi\left(m_{2}\right) \\
& =\frac{1}{2 \pi i} \int_{\operatorname{Re} s_{2}=-\sigma} \tilde{\phi}\left(s_{2}-k\right) L_{k}\left(\bar{h}, q, s_{2}\right) d s_{2} \\
& =\frac{1}{2 \pi i} \int_{\operatorname{Re} s_{2}=-\sigma} \tilde{\phi}\left(s_{2}-k\right) \hat{L}_{k}\left(\bar{h}, q, 1-s_{2}\right) i^{-k} q^{-3 s_{2}+1+3 k} \pi^{3 s_{2}-3 k-\frac{3}{2}} \delta^{2 s_{2}-1-2 k} G\left(s_{2}, k, v\right) d s_{2} \\
& \stackrel{\left(s_{2} \mapsto-s_{2}\right)}{=}-\frac{q^{1+3 k}}{2 \pi^{3 k+\frac{5}{2}} i^{1+k} \delta^{1+2 k}} \int_{\operatorname{Re} s_{2}=\sigma} \tilde{\phi}\left(-s_{2}-k\right) \hat{L}_{k}\left(\bar{h}, q, 1+s_{2}\right) q^{3 s_{2}} \pi^{-3 s_{2}} \delta^{-2 s_{2}} G\left(-s_{2}, k, v\right) d s_{2} \\
& \sqrt{3.5 .18}-\frac{q^{1+3 k}}{2 \pi^{3 k+\frac{5}{2}} i^{1+k} \delta^{1+2 k}} \int_{\operatorname{Re} s_{2}=\sigma} \tilde{\phi}\left(-s_{2}-k\right) q^{3 s_{2}} \pi^{-3 s_{2}} \delta^{-2 s_{2}} G\left(-s_{2}, k, v\right) \\
& \cdot \sum_{m_{1} \mid q} \sum_{m_{2}>0} \frac{A\left(m_{2}, m_{1}\right)}{\left|m_{1}\right|^{2 k+2 s_{2}+1}\left|m_{2}\right|^{k+s_{2}+1}} \cdot\left[S\left(h, m_{2} ; q m_{1}^{-1}\right)+(-1)^{k} S\left(h,-m_{2} ; q m_{1}^{-1}\right)\right] d s_{2} \\
& =-\frac{q_{\delta}^{1+3 k} \delta^{k}}{2 \pi^{3 k+\frac{5}{2}} i^{1+k}} \quad \sum_{m_{1} \mid q_{\delta} \delta} \sum_{m_{2}>0} \frac{A\left(m_{2}, m_{1}\right)}{\left|m_{1}\right|^{2 k+1}\left|m_{2}\right|^{k+1}} \\
& \cdot\left[S\left(\delta h_{\delta}, m_{2} ; \delta q_{\delta} m_{1}^{-1}\right)+(-1)^{k} S\left(\delta h_{\delta},-m_{2} ; \delta q_{\delta} m_{1}^{-1}\right)\right] \Phi_{k}\left(\frac{m_{2} m_{1}}{q_{\delta}^{3} \delta}\right)
\end{aligned}
$$

where

$$
\Phi_{k}(x)=\int_{\operatorname{Re} s_{2}=\sigma}\left(\pi^{3} x\right)^{-s_{2}} G\left(-s_{2}, k, v\right) \tilde{\phi}\left(-s_{2}-k\right) d s_{2}
$$

Recall that $\delta=(h, q), h=\delta h_{\delta}$ and $q=\delta q_{\delta}$. Now we set $a=h_{\delta}$ and $c=q_{\delta}$. Hence $(a, c)=1$.
To write the formula in a neater way, let

$$
\Phi_{0,1}^{0}(x)=\Phi_{0}(x)+\frac{\pi^{-3} c^{3} \delta}{m_{1}^{2} m_{2} i} \Phi_{1}(x), \quad \Phi_{0,1}^{1}(x)=\Phi_{0}(x)-\frac{\pi^{-3} c^{3} \delta}{m_{1}^{2} m_{2} i} \Phi_{1}(x)
$$

Then we obtain the Voronoi formula for $G L(3)$ Maass forms (Proposition 3.5.1) as desired.

The proof for the Voronoi formula for an Eisenstein series is similar to that for a Maass form. Instead of doing Fourier analysis on $\mathscr{E}_{\min , v}(z)$, one does that only for the non-degenerate terms of $\mathscr{E}_{\min , v}(z)$. The $L$-functions thus constructed will have poles and hence extra residue terms will appear in the Voronoi formula. Let us elaborate on this as follows.

For all $v_{1}$ and $v_{2}$, except those on the complex lines $v_{1}=\frac{2}{3}, \frac{1}{3} \rho_{1}$ or $v_{2}=\frac{2}{3}, \frac{1}{3} \rho_{2}$ where $\rho_{1}, \rho_{2}$ run
through all nontrivial zeros of $\zeta(s)$, we have the Fourier expansion of $\mathscr{E}_{\text {min, }}(z)$ where each term can be written in the form of (c.f. [46])

$$
\varphi(y) \quad \text { or } \quad \varphi(y) \cdot(\text { K-Bessel function }) \cdot(\text { a character of } x) .
$$

When the character of $x$ involves all $x_{1}, x_{2}, x_{3}$, we say that the term is non-degenerate. Denote


$$
\begin{align*}
\mathscr{E}_{\min , v}^{\text {ondeg }}(z)= & \frac{2}{\xi\left(3 v_{1}\right) \xi\left(3 v_{2}\right) \xi\left(3 v_{1}+3 v_{2}-1\right)} \sum_{(c, d)=1} \sum_{n \geq 1} \sum_{m \neq 0} \sum_{n_{1} \mid n} \sum_{n_{2} \mid n}^{n_{1}} \\
& \cdot n^{-2+v_{1}+2 v_{2}}|m|^{-2+2 v_{1}+v_{2}} n_{1}^{-3 v_{1}-3 v_{2}+2} n_{2}^{1-3 v_{2}} \sigma_{1-3 v_{1}, 2-3 v_{1}-3 v_{2}}\left(\frac{n}{n_{1} n_{2}},|m|\right) \\
& \left.\cdot W_{\text {Jacquet }}\left(\begin{array}{lll}
\frac{n|m| y_{1} y_{2}}{\left|c z_{2}+d\right|} & n y_{1}\left|c z_{2}+d\right| & \\
& & 1
\end{array}\right), v\right) e\left(n\left(c x_{3}+d x_{1}\right)+m \operatorname{Re} \frac{a z_{2}+b}{c z_{2}+d}\right) . \tag{3.5.22}
\end{align*}
$$

Remark. To be precise, the Fourier expansion of $\mathscr{E}_{\min , v}(z)$ can be written explicitly as follows:

$$
\mathscr{E}_{\min , v}(z)=(\text { degenerate terms })+(\text { non-degenerate terms }),
$$

where

$$
(\text { degenerate terms })=\mathscr{E}_{\operatorname{Ein}, v}^{0}(z)+\mathscr{E}_{\min , v}^{11}(z)+\mathscr{E}_{\text {min }, v}^{12}(z),
$$

and

$$
\begin{aligned}
\mathscr{E}_{\min , v}^{0}(z)= & y_{1}^{2 v_{1}+v_{2}} y_{2}^{v_{1}+2 v_{2}} \\
& +c\left(\frac{3 v_{1}}{2}\right) y_{1}^{1-v_{1}+v_{2}} y_{2}^{v_{1}+2 v_{2}}+c\left(\frac{3 v_{2}}{2}\right) y_{2}^{1+v_{1}-v_{2}} y_{1}^{2 v_{1}+v_{2}} \\
& +c\left(\frac{3 v_{1}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) y_{1}^{1+v_{2}-v_{1}} y_{2}^{-v_{2}-2 v_{1}+3} \\
& +c\left(\frac{3 v_{2}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) y_{1}^{2-v_{1}-2 v_{2}} y_{2}^{1+v_{1}-v_{2}} \\
& +c\left(\frac{3 v_{1}}{2}\right) c\left(\frac{3 v_{2}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) y_{1}^{2-v_{1}-2 v_{2}} y_{2}^{2-2 v_{1}-v_{2}}, \\
\mathscr{E}_{\min , v}^{11}(z)= & \frac{2\left(y_{1}^{2} y_{2}\right)^{1-\frac{v_{1}}{2}-v_{2} y_{2}}}{\xi\left(3 v_{1}\right)} c\left(\frac{3 v_{2}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) \sum_{m \neq 0}|m|^{\frac{3 v_{1}}{2}-\frac{1}{2}} \sigma_{1-3 v_{1}}(|m|) K_{\frac{3 v_{1}-1}{2}}^{2}\left(2 \pi|m| y_{2}\right) e\left(m x_{2}\right) \\
& +\frac{2\left(y_{1}^{2} y_{2}\right)^{\frac{1}{2}+\frac{3}{4}\left(v_{2}-v_{1}\right)} y_{2}^{\frac{1}{2}}}{\xi\left(3 v_{2}\right)} c\left(\frac{3 v_{1}}{2}\right) \sum_{m \neq 0}|m|^{\frac{3 v_{1}+3 v_{2}-2}{2}} \sigma_{4-3 v_{1}-3 v_{2}}(|m|) K_{\frac{3 v_{1}+3 v_{2}-2}{2}\left(2 \pi|m| y_{2}\right) e\left(m x_{2}\right),} \\
& +\frac{2\left(y_{1}^{2} y_{2}\right)^{1-\frac{v_{1}}{2}-v_{2}} y_{2}^{\frac{1}{2}}}{\xi\left(3 v_{1}\right)} \sum_{m \neq 0}|m|^{\frac{3 v_{2}}{2}-\frac{1}{2}} \sigma_{1-3 v_{2}}(|m|) K_{\frac{3 v_{2}-1}{2}}\left(2 \pi|m| y_{2}\right) e\left(m x_{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathscr{E}_{\min , v}^{12}(z)=\frac{2\left(y_{1}^{2} y_{2}\right)^{\frac{1}{4}+\frac{1}{4} v_{1}+\frac{1}{2} v_{2}}}{\xi\left(3 v_{1}\right)} \sum_{(c, d)=1} \sum_{n \leq 1} n^{\frac{3}{2} v_{1}-1} \sigma_{1-3 v_{1}} \\
& \cdot u_{c, d}^{\frac{3}{4} v_{1}+\frac{3}{2} v_{2}-\frac{1}{4}} K_{\frac{3 v_{1}-1}{2}}\left(2 \pi n \sqrt{\frac{y_{1}^{2} y_{2}}{u_{c, d}}}\right) e\left(\left(c x_{3}+d x_{1}\right) n\right), \\
& +\frac{2\left(y_{1}^{2} y_{2}\right)^{\frac{3}{4}-\frac{1}{2} \nu_{1}-\frac{1}{4} \nu_{2}}}{\xi\left(3 v_{2}\right)} c\left(\frac{3 v_{1}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) \sum_{(c, d)=1} \sum_{n \geq 1} \\
& \cdot n^{\frac{3}{2}-\frac{1}{2}} \sigma_{1-3 v_{2}}(n) u_{c, d}^{\frac{5}{4}-\frac{3}{2} v_{1}-\frac{3}{4} v_{2}} K_{\frac{3 v_{2}-1}{2}}\left(2 \pi n \sqrt{\frac{y_{1}^{2} y_{2}}{u_{c, d}}}\right) e\left(\left(c x_{3}+d x_{1}\right) n\right) \text {, } \\
& +\frac{2\left(y_{1}^{2} y_{2}\right)^{\frac{1}{2}+\frac{1}{4}\left(v_{1}-v_{2}\right)}}{\xi\left(3 v_{1}+3 v_{2}-1\right)} c\left(\frac{3 v_{2}}{2}\right) \sum_{(c, d)=1} \sum_{n \geq 1} n^{\frac{3 v_{1}+3 v_{2}-1}{2}} \\
& \cdot \sigma_{-3 v_{1}-3 v_{2}+2}(n) u_{c, d}^{\frac{1}{2}+\frac{3}{4} v_{1}-\frac{3}{4} v_{2}} K_{\frac{3 v_{1}+3 v_{2}-2}{2}}\left(2 \pi n \sqrt{\frac{y_{1}^{2} y_{2}}{u_{c, d}}}\right) e\left(\left(c x_{3}+d x_{1}\right) n\right) .
\end{aligned}
$$

The non-degenerate term $\mathscr{E}_{\min , v}^{\text {nondeg }}(z)$ is given above explicitly.

For $k=0,1$, let

$$
\begin{equation*}
F_{k}(y, v):=\left.\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1} \mathscr{E}_{\min , v}^{\text {nondeg }}(A u z) e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0}, \tag{3.5.23}
\end{equation*}
$$

with $y=\operatorname{diag}\left(y_{1} y_{2}, y_{1}, 1\right)$.
Notice that 3.5.23 is an analogue of 3.5.11 but here we use the non-degenerate part of the Eisenstein series instead.

From (3.5.22) and (2.1), one can see that $F_{k}(y, v)$ defined above has rapid decay as $y_{2} \rightarrow \infty$, so the following integration can be defined for $\operatorname{Re}\left(w_{2}\right)$ large and for $k=0,1$ :

$$
\begin{equation*}
L_{k}\left(y_{1}, w_{2}, v\right):=\int_{0}^{\infty} F_{k}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}} . \tag{3.5.24}
\end{equation*}
$$

This is the Mellin transform of $F_{k}(y, v)$ with respect to $y_{2}$.

Lemma 3.5.5. Let $L_{0}\left(y_{1}, w_{2}, v\right)$ and $L_{1}\left(y_{1}, w_{2}, v\right)$ be defined as above. Fix $y_{1}>0, v \in \mathbb{C}^{2}$, then
(i) $L_{1}\left(y_{1}, w_{2}, v\right)$ is entire as a complex function of $w_{2}$;
(ii) $L_{0}\left(y_{1}, w_{2}, v\right)$, as a complex function of $w_{2}$, has a meromorphic continuation to $\mathbb{C}$ with 6 simple poles $w_{2}=2-v_{1}-2 v_{2}, 2 v_{1}+v_{2}, 1+v_{2}-v_{1}, 1-v_{1}-2 v_{2}, 2 v_{1}+v_{2}-1$ and $v_{2}-v_{1}$; unless we are in the cases that some of the poles coincide.

Proof. We break the integral into two parts:

$$
L_{k}\left(y_{1}, w_{2}, v\right)=\int_{0}^{1} F_{k}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}+\int_{1}^{\infty} F_{k}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}} .
$$

Since $\int_{1}^{\infty} F_{k}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}$ is entire in $w_{2}$, it suffices to consider the first term.
It is easy to check that the Eisenstein series $\mathscr{E}_{\text {min }, v}(z)$ satisfies the following modularity relation:

$$
\begin{equation*}
\tilde{\mathscr{E}}_{\min , \tilde{v}}\left(w_{2}^{t}(A u z)^{-1}\right)=\mathscr{E}_{\min , v}(A u z) \tag{3.5.25}
\end{equation*}
$$

where $\tilde{\mathscr{E}}_{\min , v}(z):=\mathscr{E}_{\min , v}\left(w_{1}{ }^{t} z^{-1} w_{1}\right)$ is the dual Eisenstein series.

Recall that $\mathscr{E}_{\text {min }, v}^{\text {nondeg }}=\mathscr{E}_{\text {min }, v}-\mathscr{E}_{\text {min }, v}^{0}-\mathscr{E}_{\text {min }, v}^{11}-\mathscr{E}_{\text {min }, v}^{12}$. Together with 3.5 .25 , we have

$$
\int_{0}^{1} F_{k}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}=\int_{0}^{1}\left(F_{k, 1}(y, v)+F_{k, 2}(y, v)\right) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}
$$

where

$$
\begin{aligned}
F_{k, 1}(y, v) & :=\left.\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1} \mathscr{E}_{\min , \tilde{v}}^{\text {nondeg }}\left(w_{2}^{t}(A u z)^{-1}\right) e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0} \\
& =\left.\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1}\left(E_{\tilde{v}}-E_{\tilde{v}}^{0}-E_{\tilde{v}}^{11}-E_{\tilde{v}}^{12}\right)\left(w_{2}^{t}(A u z)^{-1}\right) e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0}
\end{aligned}
$$

which has rapid decay as $y_{2} \rightarrow 0$, and hence $\int_{0}^{1} F_{k, 1}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}$ is holomorphic for all $w_{2} \in \mathbb{C}$; and

$$
\begin{gathered}
F_{k, 2}(y, v):=\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1}\left[\left(\mathscr{E}_{\min , v}^{0}+\mathscr{E}_{\min , v}^{11}+\mathscr{E}_{\min , v}^{12}\right)\left(w_{2}{ }^{t}(A u z)^{-1}, \tilde{v}\right)-\left(\mathscr{E}_{\min , v}^{0}+\mathscr{E}_{\min , v}^{11}+\mathscr{E}_{\min , v}^{12}\right)(A u z, v)\right] \\
\left.\cdot e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0}
\end{gathered}
$$

Direct computation shows that the contribution from $\mathscr{E}_{\min , v}^{0}$ and $\mathscr{E}_{\text {min }, v}^{11}$ to $F_{k, 1}(y, v)$ is 0 . Therefore,

$$
F_{k, 2}(y, v)=\left.\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1}\left[E_{\tilde{v}}^{12}\left(w_{2}^{t}(A u z)^{-1}\right)-\mathscr{E}_{\text {min }, v}^{12}(A u z)\right] \cdot e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0} .
$$

Now we discuss $F_{k_{2}}(y, v)$ for the cases $k=0$ and $k=1$ separately:

- When $k=0$ :

For Re $w_{2}$ large, by direct computation one gets

$$
\begin{aligned}
& \int_{0}^{1} F_{0,2}\left(y_{1}, w_{2}, v\right) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}=G_{1}\left(y_{1}, v\right) /\left(w_{2}+2 v_{2}+v_{1}-2\right)+G_{2}\left(y_{1}, v\right) /\left(w_{2}-v_{2}-2 v_{1}\right) \\
&+ G_{3}\left(y_{1}, v\right) /\left(w_{2}-v_{2}+v_{1}-1\right)+G_{4}\left(y_{1}, v\right) /\left(w_{2}+2 v_{2}+v_{1}-1\right) \\
&+ G_{5}\left(y_{1}, v\right) /\left(w_{2}-2 v_{2}-v_{1}+1\right)+G_{6}\left(y_{1}, v\right) /\left(w_{2}-v_{2}+v_{1}\right),
\end{aligned}
$$

where $G_{i}\left(y_{1}, v\right)$ are functions which do not involve $w_{2}$. The expressions of $G_{i}\left(y_{1}, v\right)$ can be explicitly written down, but since they are complicated and irrelevant, let us omit them here.

Therefore, the integration above, viewed as a complex function in the variable $w_{2}$, has meromorphic continuation with poles at $w_{2}=2 v_{1}+v_{2}, 2-v_{1}-2 v_{2}, 1+v_{2}-v_{1}, 1-v_{1}-2 v_{2}$, $2 v_{1}+v_{2}-1$ and $v_{2}-v_{1}$. These are exactly the poles of $L_{0}\left(y, w_{2}, v\right)$.

- When $k=1$ : by direct computation one can prove that $\int_{0}^{1} F_{1,2}\left(y_{1}, w_{2}, v\right) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}=0$.

Combining the results, we see that $L_{1}\left(y, w_{2}, v\right)$ is an entire function of $w_{2}$.

Now we further take the Mellin transform with respect to $y_{1}$. To simplify notation, we will write $w=\left(w_{1}, w_{2}\right)$. For $\operatorname{Re}\left(w_{1}\right)$ large, one defines

$$
\begin{equation*}
\Lambda_{k}(w, v):=\int_{0}^{\infty} L_{k}\left(y_{1}, w_{2}, v\right) y_{1}^{w_{1}-1} \frac{d y_{1}}{y_{1}} . \tag{3.5.26}
\end{equation*}
$$

Similar to the case of Maass forms, $\Lambda_{k}(w, v)$ has series expansion as follows:
Lemma 3.5.6. For $k=0,1, \operatorname{Re}\left(w_{2}\right)$ large, we have

$$
\begin{equation*}
\Lambda_{k}(w, v)=\frac{1}{q_{\delta}^{w_{1}-2 w_{2}+1} \delta^{w_{1}}} \sum_{m_{2} \neq 0} \frac{A_{v}\left(\delta, m_{2}\right)}{\left|m_{2}\right|^{w_{2}}}\left(\frac{2 \pi i m_{2}}{q_{\delta}^{2}}\right)^{k} e\left(\frac{m_{2} \bar{h}_{\delta}}{q_{\delta}}\right) G_{1}(w, v) \tag{3.5.27}
\end{equation*}
$$

with

$$
\begin{equation*}
G_{1}(w, v)=\int_{0}^{\infty} \int_{0}^{\infty} W_{\text {Jacquet }}\left(y, v, \psi_{1,1}\right) y_{1}^{w_{1}-1} y_{2}^{w_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} . \tag{3.5.28}
\end{equation*}
$$

Lemma 3.5.7. For $-\operatorname{Re}\left(w_{2}\right)$ large,

$$
\begin{gather*}
\Lambda_{k}(w, v)=\frac{(-2 \pi i q)^{k} \pi^{\frac{w_{1}+w_{2}}{2}}}{q^{w_{1}+w_{2}} \Gamma\left(\frac{w_{1}+w_{2}}{2}\right)} \sum_{m_{1} \mid q} \sum_{m_{2} \neq 0} \frac{A_{v}\left(m_{2}, m_{1}\right)}{\left|m_{1}\right|^{2 k+1-2 w_{2}\left|m_{2}\right|^{k+1-w_{2}}}\left(\frac{i m_{2}}{\left|m_{2}\right|}\right)^{k}} \\
\cdot S\left(h, m_{2} ; q m_{1}^{-1}\right) G_{2}(w, v, k) \tag{3.5.29}
\end{gather*}
$$

with

$$
\begin{array}{r}
G_{2}(w, \tilde{v}, k)=\int_{0}^{\infty} \int_{0}^{\infty} W_{\text {Jacquet }}\left(y, \tilde{v}, \psi_{1,1}\right) K_{w_{1}+w_{2}-1-2 k}\left(2 \pi y_{2}\right) \\
\cdot y_{1}^{2 k+s_{1}-w_{2}} y_{2} \frac{2 k+w_{1}-w_{2}-1}{2}  \tag{3.5.30}\\
\frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} .
\end{array}
$$

Remark. By [3],

$$
G_{1}(w, v)=\pi^{\frac{-w_{1}-w_{2}}{4}} \frac{\Gamma\left(\frac{w_{1}+\alpha}{2}\right) \Gamma\left(\frac{w_{1}+\beta}{2}\right) \Gamma\left(\frac{w_{1}+\gamma}{2}\right) \Gamma\left(\frac{w_{2}-\alpha}{2}\right) \Gamma\left(\frac{w_{2}-\beta}{2}\right) \Gamma\left(\frac{w_{2}-\gamma}{2}\right)}{\Gamma\left(\frac{w_{1}+w_{2}}{2}\right)}
$$

for $\operatorname{Re}\left(w_{1}\right)$ and $\operatorname{Re}\left(w_{2}\right)$ large. Recall that $\alpha, \beta, \gamma$ are defined in 3.5.2).
By [16],

$$
\begin{aligned}
G_{2}(w, \tilde{v}, k)= & \frac{1}{4} \pi^{\frac{-3 w_{1}+3 w_{2}-6 k-3}{2}} \Gamma\left(\frac{w_{1}+\alpha}{2}\right) \Gamma\left(\frac{w_{1}+\beta}{2}\right) \Gamma\left(\frac{w_{1}+\gamma}{2}\right) \\
& \cdot \Gamma\left(\frac{1-w_{2}+2 k+\alpha}{2}\right) \Gamma\left(\frac{1-w_{2}+2 k+\beta}{2}\right) \Gamma\left(\frac{1-w_{2}+2 k+\gamma}{2}\right)
\end{aligned}
$$

Proof. (i) For Lemma 3.5.7. Recall the notations in 3.5.10.

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
h / q & 1
\end{array}\right)=\left(\begin{array}{ll}
a+b h / q & b \\
c+d h / q & d
\end{array}\right)=\left(\begin{array}{ll}
a^{\prime} & b \\
c^{\prime} & d
\end{array}\right)
$$

By 3.5.22), we have

$$
\begin{align*}
& \int_{0}^{1} \int_{0}^{1} \mathscr{E}_{\text {min }, v}^{\text {nondeg }}(A u z) e\left(-q u_{1}\right) d u_{1} d u_{3} \\
&= \sum_{(c, d)=1} \sum_{n=1}^{\infty} \sum_{m \neq 0} \frac{A_{v}(n, m)}{n|m|} e\left(m \operatorname{Re} \frac{a^{\prime} z_{2}+b}{c^{\prime} z_{2}+b}\right) \\
& \cdot W_{\text {Jacquet }}\left(\begin{array}{ll}
\frac{n|m| y_{1} y_{2}}{\left|c^{\prime} z_{2}+d\right|} & \\
n y_{1}\left|c^{\prime} z_{2}+d\right| & \\
& \cdot \int_{0}^{1} \int_{0}^{1} e\left(n c^{\prime}\left(x_{3}+u_{3}\right)+n d\left(x_{1}+u_{1}\right)\right) e\left(-q u_{1}\right) d u_{1} d u_{3}
\end{array}\right.
\end{align*}
$$

Here $z_{2}=x_{2}+i y_{2}$.
The integral over $u_{1}$ and $u_{3}$ vanishes only when $n d=q$ and $n c^{\prime}=n\left(c+\frac{d h}{q}\right)=0$. Together
with the condition $(c, d)=1$, these imply that $n=\delta=(h, q)$. Let $h_{\delta}=h / \delta, q_{\delta}=q / \delta$. Then

$$
\begin{aligned}
& \int_{0}^{1} \int_{0}^{1} \mathscr{E}_{\min , v}^{\text {nondeg }}(A u z) e\left(-q u_{1}\right) d u_{1} d u_{3} \\
& \quad=\sum_{(c, d)=1} \sum_{m \neq 0} \frac{A_{v}(\delta, m)}{\delta|m|} e\left(m \operatorname{Re} \frac{a^{\prime} z_{2}+b}{c^{\prime} z_{2}+b}\right) W_{\text {Jacquet }}\left(\left(\begin{array}{ll}
\frac{\delta|m| y_{1} y_{2}}{\left|c^{\prime} z_{2}+d\right|} & \\
& \delta y_{1}\left|c^{\prime} z_{2}+d\right| \\
& 1
\end{array}\right), v\right)
\end{aligned}
$$

Now Lemma 3.5.6 easily follows.
(ii) For Lemma 3.5.7. Recall that in the proof of Lemma 3.5.5, we have defined $F_{k, 1}$ and $F_{k, 2}$. Further

$$
\begin{aligned}
\Lambda_{k}(w, v) & =\int_{0}^{\infty} L_{k}\left(y_{1}, w_{2}, v\right) y_{1}^{w_{1}-1} \frac{d y_{1}}{y_{1}} \\
& =\int_{0}^{\infty} \int_{0}^{\infty}\left[F_{k, 1}(y, v)+F_{k, 2}(y, v)\right] y_{1}^{w_{1}-1} y_{2}^{w_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

Direct computation shows that when $-\operatorname{Re}\left(w_{2}\right)$ is large,

$$
\int_{1}^{\infty} F_{k, 2}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}=-\int_{0}^{1} F_{k, 2}(y, v) y_{2}^{w_{2}-1} \frac{d y_{2}}{y_{2}}
$$

Therefore,

$$
\Lambda_{k}(w, v)=\int_{0}^{\infty} \int_{0}^{\infty} F_{k, 1}(y, v) y_{1}^{w_{1}-1} y_{2}^{w_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
$$

Recall that

$$
F_{k, 1}(y, v)=\left.\left(\frac{\partial}{\partial x_{2}}\right)^{k} \int_{0}^{1} \int_{0}^{1} \mathscr{E}_{\min , \tilde{v}}^{\text {nondeg }}\left(w_{2}^{t}(A u z)^{-1}\right) e\left(-q u_{1}\right) d u_{1} d u_{3}\right|_{x_{1}=x_{2}=0}
$$

By direct computation, we have

$$
\left.\begin{array}{rl}
\int_{0}^{1} \int_{0}^{1} \mathscr{E}_{\text {min }, \tilde{v}}^{\text {nongeg }}\left(w_{2}^{t}(A u z)^{-1}\right) e\left(-q u_{2}\right) d u_{1} d u_{3} \\
= & \sum_{(c, d)=1} \sum_{n=1}^{\infty} \sum_{m \neq 0} \frac{A_{\tilde{v}}(n, m)}{n|m|} W_{\mathrm{Jacquet}}\left(\left(\begin{array}{l}
\frac{n|m| y_{1} y_{2}}{\left|c z_{2}+d\right|} \\
\\
\\
\\
\\
\\
\\
\\
\\
\quad \cdot \int_{0}^{1} \int_{0}^{1} e\left(-n c u_{1}\left|c z_{2}^{\prime}+d\right|\right. \\
\left|z_{2}\right|^{2}
\end{array}\right), \tilde{v}\right) \\
1
\end{array}\right) .
$$

Here $z_{2}:=x_{2}+i y_{2}$ and $z_{2}^{\prime}:=-u_{3}-x_{3}+i y_{1}\left|z_{2}\right|$.
The $u_{1}$ integral vanishes unless $n c+q=0$.
Note that $\frac{a z+d}{c z+d}=\frac{a}{c}-\frac{1}{c(c z+d)}$. Since $(c, d)=1$, we may write $d=l c+r$ for some $l \in \mathbb{Z}$ and $1 \leq r<|c|$ with $(r, c)=1$. After changing variables $u_{3} \mapsto u_{3}+l-\frac{r n}{q}$, we have

$$
\begin{aligned}
& \int_{0}^{1} \mathscr{E}_{\min , \tilde{v}}^{\text {nondeg }}\left(w_{2}{ }^{t}(A u z)^{-1}\right) e\left(-q u_{2}\right) d u_{1} d u_{3} \\
& =e\left(q x_{1}\right) \sum_{n \mid q} \sum_{m \neq 0} \frac{A_{\tilde{v}}(n, m)}{n|m|} S\left(h, m ; q n^{-1}\right) W_{\mathrm{Jacquet}}\left(\left(\begin{array}{lll}
\frac{n|m| y_{1} y_{2}}{\left|z_{2}\right| \cdot\left|\cdot z_{2}^{\prime}+d\right|} & & \\
& \frac{n y_{2}\left|c z_{2}^{\prime}\right|}{\left|z_{2}\right|^{2}} & \\
& & 1
\end{array}\right), \tilde{v}\right) \\
& \cdot \sum_{l \in \mathbb{Z}} \int_{l-\frac{m}{q}}^{1+l-\frac{m}{q}} e\left(\frac{-q x_{2}\left(u_{3}+x_{3}\right)}{\left|z_{2}\right|^{2}}-m \operatorname{Re} \frac{1}{c^{2} z_{2}^{\prime}}\right) d u_{3} .
\end{aligned}
$$

Now we change variables successively:

$$
u_{3} \mapsto u_{3}-x_{3}, \quad u_{3} \mapsto u_{3} y_{1}\left|z_{2}\right|,
$$

then the above becomes

$$
\begin{aligned}
& \int_{0}^{1} \mathscr{E}_{\min , \tilde{v}}^{\text {onondeg }}\left(w_{2}^{t}(A u z)^{-1}\right) e\left(-q u_{2}\right) d u_{1} d u_{3} \\
& =e\left(q x_{1}\right) y_{1}\left|z_{2}\right| \sum_{n \mid q} \sum_{m \neq 0} \frac{A_{\tilde{v}}(n, m)}{n|m|} S\left(h, m ; q n^{-1}\right) W_{\text {Jacquet }}\left(\left(\begin{array}{ll}
\frac{n^{2}|m| y_{2}}{q\left|z_{2}\right| \sqrt{u_{3}^{2}+1}} & \\
\frac{q y_{1} y_{2} \sqrt{u_{3}^{2}+1}}{z_{22} \mid} & \\
& \quad \cdot \int_{-\infty}^{\infty} e\left(\frac{\left.-q x_{2} y_{1} u_{3}\right)}{\left|z_{2}\right|}+\frac{n^{2} m u_{3}}{q^{2} y_{1}\left|z_{2}\right|\left(u_{3}^{2}+1\right)}\right) d u_{3} .
\end{array}\right.\right.
\end{aligned}
$$

Taking partial derivatives with respect to $x_{2}$ and setting $x_{1}=x_{2}=0$, we get

$$
\begin{aligned}
& F_{k_{1}}(y, v)= y_{1} y_{2} \\
& \sum_{n \mid q} \sum_{m \neq 0} \frac{A_{\tilde{v}}(n, m)}{n|m|} S\left(h, m ; q n^{-1}\right) \\
& \cdot \int_{-\infty}^{\infty}\left(\frac{-2 \pi i q y_{1} u_{3}}{y_{2}}\right)^{k} e\left(\frac{n^{2} m u_{3}}{q^{2} y_{1} y_{2}\left(u_{3}^{2}+1\right)}\right) \\
&\left.\cdot W_{\mathrm{Jacquet}}\left(\begin{array}{l}
\left(\begin{array}{l}
\frac{n^{2}|m|}{q y_{2} \sqrt{u_{3}^{2}+1}} \\
\\
\\
\end{array}\right. \\
\\
\end{array} \quad \begin{array}{l}
1 y_{2} \sqrt{u_{3}^{2}+1}
\end{array}\right), v\right) d u_{3} .
\end{aligned}
$$

Finally, make the transformations

$$
y_{1} \mapsto \frac{y_{1}}{q \sqrt{u_{3}^{2}+1}}, \quad y_{2} \mapsto \frac{n^{2}|m|}{q \sqrt{u_{3}^{2}+1} y_{1} y_{2}}
$$

and apply the formulas [47] below for $\operatorname{Re} s>0$ :

$$
\begin{aligned}
\int_{-\infty}^{\infty} e\left(u y_{2}\right)\left(u^{2}+1\right)^{-s} d u & =\frac{2 \pi^{s}}{\Gamma(s)}\left|y_{2}\right|^{s-\frac{1}{2}} K_{s-\frac{1}{2}}\left(2 \pi\left|y_{2}\right|\right), \\
\int_{-\infty}^{\infty} e\left(u y_{2}\right)\left(u^{2}+1\right)^{-s} u d u & =\frac{2 \pi^{s}}{\Gamma(s)} y_{2}\left|y_{2}\right|^{s-\frac{3}{2}} K_{s-\frac{3}{2}}\left(2 \pi\left|y_{2}\right|\right) .
\end{aligned}
$$

We obtain Lemma 3.5.7 as desired.

For $k=0,1, \operatorname{Re}\left(w_{2}\right)$ being large, we define

$$
\begin{equation*}
L_{k}\left(\bar{h}, q, w_{2}\right):=q^{w_{1}-2 w_{2}+1+2 k}(2 \pi i)^{-k} G_{1}^{-1}(w, v) \Lambda_{k}(w, v) . \tag{3.5.32}
\end{equation*}
$$

Though, a priori, the expression on the right side involves $w_{1}$, it does not actually depend on $w_{1}$. In fact, by Lemma 3.5.6 and Lemma 3.5.7, we have

$$
\begin{equation*}
L_{k}\left(\bar{h}, q, w_{2}\right)=\sum_{m>0} \frac{A_{\nu}\left(\delta, m_{2}\right)}{\left|m_{2}\right|^{w_{2}-k}}\left[e\left(\frac{m \bar{h}_{\delta}}{q_{\delta}}\right)+(-1)^{k} e\left(-\frac{m \bar{h}_{\delta}}{q_{\delta}}\right)\right] \tag{3.5.33}
\end{equation*}
$$

for $\operatorname{Re}\left(w_{2}\right)$ large.
Then $L_{k}\left(\bar{h}, q, w_{2}\right)$ inherits analytic properties from $\Lambda_{k}(w, v)$. It is easy to check that:

- $L_{1}\left(\bar{h}, q, w_{2}\right)$ has analytic continuation to $\mathbb{C}$;
- $L_{0}\left(\bar{h}, q, w_{2}\right)$ has meromorphic continuation to $\mathbb{C}$ with poles at $w_{2}=2-v_{1}-2 v_{2}, 2 v_{1}+v_{2}$, $1+v_{2}-v_{1}, 1-v_{1}-2 v_{2}, 2 v_{1}+v_{2}-1$ and $v_{2}-v_{1}$; unless in the cases that some of the poles coincide.

With the following two formulas [16] one can easily compute the residues explicitly:

$$
\begin{aligned}
\int_{0}^{\infty} y^{s} K_{v}(y) \frac{d y}{y} & =2^{s-2} \Gamma\left(\frac{s+v}{2}\right) \Gamma\left(\frac{s-v}{2}\right), & & \text { if } \operatorname{Re}(s)>|\operatorname{Re} v|, \\
\int_{-\infty}^{\infty}\left(u_{3}^{s}+1\right)^{-w} d w & =\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(w-\frac{1}{2}\right)}{\Gamma(w)}, & & \text { if } \operatorname{Re}(w)>\frac{1}{2}
\end{aligned}
$$

The residues are listed as follows:
I) The residue of $L_{0}\left(\bar{h}, q, w_{2}\right)$ at $w_{2}=-v_{1}-2 v_{2}+2$ is:

$$
\begin{aligned}
& 2 \xi\left(3 v_{1}\right) q^{6 v_{2}+3 v_{1}-5} \pi^{-3 v_{2}-\frac{3 v_{1}}{2}+\frac{5}{2}} \sum_{n \mid q} n^{-3 v_{2}+2} S\left(0, h ; q n^{-1}\right) \sigma_{1-3 v_{1}}(n) \\
& \quad \cdot c\left(\frac{3 v_{2}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) \Gamma^{-1}\left(\frac{-3 v_{2}+2}{2}\right) \Gamma^{-1}\left(\frac{-3 v_{1}-3 v_{2}+3}{2}\right) ;
\end{aligned}
$$

II) The residue of $L_{0}\left(\bar{h}, q, w_{2}\right)$ at $w_{2}=2 v_{1}+v_{2}$ is:

$$
\begin{aligned}
& 2 \xi\left(3 v_{2}\right) q^{-6 v_{2}-3 v_{1}+1} \pi^{3 v_{1}+\frac{3 v_{2}}{2}-\frac{1}{2}} \\
& \cdot \sum_{n \mid q} n^{3 v_{1}+3 v_{2}-1} S\left(0, h ; q n^{-1}\right) \sigma_{1-3 v_{2}}(n) \\
& \quad \cdot \Gamma^{-1}\left(\frac{3 v_{1}}{2}\right) \Gamma^{-1}\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right) ;
\end{aligned}
$$

III) The residue of $L_{0}\left(\bar{h}, q, w_{2}\right)$ at $w_{2}=v_{2}-v_{1}+1$ is:

$$
\begin{aligned}
& 2 \xi\left(3 v_{1}+3 v_{2}-1\right) q^{3 v_{1}-3 v_{2}-2} \pi^{\frac{3 v_{2}}{2}-\frac{3 v_{1}}{2}+1} \\
& \cdot \sum_{n \mid q} n^{3 v_{2}} S\left(0, h ; q n^{-1}\right) \sigma_{2-3 v_{1}-3 v_{2}}(n) \\
& \cdot \Gamma^{-1}\left(\frac{3 v_{2}}{2}\right) \Gamma^{-1}\left(\frac{-3 v_{1}+2}{2}\right)
\end{aligned}
$$

IV) The residue of $L_{0}\left(\bar{h}, q, w_{2}\right)$ at $w_{2}=-v_{1}-2 v_{2}-1$ is:

$$
\left.\frac{-2 \pi^{\frac{3}{2}-\frac{3}{2} v_{1}-3 v_{2}}}{\xi\left(3 v_{1}\right)} \Gamma^{-1}\left(\frac{\alpha-\beta}{2}\right) \Gamma^{-1}\left(\frac{\alpha-\gamma}{2}\right) \Gamma^{-1}\left(\frac{w_{2}-\alpha}{2}\right)\right|_{w_{2}-\alpha}=0 .
$$

Similarly, the residues at $w_{2}=2 v_{1}+v_{2}-1$ and at $w_{2}=v_{2}-v_{1}$ are all 0 .

Now let $\phi(x) \in C_{c}^{\infty}(0, \infty)$ be a test function and $\tilde{\phi}(s)=\int_{0}^{\infty} \phi(x) x^{s} \frac{d x}{x}$ its Mellin transform. By (3.5.33) and the Mellin inversion formula, for $\sigma>3+|\operatorname{Re} \alpha|+|\operatorname{Re} \beta|+|\operatorname{Re} \gamma|$, we have

$$
\begin{array}{r}
\sum_{m>0} A_{\nu}(\delta, m)\left[e\left(\frac{m \bar{h}_{\delta}}{q_{\delta}}\right)+(-1)^{k} e\left(-\frac{m \bar{h}_{\delta}}{q_{\delta}}\right) \cdot\right] \phi(m) \\
=\frac{1}{2 \pi i} \int_{\operatorname{Re} w_{2}=\sigma} \tilde{\phi}\left(w_{2}-k\right) L_{k}\left(\bar{h}, q, w_{2}\right) d w_{2} .
\end{array}
$$

This is the key identity for the derivation of the Voronoi formula.
Moving the line of integration to Re $w_{2}=1-\sigma$, picking up the poles at $w_{2}=v_{2}+2 v_{1},-2 v_{2}-v_{1}+2$ and $-v_{1}+v_{2}+1$ when $k=0$ and applying Lemma 3.5.7, we obtain the Voronoi formula for the

Eisenstein series $\mathscr{E}_{\text {min }, v}(z)$ as follows:

$$
\begin{align*}
& \sum_{m>0} A_{\nu}(\delta, m, v)\left[e\left(\frac{m \bar{h}_{\delta}}{q_{\delta}}\right)+(-1)^{k} e\left(-\frac{m \bar{h}_{\delta}}{q_{\delta}}\right)\right] \phi(m) \\
& \quad=\frac{1}{2 \pi i} \int_{\operatorname{Re} w_{2}=\sigma} \tilde{\phi}\left(w_{2}-k\right) L_{k}\left(\bar{h}, q, w_{2}\right) d w_{2} \\
& =\frac{1}{2 \pi i} \int_{\operatorname{Re} w_{2}=1-\sigma} \tilde{\phi}\left(w_{2}-k\right) L_{k}\left(\bar{h}, q, w_{2}\right) d w_{2}+\text { residue terms } \\
& =\text { MAIN TERM + RESIDUE TERMS, } \tag{3.5.34}
\end{align*}
$$

where

$$
\begin{aligned}
& \text { MAIN TERM } \stackrel{\sqrt[3.5 .32]{=}}{=} \frac{1}{2 \pi i} \int_{\operatorname{Re} w_{2}=1-\sigma} \tilde{\phi}\left(w_{2}-k\right) q^{w_{1}-2 w_{2}+1+2 k}(2 \pi i)^{-k} G_{1}^{-1}(w, v) \Lambda_{k}(w, v) d w_{2} \\
& \stackrel{\text { Lemma }}{=} \text { 3.5.7 } \frac{1}{2 \pi i} \int_{\operatorname{Re} w_{2}=1-\sigma} \tilde{\phi}\left(w_{2}-k\right) q^{w_{1}-2 w_{2}+1+2 k}(2 \pi i)^{-k} \\
& \cdot G_{1}^{-1}(w, v) \frac{(-2 \pi i q)^{k} \pi^{\frac{w_{1}+w_{2}}{2}}}{q^{w_{1}+w_{2}} \Gamma\left(\frac{w_{1}+w_{2}}{2}\right)} \sum_{n \mid q} \sum_{m \neq 0} \frac{A_{v}(m, n)}{|n|^{2 k+1-2 w_{2}|m|^{k+1-w_{2}}}}\left(\frac{i m}{|m|}\right)^{k} \\
& \cdot S\left(h, m ; q n^{-1}\right) G_{2}(w, v, k) d w_{2} \\
& =\quad q^{1+3 k} \pi^{-3 k-\frac{3}{2}}(-i)^{k} \sum_{n \mid q} \sum_{m>0} \frac{n^{v_{2}+2 v_{1}-2 k-2} m^{2 v_{2}+2 v_{1}-k-2}}{\xi\left(3 v_{1}\right) \xi\left(3 v_{2}\right) \xi\left(3 v_{1}+3 v_{2}-1\right)} \\
& \cdot \sum_{n_{1} \mid n} \sum_{n_{2} \left\lvert\, \frac{n}{n_{1}}\right.} n_{1}^{-3 v_{1}-3 v_{2}+2} n_{2}^{1-3 v_{1}} \sigma_{1-3 v_{2}, 2-3 v_{1}-3 v_{2}}\left(\frac{n}{n_{1} n_{2}}, m\right) \\
& \cdot\left[S\left(m, h ; q n^{-1}\right)+(-1)^{k} S\left(-m, h ; q n^{-1}\right)\right] \Phi_{k}^{*}\left(\frac{m n^{2}}{q^{3}}\right),
\end{aligned}
$$

where

$$
\Phi_{k}^{*}(x)=\frac{1}{2 \pi i} \int_{\operatorname{Re} w=\sigma}\left(\pi^{3} x\right)^{-w} \frac{\Gamma\left(\frac{1+w+2 k+\alpha}{2}\right) \Gamma\left(\frac{1+w+2 k+\beta}{2}\right) \Gamma\left(\frac{1+w+2 k+\gamma}{2}\right)}{\Gamma\left(\frac{-w-\alpha}{2}\right) \Gamma\left(\frac{-w-\beta}{2}\right) \Gamma\left(\frac{-w-\gamma}{2}\right)} \tilde{\phi}(-w-k) d w .
$$

and the residue terms are:

$$
\begin{gathered}
R_{1}=\frac{\delta_{k, 0}}{\xi\left(3 v_{2}\right)} q^{-6 v_{1}-3 v_{2}+1} \pi^{3 v_{1}+\frac{3}{2} v_{2}-\frac{1}{2}} \sum_{n \mid q} n^{3 v_{1}+3 v_{2}-1} S\left(0, h ; q n^{-1}\right) \sigma_{1-3 v_{2}}(n) \\
\cdot\left[\Gamma\left(\frac{3 v_{1}}{2}\right)\right]^{-1}\left[\Gamma\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right)\right]^{-1} \tilde{\phi}\left(v_{2}+2 v_{1}\right), \\
R_{2}=\frac{\delta_{k, 0}}{\xi\left(3 v_{1}\right)} q^{3 v_{1}+6 v_{2}-5} \pi^{-\frac{3}{2} v_{1}-3 v_{2}+\frac{5}{2}} \sum_{n \mid q} n^{-3 v_{2}+2} S\left(0, h ; q n^{-1}\right) \sigma_{1-3 v_{1}}(n) \\
\cdot c\left(\frac{3 v_{2}}{2}\right) c\left(\frac{3 v_{1}+3 v_{2}-1}{2}\right)\left[\Gamma\left(\frac{-3 v_{2}+2}{2}\right)\right]^{-1}\left[\Gamma\left(\frac{-3 v_{1}-3 v_{2}+3}{2}\right)\right]^{-1} \\
\cdot \tilde{\phi}\left(-2 v_{2}-v_{1}+1\right), \\
R_{3}=\frac{\delta_{k, 0}}{\xi\left(3 v_{1}+3 v_{2}-1\right)} q^{3 v_{1}-3 v_{2}-2} \pi^{-\frac{3 v_{1}}{2}+\frac{3 v_{2}}{2}+1} \sum_{n \mid q} n^{3 v_{2}} S\left(0, h ; q n^{-1}\right) \sigma_{-3 v_{1}-3 v_{2}+2}(n) \\
\cdot c\left(\frac{3 v_{1}}{2}\right)\left[\Gamma\left(\frac{3 v_{2}}{2}\right)\right]^{-1}\left[\Gamma\left(\frac{-3 v_{1}+2}{2}\right)\right]^{-1} \tilde{\phi}\left(v_{2}-v_{1}+1\right),
\end{gathered}
$$

where

$$
\delta_{k, 0}= \begin{cases}1 & \text { if } k=0 \\ 0 & \text { otherwise }\end{cases}
$$

In the case of our concern, $v_{1}=v_{2}=\frac{1}{3}$ and the poles are no longer simple. Yet by continuity, the result above still holds. So we take the limit $v_{1} \rightarrow \frac{1}{3}$ and $v_{2} \rightarrow \frac{1}{3}$.

Recall that $\delta=(h, q)$. We let $a=h / \delta$ and $c=q / \delta$, so $(a, c)=1$, and we have

$$
\text { left side of } \sqrt{3.5 .34}=\sum_{m>0} A_{\nu_{0}}(\delta, m)\left[e\left(\frac{m \bar{a}}{c}\right)+(-1)^{k} e\left(-\frac{m \bar{a}}{c}\right)\right] \phi(m),
$$

$$
\begin{aligned}
\text { MAIN TERM }=(\delta c)^{1+3 k} \pi^{-3 k-\frac{3}{2}}(-i)^{k} \sum_{n \mid \delta c} \sum_{m>0} \frac{n^{-2 k-1} m^{-k-\frac{2}{3}}}{\xi(1)^{3}} \\
\qquad \sum_{n_{1} \mid n} \sum_{n_{2} \left\lvert\, \frac{n}{n_{1}}\right.} \sigma_{0,0}\left(\frac{n}{n_{1} n_{2}}, m\right) \\
\cdot\left[S\left(m, \delta a ; \delta c n^{-1}\right)+(-1)^{k} S\left(-m, \delta a ; \delta c n^{-1}\right)\right] \Phi_{k}^{*}\left(\frac{m n^{2}}{(\delta c)^{3}}\right),
\end{aligned}
$$

and the residue terms become:

$$
R_{1}=R_{2}=R_{3}=\frac{\delta_{k, 0}}{\xi(1)}(\delta c)^{-2}\left[\pi^{\frac{1}{2}} \Gamma^{-1}\left(\frac{1}{2}\right)\right]^{3} \tilde{\phi}(1) \sum_{n \mid \delta c} n S\left(0, \delta a ; \delta c n^{-1}\right) \sigma_{0}(n) .
$$

Recall that by functional equation of Riemann Zeta function, $c\left(\frac{1}{2}\right)=1$.
Finally, by taking $k=0$ and $k=1$ respectively, we obtain the Voronoi formual for Eisenstein series (Proposition 3.5.2) as desired.

### 3.6 Proof of the main theorem

The proof of Theorem 1.2 .4 is similar to that for Theorem 1.2.1. Therefore we only elaborate on the first one.

We shall first employ the Kuznetsov trace formula and the approximate functional equation to transform the left side (i.e., the spectral sum) of (1.2.1) into a sum of products of Fourier coefficients of the Eisenstein series, Kloosterman sums, and integral transforms of the test function. We shall then estimate them term by term, applying analytic tools like the Voronoi formula, etc.

Recall that the inequality we are going to prove is

$$
\sum_{j}^{\prime} e^{-\frac{\left(t_{j}-T\right)^{2}}{M^{2}}} L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, v_{0}} \times u_{j}\right)+\frac{1}{4 \pi} \int_{-\infty}^{\infty} e^{-\frac{(t-T)^{2}}{M^{2}}} L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, \nu_{0}} \times E_{\frac{1}{2}+i t}\right) d t \ll_{\varepsilon} T^{1+\varepsilon} M
$$

(For notations, see Section (1.2).
In order to be able to apply the Kuznetsov formula (c.f. Proposition 3.4.1), we insert two factors
$\omega_{j}$ and $\omega(t)$ and define

$$
W:=\sum_{j}^{\prime} e^{-\frac{\left(t_{j}-T\right)^{2}}{M^{2}}} \omega_{j} L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times u_{j}\right)+\frac{1}{4 \pi} \int_{-\infty}^{\infty} e^{-\frac{(t-T)^{2}}{M^{2}}} \omega(t) L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right) d t
$$

where

$$
\begin{aligned}
\omega_{j} & =4 \pi\left|\rho_{j}(1)\right|^{2} / \cosh \pi t_{j} \\
\omega(t) & =4 \pi\left|\rho_{t}^{\mathrm{Eis}}(1)\right|^{2} \cosh ^{-1} \pi t
\end{aligned}
$$

have been defined in 3.4.1).
Since $\omega_{j} \gg t_{j}^{-\varepsilon}$ and $\omega(t) \gg t^{-\varepsilon}$ for any $\varepsilon>0$ (c.f. [24,45]), it suffices to show that

$$
W<_{\varepsilon} T^{1+\varepsilon} M .
$$

To use the Kuznetsov trace formula, the test function has to be even. Therefore, we replace $W$ by $\mathcal{W}$ defined below:

$$
\mathcal{W}:=\sum_{j}^{\prime} k\left(t_{j}\right) \omega_{j} L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times u_{j}\right)+\frac{1}{4 \pi} \int_{-\infty}^{\infty} k(t) \omega(t) L\left(\frac{1}{2}, \mathscr{E}_{\min , v_{0}} \times E_{\frac{1}{2}+i t}\right) d t
$$

where $k(t)=e^{-\frac{(t-T)^{2}}{M^{2}}}+e^{-\frac{(t+T)^{2}}{M^{2}}}$.
Applying the approximate functional equations for $L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, v_{0}} \times u_{j}\right)$ and $L\left(\frac{1}{2}, \mathscr{E}_{\text {min }, v_{0}} \times E_{\frac{1}{2}+i t}\right)$ (c.f. Proposition 3.3.2), we get:

$$
\begin{gather*}
\mathcal{W}=2 \sum_{j}^{\prime} k\left(t_{j}\right) \omega_{j} \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m) \lambda_{j}(n)}{\left(m^{2} n\right)^{\frac{1}{2}}} V\left(m^{2} n, t_{j}\right) \\
+\frac{1}{2 \pi} \int_{-\infty}^{\infty} k(t) \omega(t) \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m) \overline{\lambda_{t}^{\mathrm{Eis}}(n)}}{\left(m^{2} n\right)^{\frac{1}{2}}} V\left(m^{2} n, t\right) d t \\
+\int_{-\infty}^{\infty} R_{E i s}\left(\frac{1}{2}, t\right) d t . \tag{3.6.1}
\end{gather*}
$$

Here $R_{\text {Eis }}\left(\frac{1}{2}, t\right)$ is the sum of 3.3.11, 3.3.12, 3.3.13 and 3.3.14. It is easy to see that $\int_{-\infty}^{\infty} R_{\text {Eis }}\left(\frac{1}{2}, t\right)$ is convergent. It does not depend on $T$ or $M$ and hence can be omitted.

Using the method of smooth dyadic subdivision (partition of unity), it suffices to estimate

$$
\begin{align*}
\mathcal{R}:= & \mathcal{W} \cdot g\left(\frac{m^{2} n}{N}\right) \\
= & 2 \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \\
& \times\left[\sum_{j}^{\prime} k\left(t_{j}\right) \omega_{j} \lambda_{j}(n) V\left(m^{2} n, t_{j}\right)+\frac{1}{4 \pi} \int_{-\infty}^{\infty} k(t) \omega(t) \overline{\lambda_{t}^{\mathrm{Eis}}(n)} V\left(m^{2} n, t\right) d t\right] \tag{3.6.2}
\end{align*}
$$

where $g$ is a fixed smooth function of compact support on $[1,2]$ and $N \leq T^{3+\varepsilon}, \varepsilon>0$.
Viewing $k(t) V\left(m^{2} n, t\right)$ as the test function, we apply the Kuznetsov trace formula to the factor $\left[\sum_{j}{ }^{\prime} \ldots+\frac{1}{4 \pi} \int_{0}^{\infty} \ldots d t\right]$ in $\mathcal{R}$ to transform $\mathcal{R}$ into a summation of three parts $\mathcal{R}=D+R^{+}+R^{-}$:

- $D=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}(n, m)}}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \delta(n, 1) H_{m, n}=\sum_{m \geq 1} \frac{A_{v_{0}}(1, m)}{m} g\left(\frac{m^{2}}{N}\right) H_{m, 1} . \quad$ (Diagonal terms)
- $R^{+}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c>0} c^{-1} S(n, 1 ; c) H_{m, n}^{+}\left(\frac{4 \pi \sqrt{n}}{c}\right)$
where $H_{m, n}^{+}(x)=2 i \int_{-\infty}^{\infty} J_{2 i t}(x) \frac{V\left(m^{2} n, t\right) t}{\cosh \pi t} k(t) d t$.
- $R^{-}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c>0} c^{-1} S(n, 1 ; c) H_{m, n}^{-}\left(\frac{4 \pi \sqrt{n}}{c}\right)$
where $H_{m, n}^{-}(x)=\frac{4}{\pi} \int_{-\infty}^{\infty} K_{2 i t}(x) V\left(m^{2} n, t\right) t \sinh \pi t k(t) d t$.
Now we shall estimate $D, R^{+}$and $R^{-}$term by term.


### 3.6.1 $\quad$ Estimation for $D$

The estimation for $D$ is just the same as in the case of Maass forms discussed in [34]. For completeness, we include the proof here.

Recall that by definition

$$
D=\sum_{m \geq 1} \frac{A_{v_{0}}(1, m)}{m} g\left(\frac{m^{2}}{N}\right) H_{m, 1},
$$

and

$$
\begin{aligned}
H_{m, 1} & =\frac{2}{\pi} \int_{0}^{\infty}\left[e^{-\frac{(t-T)^{2}}{M^{2}}}+e^{-\frac{(t+T)^{2}}{M^{2}}}\right] V\left(m^{2}, t\right) \tanh (\pi t) t d t \\
& =\frac{2}{\pi} \int_{0}^{\infty} e^{-\frac{(t-T)^{2}}{M^{2}}} V\left(m^{2}, t\right) \tanh (\pi t) t d t+O\left(T^{-A}\right)
\end{aligned}
$$

with $A$ arbitrary large. Applying Lemma 3.3.3 which gives the asymptotic behavior of $V\left(m^{2}, t\right)$,
together with the bounds for $\sum_{n \leq N} A_{m, n}$ given in Lemma 3.6.10 and the fact that $\tanh (\pi t)$ is bounded, we get

$$
D<_{\varepsilon, f} T^{1+\varepsilon} M .
$$

### 3.6.2 Estimation for $R^{+}$

Recall that

$$
R^{+}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c>0} c^{-1} S(n, 1 ; c) H_{m, n}^{+}\left(\frac{4 \pi \sqrt{n}}{c}\right)
$$

where $H_{m, n}^{+}(x)=2 i \int_{-\infty}^{\infty} J_{2 i t}(x) \frac{V\left(m^{2} n, t\right) t}{\cosh \pi t} k(t) d t$.
We will split the summation $\sum_{c>0}$ into $\sum_{c \geq C_{1} / m}+\sum_{C_{2} / m \leq c \leq C_{1} / m}+\sum_{c \leq C_{2} / m}$ and estimate each part, where $C_{1}=T$ and $C_{2}=\frac{\sqrt{N}}{T^{1-\varepsilon} M}$. To be precise,

$$
\begin{align*}
& R^{+}=R_{1}^{+}+R_{2}^{+}+R_{3}^{+}, \\
& R_{1}^{+}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \geq C_{1} / m} c^{-1} S(n, 1 ; c) H_{m, n}^{+}\left(\frac{4 \pi \sqrt{n}}{c l}\right),  \tag{3.6.3}\\
& R_{2}^{+}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{C_{2} / m \leq c \leq C_{1} / m} c^{-1} S(n, 1 ; c) H_{m, n}^{+}\left(\frac{4 \pi \sqrt{n}}{c}\right),  \tag{3.6.4}\\
& R_{3}^{+}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \leq C_{2} / m} c^{-1} S(n, 1 ; c) H_{m, n}^{+}\left(\frac{4 \pi \sqrt{n}}{c}\right) . \tag{3.6.5}
\end{align*}
$$

Now we will estimate each term separately.
(i) The estimation for $R_{1}^{+}$exactly follows Li's method. We include it here for completeness.

We start by estimating

$$
H_{m, n}^{+}(x)=2 i \int_{-\infty}^{\infty} J_{2 i t}(x) \frac{V\left(m^{2} n, t\right) t}{\cosh \pi t} k(t) d t .
$$

Moving the line of integration to $\operatorname{Re} t=-100$, we get

$$
H_{m, n}^{+}(x)=2 i \int_{-\infty}^{\infty} J_{2 i t+200}(x) \frac{V\left(m^{2} n,-100 i+t\right)(-100 i+t)}{\cosh \pi(-100 i+t)} k(-100 i+t) d t .
$$

To bound $H_{m, n}^{+}(x)$, we study the bounds for $J_{2 i t}(x)$ and $V\left(m^{2} n, t\right)$.

According to the integral representation of $J$-Bessel function

$$
\begin{equation*}
J_{v}(z)=2 \frac{\left(\frac{z}{2}\right)^{v}}{\Gamma\left(v+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{\pi / 2} \sin ^{2 v} \theta \cos (z \cos \theta) d \theta \tag{3.6.6}
\end{equation*}
$$

for $\operatorname{Re} v>-\frac{1}{2}$, we have

$$
\begin{equation*}
J_{2 i y+200}(x) \ll\left(\frac{x}{|y|}\right)^{200} e^{\pi|y|} . \tag{3.6.7}
\end{equation*}
$$

Applying Stirling's formula to (3.3.19), we get

$$
\begin{equation*}
V\left(m^{2} n,-100 i+y\right) \ll\left(\frac{|y|^{3}}{m^{2} n}\right)^{100} \tag{3.6.8}
\end{equation*}
$$

Combining (3.6.6, 3.6.7) and (3.6.8), we deduce that

$$
\begin{equation*}
H_{m, n}^{+}(x) \ll x^{200} T^{100}\left(m^{2} n\right)^{-100} T M . \tag{3.6.9}
\end{equation*}
$$

By Section 3.2.2 and Cauchy's inequality, we know that

$$
\begin{equation*}
\sum_{m^{2} n \leq N}\left|A_{\nu_{0}}(m, n)\right| \ll N . \tag{3.6.10}
\end{equation*}
$$

We also have Weil's bound for the Kloosterman sum

$$
\begin{equation*}
S(n, 1 ; c) \ll_{\varepsilon} c^{\frac{1}{2}+\varepsilon} . \tag{3.6.11}
\end{equation*}
$$

Recall that $g$ is a function supported in [1,2], and that $N \leq T^{3+\varepsilon}$ and $T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$.

Combining these, we get

$$
\begin{align*}
R_{1}^{+} & \ll \sum_{N \leq m^{2} n \leq 2 N} \frac{A_{v_{0}}(n, m)}{m n^{\frac{1}{2}}} \sum_{c \geq C_{1} / m} n^{100} c^{-200-\frac{1}{2}+\varepsilon} T^{100}\left(m^{2} n\right)^{-100} T M \\
& =\sum_{N \leq m^{2} n \leq 2 N} \frac{A_{\nu_{0}}(n, m)}{m n^{\frac{1}{2}}} \sum_{c \geq C_{1} / m} c^{-200-\frac{1}{2}+\varepsilon} T^{100} m^{-200} T M \\
& \ll \sum_{N \leq m^{2} n \leq 2 N} \frac{A_{v_{0}}(n, m)}{m n^{\frac{1}{2}}}\left(\frac{C_{1}}{m}\right)^{-199-\frac{1}{2}+\varepsilon} T^{100} m^{-200} T M \\
& \leq \sum_{N \leq m^{2} n \leq 2 N} \frac{A_{v_{0}}(n, m)}{\sqrt{N}} T^{-99-\frac{1}{2}+\varepsilon} m^{\frac{1}{2}} T M \\
& \ll T^{-99-\frac{1}{2}+\varepsilon} N^{\frac{3}{4}} T M \ll 1 . \tag{3.6.12}
\end{align*}
$$

This concludes the estimation for $R_{1}^{+}$.
(ii) We will show that $R_{2}^{+}$is negligible. Let us first estimate $H_{m, n}^{+}(x)$ for this case. We will write $H_{m, n}^{+}(x)$ appearing in the definition of $R_{3}^{+}$as a double integral first, then apply techniques such as extending the range of integral, changing the order of integration, asymptotic expansion, stationary phase method, etc.

To estimate $H_{m, n}^{+}(x)$, we start with an integral representation [16]

$$
\frac{J_{2 i t}(x)+J_{-2 i t}(x)}{\cosh \pi t}=\frac{2}{\pi} \int_{-\infty}^{\infty} \sin (x \cosh \zeta) e\left(\frac{t \zeta}{\pi}\right) d \zeta .
$$

Plugging this into

$$
H_{m, n}^{+}(x):=2 i \int_{-\infty}^{\infty} \frac{J_{2 i t}(x)}{\cosh \pi t} V\left(m^{2} n, t\right)\left[e^{-\frac{(t-T)^{2}}{M^{2}}}+e^{-\frac{(t+T)^{2}}{M^{2}}}\right] t d t
$$

we get

$$
\begin{aligned}
& H_{m, n}^{+}(x)=\frac{4 i}{\pi} \int_{t=0}^{\infty} \int_{\zeta=-T^{\varepsilon}}^{T^{\varepsilon}} t e^{-\frac{(t-T)^{2}}{M^{2}}} V\left(m^{2} n, t\right) \sin (x \cosh \zeta) e\left(\frac{t \zeta}{\pi}\right) d t d \zeta+O\left(T^{-A}\right) \\
& \left(\frac{t-T}{M}\right) \mapsto t \quad \frac{4 i M}{\pi} \int_{t=-\frac{T}{M}}^{\infty} \int_{\zeta=-T^{\varepsilon}}^{T^{\varepsilon}}(T+t M) e^{-t^{2}} V\left(m^{2} n, t M+T\right) \sin (x \cosh \zeta) \\
& \cdot e\left(\frac{(t M+T) \zeta}{\pi}\right) d t d \zeta+O\left(T^{-A}\right)
\end{aligned}
$$

for $A$ arbitrarily large.
Now we split $(T+t M)$ and extend the range of integral with negligible error:

$$
H_{m, n}^{+}(x)=H_{m, n}^{+, 1}(x)+H_{m, n}^{+, 2}(x)+O\left(T^{-A}\right),
$$

where

$$
\begin{aligned}
H_{m, n}^{+, 1}(x) & :=\frac{4 i M T}{\pi} \int_{t=-\infty}^{\infty} \int_{\zeta=-T^{\varepsilon}}^{\zeta=T^{\varepsilon}} e^{-t^{2}} V\left(m^{2} n, t M+T\right) \sin (x \cosh \zeta) e\left(\frac{t M \zeta}{\pi}\right) e\left(\frac{T \zeta}{\pi}\right) d t d \zeta, \\
H_{m, n}^{+, 2}(x) & :=\frac{4 i M^{2}}{\pi} \int_{t=-\infty}^{\infty} \int_{\zeta=-T^{\varepsilon}}^{T^{\varepsilon}} t e^{-t^{2}} V\left(m^{2} n, t M+T\right) \sin (x \cosh \zeta) e\left(\frac{t M \zeta}{\pi}\right) e\left(\frac{T \zeta}{\pi}\right) d t d \zeta .
\end{aligned}
$$

By assumption, $T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$. Hence it suffices to estimate $H_{m, n}^{+, 1}(x)$ since $H_{m, n}^{+, 2}(x)$ is a lower order term.

Define

$$
\begin{equation*}
k^{*}(t):=e^{-t^{2}} V\left(m^{2} n, t M+T\right) \tag{3.6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{k^{*}}(\zeta):=\int_{-\infty}^{\infty} k^{*}(t) e(-t \zeta) d t \tag{3.6.14}
\end{equation*}
$$

to be the Fourier transform of $k^{*}$. Then

$$
\begin{aligned}
H_{m, n}^{+, 1}(x) & =\frac{4 i M T}{\pi} \int_{\zeta=-T^{\varepsilon}}^{T^{\varepsilon}} \hat{k}^{*}\left(-\frac{M \zeta}{\pi}\right) \sin (x \cosh \zeta) e\left(\frac{T \zeta}{\pi}\right) d \zeta \\
\left(-\frac{M \zeta}{\pi} \mapsto \zeta\right) & 4 i T \int_{\zeta=-\frac{M T^{\varepsilon}}{\pi}}^{\frac{M T^{\varepsilon}}{\pi}} \hat{k}^{*}(\zeta) \sin \left(x \cosh \frac{\zeta \pi}{M}\right) e\left(-\frac{T \zeta}{M}\right) d \zeta .
\end{aligned}
$$

Since $\hat{k}^{*}(\zeta)$ is Fourier transform of $k$ and hence is a Schwartz function, the integral can be extended to $(-\infty, \infty)$ with a negligible error term.

Now let

$$
\begin{aligned}
W_{m, n}(x) & :=T \int_{-\infty}^{\infty} \hat{k}^{*}(\zeta) \sin \left(x \cosh \frac{\zeta \pi}{M}\right) e\left(-\frac{T \zeta}{M}\right) d \zeta, \\
W_{m, n}^{*}(x) & :=T \int_{-\infty}^{\infty} \hat{k}^{*}(\zeta) e\left(-\frac{T \zeta}{M}-\frac{x}{2 \pi} \cosh \frac{\zeta \pi}{M}\right) d \zeta
\end{aligned}
$$

Then

$$
W_{m, n}(x)=\frac{W_{m, n}^{*}(-x)-W_{m, n}^{*}(x)}{2 i}
$$

and

$$
H_{m, n}^{+, 1}(x)=4 i W_{m, n}(x)+O\left(T^{-A}\right)
$$

with $A$ arbitrarily large.
Notice that due to the factor $e\left(\frac{-T \zeta}{M}\right)$ and the assumption $T^{3 / 8+\varepsilon} \leq M \leq T^{\frac{1}{2}}$, the contribution to $W_{m, n}(x)$ coming from $|\zeta| \geq T^{\varepsilon}$ (here $\varepsilon>0$ arbitrarily small but fixed) is negligible. So we need only consider $|\zeta| \leq T^{\varepsilon}$.

We now use the method of stationary phase. The phase $\phi$ in the exponential of $W_{m, n}^{*}(x)$ is

$$
\phi(\zeta)=-\frac{T \zeta}{M}-\frac{x}{2 \pi} \cosh \frac{\zeta \pi}{M},
$$

so

$$
\phi^{\prime}(\zeta)=-\frac{T}{M}-\frac{x}{2 M} \sinh \frac{\zeta \pi}{M} .
$$

Then if $|x| \leq T^{1-\varepsilon} M, W_{m, n}^{*}(x)$ is negligible. Therefore we may assume that $T^{1-\varepsilon} M \leq|x| \leq M^{4}$. In this case we need the asymptotic expansion of $W_{m, n}^{*}(x)$. By Lemma 5.1 of [31],

Proposition 3.6.1. 1) For $|x| \leq T^{1-\varepsilon} M$ with $\varepsilon>0$,

$$
W_{m, n}^{*}(x)<_{\varepsilon, A} T^{-A}
$$

where $A>0$ is arbitrarily large.
2) For $T^{1-\varepsilon} M \leq|x| \leq M^{4}, T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$ and $L_{2}, L_{1} \geq 1$,

$$
\begin{array}{r}
W_{m, n}^{*}(x)=\frac{T M}{\sqrt{|x|}} e\left(\frac{-x}{2 \pi}+\frac{T^{2}}{\pi x}\right) \sum_{l=0}^{L_{1}} \sum_{0 \leq l_{1} \leq 2} \sum_{l_{1} \leq l_{2} \leq L_{2}} c_{l, l_{1}, l_{2}} \frac{M^{2 l-l_{1}} T^{4 l_{2}-l_{1}}}{x^{l+3 l_{2}-l_{1}}} \\
\times\left[\hat{k}^{*}\left(2 l-l_{1}\right)\left(\frac{-2 M T}{\pi x}\right)-\frac{2 \pi^{6} i x}{1440 M^{6}}\left(y^{6} k^{*}(y)\right)^{\left(2 l-l_{1}\right)}\left(\frac{-2 M T}{\pi x}\right)\right] \\
+O\left(\frac{T M}{\sqrt{|x|}}\left(\frac{T^{4}}{|x|^{3}}\right)^{L_{2}+1}+T\left(\frac{M}{\sqrt{|x|}}\right)^{2 L_{1}+3}+\frac{T|x|}{M^{8}}\right)
\end{array}
$$

where $c_{l, l_{1}, l_{2}}$ are constants depending only on $l, l_{1}$ and $l_{2}$, especially $c_{0,0,0}=\frac{1+i}{\sqrt{\pi}}$.

The above proposition implies that $R_{2}^{+}$is negligible [34].
(iii) Now we shall estimate $R_{3}^{+}$. We apply Proposition 3.6 .1 again, with $L_{2}$ and $L_{1}$ chosen to be sufficiently large. The contribution to $R_{3}^{+}$from the error term in 3.6 .15 can be checked to be negligible [34].

To estimate the contribution to $R_{3}^{+}$from the main term of 3.6.15, it suffices to consider the leading term when $l=l_{1}=l_{2}=0$. Therefore we are led to estimate

$$
\begin{aligned}
\tilde{R}_{3}^{+}:= & \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \leq C_{2} / m} c^{-1} S(n, 1 ; c) H_{m, n}^{+}\left(\frac{4 \pi \sqrt{n}}{c}\right) \\
= & \sqrt{2} i \pi^{-1} M T e\left(-\frac{1}{8}\right) \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m)}{m n^{\frac{3}{4}}} g\left(\frac{m^{2} n}{N}\right) \\
& \cdot \sum_{c \leq C_{2} / m} c^{-\frac{1}{2}} S(n, 1 ; c) e\left(\frac{2 \sqrt{n}}{c}-\frac{T^{2} c}{4 \pi^{2} \sqrt{n}}\right) \hat{k}^{*}\left(\frac{M T c}{2 \pi^{2} \sqrt{n}}\right) .
\end{aligned}
$$

Let

$$
\phi(y)=y^{-\frac{3}{4}} g\left(\frac{m^{2} y}{N}\right) e\left(\frac{2 \sqrt{y}}{c}-\frac{T^{2} c}{4 \pi^{2} \sqrt{y}}\right) \hat{k^{*}}\left(\frac{M T c}{2 \pi^{2} \sqrt{y}}\right)
$$

where

$$
k^{*}(t)=e^{-t^{2}} V\left(m^{2} n, t M+T\right)
$$

and

$$
\hat{k}^{*}(\zeta)=\int_{-\infty}^{\infty} k^{*}(t) e(-t \zeta) d t
$$

are defined as before.

Then

$$
\begin{aligned}
\tilde{R}_{3}^{+} & =\sqrt{2} i \pi^{-1} M T e\left(-\frac{1}{8}\right) \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m)}{m} \sum_{c \leq C_{2} / m} c^{-\frac{1}{2}} S(n, 1 ; c) \phi(n) \\
& =\sqrt{2} i \pi^{-1} M T \sum_{m \geq 1} \sum_{c \leq C_{2} / m} c^{-\frac{1}{2}} \sum_{d \bar{d} \equiv 1(\bmod c)} e\left(\frac{d}{c}-\frac{1}{8}\right) \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m)}{m} e\left(\frac{\bar{d} n}{c}\right) \phi(n) .
\end{aligned}
$$

Using the Voronoi formula for Eisenstein series, we get

$$
\begin{aligned}
& \sum_{m>0} A_{\nu_{0}}(\delta, m) e\left(\frac{m \bar{a}}{c}\right) \phi(m) \\
& =\delta c \pi^{-\frac{3}{2}} \sum_{n \mid \delta c} \sum_{m>0} \frac{n^{-1} m^{-\frac{2}{3}}}{\xi(1)^{3}} \sum_{n_{1} \mid n} \sum_{n_{2} \left\lvert\, \frac{n}{n_{1}}\right.} \sigma_{0,0}\left(\frac{n}{n_{1} n_{2}}, m\right) S\left(m, \delta a ; \delta c n^{-1}\right) \Phi_{0,1}^{0}\left(\frac{m n^{2}}{(\delta c)^{3}}\right) \\
& \quad+\delta c \pi^{-\frac{3}{2}} \sum_{n \mid \delta c} \sum_{m>0} \frac{n^{-1} m^{-\frac{2}{3}}}{\xi(1)^{3}} \sum_{n_{1} \mid n} \sum_{n_{2} \left\lvert\, \frac{n}{n_{1}}\right.} \sigma_{0,0}\left(\frac{n}{n_{1} n_{2}}, m\right) S\left(-m, \delta a ; \delta c n^{-1}\right) \Phi_{0,1}^{1}\left(\frac{m n^{2}}{(\delta c)^{3}}\right)
\end{aligned}
$$

+ residue terms.
where the residue terms are

$$
\frac{3 \tilde{\phi}(1)}{\xi(1) m^{2} c^{2}} \pi^{\frac{3}{2}} \Gamma^{-3}\left(\frac{1}{2}\right) \sum_{n_{1} \mid m c} n_{1} S\left(0, m d ; m c n_{1}^{-1}\right) \sigma_{0}(m) .
$$

So the contribution from the residue term to $\tilde{R}_{3}^{+}$is

$$
\begin{align*}
& 3 \sqrt{2 \pi} i \Gamma^{-3}\left(\frac{1}{2}\right) \tilde{\phi}(1) \zeta^{-1}(1) M T \\
& \quad \times \sum_{m \geq 1} \frac{\sigma_{0}(m)}{m^{2}} \sum_{c \leq C_{2} / m} c^{-\frac{5}{2}} \sum_{d \bar{d} \equiv 1(\bmod c)} e\left(\frac{d}{c}-\frac{1}{8}\right) \sum_{n_{1} \mid m c} n_{1} S\left(0, m d ; m c n_{1}^{-1}\right) . \tag{3.6.16}
\end{align*}
$$

The main term can be estimated in the same way as in [34]. Now we first estimate the contribution from the residue terms.

Since

$$
\begin{array}{rl}
\sum_{d \bar{d} \equiv 1(\bmod c)} e & e\left(\frac{d}{c}\right) S\left(0, m d ; m c n_{1}^{-1}\right) \\
& =\sum_{\substack{u\left(\bmod m c n_{1}^{-1}\right) \\
u \bar{u}=1\left(\bmod m c n_{1}^{-1}\right)}} S\left(0,1+u n_{1} ; c\right) e\left(\frac{n_{2} \bar{u}}{m c n_{1}^{-1}}\right) \tag{3.6.17}
\end{array}
$$

and

$$
\begin{equation*}
S(0, a ; c)=\sum_{\substack{v(\bmod c) \\(v, c)=1}} e\left(\frac{a v}{c}\right) \leq(a, c), \tag{3.6.18}
\end{equation*}
$$

we deduce that 3.6 .17 is bounded by $m c^{1+\varepsilon}$ with $\varepsilon>0$.
Therefore we have

$$
\begin{align*}
& \sum_{m \geq 1} \frac{\sigma_{0}(m)}{m^{2}} \sum_{c \leq C_{2} / m} c^{-\frac{5}{2}} \sum_{d \bar{d}=1(\bmod c)} e\left(\frac{d}{c}\right) \sum_{n_{1} \mid m c} n_{1} S\left(0, m d ; m c n_{1}^{-1}\right) \\
&=\sum_{m \geq 1} \frac{\sigma_{0}(m)}{m^{2}} \sum_{c \leq C_{2} / m} c^{-\frac{5}{2}} \sum_{n_{1} \mid m c} n_{1} \sum_{d \bar{d} \equiv 1(\bmod c)} e\left(\frac{d}{c}\right) S\left(0, m d ; m c n_{1}^{-1}\right) \\
& \quad \leq \sum_{m \geq 1} \frac{\sigma_{0}(m)}{m^{2}} \sum_{c \leq C_{2} / m} c^{-\frac{5}{2}} \sum_{n_{1} \mid m c} n_{1} m c^{1+\varepsilon} \\
& \quad=\sum_{1 \leq m \leq C_{2}} \frac{\sigma_{0}(m)}{m} \sum_{c \leq C_{2} / m} c^{-\frac{3}{2}+\varepsilon} \sigma_{0}(m c) \tag{3.6.19}
\end{align*}
$$

By [1], we know that $\sigma_{0}(n)=o\left(n^{\varepsilon}\right)$ for all $\varepsilon<0$.
Recall that

$$
C_{2}=\frac{\sqrt{N}}{T^{1-\varepsilon} M}, \quad N \leq T^{3+\varepsilon}, \quad T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}
$$

Combining all these, we see that 3.6 .19 is bounded by $T^{\varepsilon}$ and therefore 3.6 .16 is bounded by $T^{1+\varepsilon} M$.

### 3.6.3 Estimation for $R^{-}$

We will split $R^{-}$into two parts for $c$ big and $c$ small:

$$
\begin{align*}
& R_{1}^{-}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \geq C / m} c^{-1} S(n, 1 ; c) H_{m, n}^{-}\left(\frac{4 \pi \sqrt{n}}{c}\right)  \tag{3.6.20}\\
& R_{2}^{-}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \leq C / m} c^{-1} S(n, 1 ; c) H_{m, n}^{-}\left(\frac{4 \pi \sqrt{n}}{c}\right), \tag{3.6.21}
\end{align*}
$$

where

$$
C=\sqrt{N}+T .
$$

(i) To estimate $R_{1}^{-}$, we shall find the bound for $H_{m, n}^{-}$first.

Recall that

$$
H_{m, n}^{-}(x)=\frac{4}{\pi} \int_{-\infty}^{\infty} K_{2 i t}(x) \sinh (\pi t) k(t) V\left(m^{2} n, t\right) d t
$$

Using the formula (c.f. [47])

$$
K_{v}(z)=\frac{1}{2} \pi \frac{I_{-v}(z)-I_{v}(z)}{\sin v \pi}
$$

where $I_{v}(z)$ is the $I$-Bessel function, we can write $H_{m, n}^{-}$as

$$
\begin{align*}
H_{m, n}^{-}(x) & =2 \int_{-\infty}^{\infty} \frac{I_{-2 i t}(x)-I_{2 i t}(x)}{\sin 2 i t \pi} \sinh (\pi t) k(t) V\left(m^{2} n, t\right) t d t \\
& =-4 \int_{-\infty}^{\infty} \frac{I_{2 i t}(x)}{\sin 2 i t \pi} \sinh (\pi t) k(t) V\left(m^{2} n, t\right) t d t . \tag{3.6.22}
\end{align*}
$$

By moving the line of integration to $\operatorname{Im} t=-\sigma=-100$ we get

$$
\begin{array}{r}
H_{m, n}^{-}(x)=-4 \int_{-\infty}^{\infty}[\sin \pi(2 \sigma+2 i y)]^{-1} I_{2 \sigma+2 i y}(x) \sinh \pi(-\sigma i+y) \\
 \tag{3.6.23}\\
\cdot k(-\sigma i+y) V\left(m^{2} n,-\sigma i+y\right)(-\sigma i+y) d y .
\end{array}
$$

Then we can use the fact that

$$
\begin{equation*}
V\left(m^{2} n,-100 i+y\right) \ll\left(\frac{|y|^{2}}{m^{2} n}\right)^{100} \tag{3.6.24}
\end{equation*}
$$

On the other hand, from the formula (c.f. [16])

$$
\begin{equation*}
I_{\nu}(x)=\frac{\left(\frac{x}{2}\right)^{v}}{\Gamma\left(v+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{\pi} e^{x \cos \theta} \sin ^{2 v} \theta d \theta \tag{3.6.25}
\end{equation*}
$$

for $\operatorname{Re} v>-\frac{1}{2}$, one derives that

$$
I_{2 \sigma+2 i y}(x)<_{\sigma} x^{2 \sigma}|y|^{-2 \sigma} e^{\pi y} e^{x} .
$$

Combining (3.6.23), 3.6.24 and 3.6.25), we have

$$
\begin{equation*}
H_{m, n}^{-}(x) \ll x^{2 \sigma} e^{x}\left(m^{2} n\right)^{-\sigma} T^{\sigma+1+\varepsilon} M \tag{3.6.26}
\end{equation*}
$$

Since $g$ is compactly supported on $[1,2]$, we only need to take sum over $m$ and $n$ for $m^{2} n \leq 2 N$, and hence $e^{\frac{4 \pi \sqrt{n}}{c}}$ is bounded.

Plugging this into 3.6 .20 , and taking the trivial bound for $S(n, 1 ; c) \leq c$, we see that

$$
\begin{aligned}
R_{1}^{-} & \ll \sum_{m \geq 1} \sum_{n \geq 1} \frac{\left|A_{v_{0}}(n, m)\right|}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \geq C / m}\left(\frac{\sqrt{n}}{c}\right)^{2 \sigma} T^{\sigma+1+\varepsilon}\left(m^{2} n\right)^{-\sigma} M \\
& \ll N^{\frac{1}{2}} T^{2-\sigma+\varepsilon} M \ll 1
\end{aligned}
$$

This concludes the estimation of $R_{1}^{-}$.
(ii) Recall that

$$
R_{2}^{-}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \leq C / m} c^{-1} S(n, 1 ; c) H_{m, n}^{-}\left(\frac{4 \pi \sqrt{n}}{c}\right)
$$

and

$$
H_{m, n}^{-}(x)=\frac{4}{\pi} \int_{-\infty}^{\infty} K_{2 i t}(x) \sinh (\pi t) k(t) V\left(m^{2} n, t\right) d t
$$

To estimate $R_{2}^{-}$, we shall first estimate $H_{m, n}^{-}$. (The result will be given in Proposition 3.6.2.)
We use the following integral representation of $K$-Bessel function [16]:

$$
K_{2 i t}(x)=\frac{1}{2} \cosh ^{-1} t \pi \int_{-\infty}^{\infty} \cos (x \sinh \zeta) e\left(-\frac{t \zeta}{\pi}\right) d \zeta
$$

It follows that (by integration by parts in $\zeta$ once) for $A$ arbitrarily large,

$$
\begin{gathered}
H_{m, n}^{-}(x)=\frac{4}{\pi} \int_{0}^{\infty} \int_{|\zeta| \leq T^{\varepsilon}} \tanh \pi t e^{-\frac{(t-T)^{2}}{M^{2}}} V\left(m^{2} n, t\right) t \cos (x \sinh \zeta) \\
\cdot\left(-\frac{t \zeta}{\pi}\right) d \zeta d t+O\left(T^{-A}\right) \\
\left(\frac{t-T}{M} \mapsto t\right) \\
\frac{4 M}{\pi} \int_{-\frac{T}{M}}^{\infty} \int_{|\zeta| \leq T^{\varepsilon}} \tanh \pi(t M+T) e^{-t^{2}} V\left(m^{2} n, t M+T\right) \\
\cdot(t M+T) \cos (x \sinh \zeta) e\left(-\frac{t M \zeta}{\pi}-\frac{T \zeta}{\pi}\right) d t d \zeta \\
+O\left(T^{-A}\right) .
\end{gathered}
$$

Following the same trick as in the estimation of $H_{m, n}^{+}$, we split the factor $(t M+T)$ into two terms, and extend the $t$ integral to $(-\infty, \infty)$ with a negligible error term, we have

$$
H_{m, n}^{-}(x)=H_{m, n}^{-, 1}(x)+H_{m, n}^{-, 2}(x)+O\left(T^{-A}\right)
$$

where

$$
\begin{aligned}
& H_{m, n}^{-, 1}(x)=\frac{4 M T}{\pi} \int_{t=-\infty}^{\infty} \int_{|\zeta| \leq T^{\varepsilon}} e^{-t^{2}} V\left(m^{2} n, t M+T\right) \cos (x \sinh \zeta) e\left(-\frac{(t M+T) \zeta}{\pi}\right) d t d \zeta \\
& H_{m, n}^{-2}(x)=\frac{4 M^{2}}{\pi} \int_{t=-\infty}^{\infty} \int_{|\zeta| \leq T^{\varepsilon}} t e^{-t^{2}} V\left(m^{2} n, t M+T\right) \cos (x \sinh \zeta) e\left(-\frac{(t M+T) \zeta}{\pi}\right) d t d \zeta
\end{aligned}
$$

Since $T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$, the contribution from $H_{m, n}^{-, 2}$ is of lower order term, and it suffices to estimate $H_{m, n}^{-, 1}$.

We adopt the same notation as in (3.6.13) and (3.6.14). One sees that

$$
\begin{aligned}
& H_{m, n}^{-, 1}(x)=\frac{4 M T}{\pi} \int_{|\zeta| \leq T^{\varepsilon}} \hat{k}^{*}\left(\frac{M \zeta}{\pi}\right) \cos (x \sinh \zeta) e\left(-\frac{T \zeta}{\pi}\right) d \zeta \\
& \stackrel{\left(\frac{M \zeta}{\pi} \mapsto \zeta\right)}{=} 4 T \int_{|\zeta| \leq \pi^{-1} M T^{\varepsilon}} \hat{k}^{*}(\zeta) \cos \left(x \sinh \frac{\zeta \pi}{M}\right) e\left(-\frac{T \zeta}{M}\right) d \zeta .
\end{aligned}
$$

Since $\hat{k}^{*}(\zeta)$ is Fourier transform of $k$ and hence is a Schwartz function, the integral can be extended to $(-\infty, \infty)$ with a negligible error term.

Now define

$$
\begin{aligned}
Y_{m, n}(x) & :=T \int_{-\infty}^{\infty} \hat{k}^{*}(\zeta) \cos \left(x \sinh \frac{\zeta \pi}{M}\right) e\left(-\frac{T \zeta}{M}\right) d \zeta \\
Y_{m, n}^{*}(x) & :=T \int_{-\infty}^{\infty} \hat{k}^{*}(\zeta) e\left(-\frac{T \zeta}{M}+\frac{x}{2 \pi} \sinh \frac{\zeta \pi}{M}\right) d \zeta,
\end{aligned}
$$

thus

$$
Y_{m, n}(x)=\frac{Y_{m, n}^{*}(x)+Y_{m, n}^{*}(-x)}{2}
$$

and

$$
H_{m, n}^{-, 1}(x)=4 Y_{m, n}(x)+O\left(T^{-A}\right)
$$

for $A$ arbitrarily large.
Now we use the method of stationary phase again. Let

$$
\Omega(\zeta)=\frac{x \sinh \frac{\zeta \pi}{M}}{2 \pi}-\frac{T \zeta}{M}
$$

so

$$
\Omega^{\prime}(\zeta)=\frac{x \cosh \frac{\zeta \pi}{M}}{2 M}-\frac{T}{M}
$$

We consider the case $x$ small, medium and large separately. Suppose $|x| \leq \frac{1}{100} T$ or $|x| \geq 100 T$. Then $\Omega^{\prime}(\zeta) \gg \frac{T}{M} \gg T^{\varepsilon}$. By integration by parts sufficiently many times, we have

$$
Y_{m, n}^{*}(x) \ll T^{-A}
$$

with $A>0$ arbitrarily large.
Now we are left with the case $\frac{1}{100} T \leq x \leq 100 T$. Recall that $M \geq T^{\frac{3}{8}}$. So we have $\frac{x}{M^{3}} \ll T^{-\frac{1}{8}}$.

By taking the first a few terms of the Taylor series expansion of sinh, we have

$$
\begin{aligned}
& Y_{m, n}^{*}(x)=T \int_{-\infty}^{\infty} \hat{k^{*}}(\zeta) e\left(-\frac{T \zeta}{M}+\frac{x \zeta}{2 M}+\frac{\pi^{2} x \zeta^{3}}{12 M^{3}}+\frac{\pi^{4} x \zeta^{5}}{240 M^{5}}\right) d \zeta \\
&+O\left(T \int_{-\infty}^{\infty}\left|\hat{k^{*}}(\zeta)\right| \frac{\left|\zeta \zeta^{7}\right| x \mid}{M^{7}} d \zeta\right) .
\end{aligned}
$$

Again, expanding $e\left(\frac{\pi^{2} x \zeta^{3}}{12 M^{3}}+\frac{\pi^{4} x \zeta^{5}}{240 M^{5}}\right)$ into a Taylor series of order $L_{2}$ gives

$$
\begin{aligned}
Y_{m, n}^{*}(x)=T \int_{-\infty}^{\infty} \hat{k}^{*}(\zeta) e\left(\frac{(x-2 T) \zeta}{2 M}\right) \sum_{l=0}^{L_{2}} & \sum_{j=0}^{l} d_{j, l}\left(\frac{x \zeta^{3}}{M^{3}}\right)^{j}\left(\frac{x \zeta^{5}}{M^{5}}\right)^{l-j} d \zeta \\
+ & O\left(\frac{T|x|^{L_{2}+1}}{M^{3 L_{2}+3}}+\frac{T|x|}{M^{7}}\right)
\end{aligned}
$$

where $d_{j, l}$ are constants coming from the Taylor expansion. Especially, $d_{0,0}=1$.
By direct computation,

$$
\begin{aligned}
& Y_{m, n}^{*}(x)=T \sum_{l=0}^{L_{2}} \sum_{j=0}^{l} d_{j, l} \frac{x^{l}}{M^{5 l-2 j}} k^{*(5 l-2 j)}\left(\frac{x-2 T}{2 M}\right)(2 \pi i)^{-5 l+2 j} \\
&+O\left(\frac{\left.T|x|\right|^{L_{2}+1}}{M^{3 L_{2}+3}}+\frac{T|x|}{M^{7}}\right) .
\end{aligned}
$$

where $k^{*}(5 l-2 j)$ denotes the $(5 l-2 j)$ 's derivative of $k^{*}$.
We end up with the following proposition
Proposition 3.6.2. 1) For $|x| \geq 100 T$ or $x \leq \frac{1}{100} T$,

$$
Y_{m, n}^{*}(x) \ll T^{-A}
$$

where $A>0$ is arbitrarily large and the implied constant depends only on $A$.
2) For $\frac{1}{100} T \leq|x| \leq 100 T, T^{\frac{3}{8}+\varepsilon} \leq M \leq T^{\frac{1}{2}}$ and $L_{2} \geq 1$,

$$
\begin{aligned}
& Y_{m, n}^{*}(x)=T \sum_{l=0}^{L_{2}} \sum_{j=0}^{l} b_{j, l} \frac{x^{l}}{M^{5 l-2 j}} k^{*(5 l-2 j)}\left(\frac{x-2 T}{2 M}\right) \\
&+ O\left(\frac{T \mid x x^{L_{2}+1}}{M^{3 L_{2}+3}}+\frac{T|x|}{M^{7}}\right),
\end{aligned}
$$

where $b_{j, l}$ are constants depending only on $j$ and $l$, especially $b_{0,0}=1$.

Remark. Recall that $H_{m, n}^{-, 1}=4 Y_{m, n}(x)+O\left(T^{-A}\right)$ and $Y_{m, n}(x)=\frac{1}{2}\left(Y_{m, n}^{*}(x)+Y_{m, n}^{*}(-x)\right)$. Therefore, this proposition actually finishes the estimation of $H_{m, n}^{-, 1}$.

Now we return to estimate $R_{2}^{-}$. Recall that

$$
R_{2}^{-}=\sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{\nu_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{c \leq C / m} c^{-1} S(n, 1 ; c) H_{m, n}^{-}\left(\frac{4 \pi \sqrt{n}}{c}\right) .
$$

According to Part 1) of the proposition above, it can be seen that the contribution from $c<\frac{\sqrt{N}}{100 T M}$ and $c>\frac{100 \sqrt{N}}{T M}$ can be omitted.

By $\$ 3.6 .10$ and the trivial bound for the Kloosterman sum, one sees that the contribution $R_{2}^{-}$ from the error term $O\left(\frac{T|x|}{M^{\top}}\right)$ in part 2) of the above proposition is $O\left(T^{1+\varepsilon} M\right)$.

For the error term $O\left(\frac{T|x| L_{2}+1}{M^{3} L_{2}+3}\right)$, we may take $L_{2}$ sufficiently large such that it becomes negligible.
Now let us estimate the contribution from the main term of $Y_{m, n}^{*}$ in part 2) of Proposition 3.6.2. It suffices to take the leading term $l=0$ since all the other terms are of lower order and can be similarly handled. Thus the problem reduces to the estimation of

$$
\tilde{R}_{2}^{-}:=T \sum_{m \geq 1} \sum_{n \geq 1} \frac{A_{v_{0}}(n, m)}{\left(m^{2} n\right)^{\frac{1}{2}}} g\left(\frac{m^{2} n}{N}\right) \sum_{\frac{\sqrt{N}}{1002 m} \leq c \leq \frac{100 \sqrt{N}}{T m}} c^{-1} S(n, 1 ; c) k^{*}\left(\frac{\frac{4 \pi \sqrt{n}}{c}-2 T}{2 M}\right) .
$$

If we apply Weil's bound for the Kloosterman sum

$$
S(n, 1 ; c) \ll_{\varepsilon} c^{\frac{1}{2}+\varepsilon}
$$

and sum over $n$ trivially, we can only obtain

$$
\tilde{R}_{2}^{-} \ll T^{\frac{1}{2}} N^{\frac{3}{4}+\varepsilon} \ll T^{\frac{11}{4}+\varepsilon},
$$

which is not sufficiently small for our purpose. To improve the bound, we shall sum over $n$ nontrivially with the help of Voronoi formula for $G L(3)$ Eisenstein series (c.f. 3.5.2).

Take

$$
\phi(y)=g\left(\frac{m^{2} y}{N}\right) k^{*}\left(\frac{\frac{4 \pi \sqrt{y}}{c}-2 T}{2 M}\right) y^{-\frac{1}{2}}
$$

to be the test function in the Voronoi formula. Then

$$
\begin{align*}
& \sum_{n \geq 1} A_{v_{0}}(n, m) e\left(\frac{n \bar{a}}{c}\right) \phi(n) \\
& \quad=\frac{c \pi^{-\frac{5}{2}}}{4 i} \sum_{n_{1} c m} \sum_{n_{2}>0} \frac{A_{v_{0}}\left(n_{2}, n_{1}\right)}{n_{1} n_{2}} S\left(m a, n_{2} ; m c n_{1}^{-1}\right) \Phi_{0,1}^{0}\left(\frac{n_{2} n_{1}^{2}}{c^{3} m}\right) \\
& +\frac{c \pi^{-\frac{5}{2}}}{4 i} \sum_{n_{1} \mid c m} \sum_{n_{2}>0} \frac{A_{v_{0}}\left(n_{2}, n_{1}\right)}{n_{1} n_{2}} S\left(m a,-n_{2} ; m c n_{1}^{-1}\right) \Phi_{0,1}^{0}\left(\frac{n_{2} n_{1}^{2}}{c^{3} m}\right) \\
& \quad \quad \text { residue terms. } \tag{3.6.27}
\end{align*}
$$

The residue term in the Voronoi formula

$$
\frac{3 \tilde{\phi}(1)}{\xi(1) m^{2} c^{2}} \pi^{\frac{3}{2}} \Gamma^{-3}\left(\frac{1}{2}\right) \sum_{n_{1} \mid m c} n_{1} S\left(0, m d ; m c n_{1}^{-1}\right) \sigma_{0}(m)
$$

only involves $\tilde{\phi}(1)$, and hence does not essentially depend on the test function $\phi$. Therefore, it can be estimated in the same way as the estimation for $R_{3}^{+}$.

To estimate the main term, it suffices to bound first term on the right side of the Voronoi formula, and we only consider $\Phi_{0}(x)$ since $x^{-1} \Phi_{1}(x)$ has similar asymptotic behavior as that of $\Phi_{0}(x)$. Since

$$
\frac{n_{2} n_{1}^{2}}{c^{3} m} \frac{N}{m^{2}} \gg \frac{T^{3}}{N^{\frac{1}{2}}} \gg T^{\frac{3}{2}-\varepsilon},
$$

by Lemma 2.1 in [34] for $x=\frac{n_{2} n_{1}^{2}}{c^{3} m}$,

$$
\Phi_{0}(x)=2 \pi^{4} x i \int_{0}^{\infty} \phi(y) \frac{d_{1} \sin \left(6 \pi x^{\frac{1}{3}} y^{\frac{1}{3}}\right)}{\left(\pi^{3} x y\right)^{\frac{1}{3}}} d y+\text { lower order terms. }
$$

We will consider the large $n_{2}$ and the small $n_{2}$ separately.
If $n_{2} \gg \frac{N^{\frac{1}{2}} T^{\varepsilon}}{M^{3} n_{1}^{2}}$, we will have $x^{\frac{1}{3}} y^{-\frac{2}{3}}\left[\phi^{\prime}(y)\right]^{-1} \gg T^{\varepsilon}$. By integration by parts many times, one shows that the contribution to $\tilde{R}_{2}^{-}$from such terms is negligible.

So we may assume $n_{2} \ll \frac{N^{\frac{1}{2}} T^{\varepsilon}}{M^{3} n_{1}^{2}}$. Since $k^{*}(y) \ll(1+|y|)^{-A}$ for any $A>0, \phi(y)$ is negligible unless

$$
\left|\frac{\frac{2 \pi \sqrt{y}}{c}-T}{M}\right| \leq T^{\varepsilon} .
$$

This implies that

$$
\frac{1}{4 \pi^{2}}\left(T c-T^{\varepsilon} M c\right)^{2} \leq y \leq \frac{1}{4 \pi^{2}}\left(T c+T^{\varepsilon} M c\right)^{2}
$$

and hence

$$
\begin{equation*}
\Phi_{0}(x) \ll x^{\frac{2}{3}}\left(\frac{N}{m^{2}}\right)^{-\frac{5}{6}} T^{1+\varepsilon} M c^{2} . \tag{3.6.28}
\end{equation*}
$$

Combining (3.6.27), (3.6.27), (3.6.17) and (3.6.28), we have

$$
\begin{aligned}
& \tilde{R}_{2}^{-} \ll T \\
& \sum_{m \leq \sqrt{N}} \frac{1}{m} \sum_{\frac{\sqrt{N}}{100 T m} \leq c \leq \frac{100 \sqrt{N}}{T m}} \sum_{n_{1} \mid c m} \sum_{\substack{n_{2}<\frac{1}{2} \tau \varepsilon \\
M^{3} n_{1}^{2}}} \\
& \quad \times \frac{\left|A_{\nu_{0}}\left(n_{1}, n_{2}\right)\right|}{n_{1} n_{2}} m c^{1+\varepsilon}\left(\frac{n_{2} n_{1}^{2}}{c^{3} m}\right)^{\frac{2}{3}}\left(\frac{N}{m^{2}}\right)^{-\frac{5}{6}} T^{1+\varepsilon} M c^{2} \\
& \ll N^{\frac{1}{2}} M^{-1} T^{\varepsilon} \ll T^{1+\varepsilon} M
\end{aligned}
$$

since $M \geq T^{\frac{3}{8}}$.
This concludes the estimation of $R^{-}$and hence the proof of the main theorem.

## Remark.

The proof for Theorem 1.2.4 is almost the same as that for Theorem 1.2.1, so we omit it here.

## Bibliography

[1] Tom M. Apostol. Introduction to analytic number theory. Springer-Verlag, New York, 1976. Undergraduate Texts in Mathematics.
[2] Joseph Bernstein and Andre Reznikov. Periods, subconvexity of $L$-functions and representation theory. J. Differential Geom., 70(1):129-141, 2005.
[3] Daniel Bump. Automorphic forms on GL(3, R), volume 1083 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1984.
[4] Daniel Bump. The Rankin-Selberg method: an introduction and survey. In Automorphic representations, L-functions and applications: progress and prospects, volume 11 of Ohio State Univ. Math. Res. Inst. Publ., pages 41-73. de Gruyter, Berlin, 2005.
[5] D. A. Burgess. On character sums and L-series. II. Proc. London Math. Soc., 13:524-536, 1963.
[6] J. B. Conrey and H. Iwaniec. The cubic moment of central values of automorphic $L$-functions. Ann. of Math. (2), 151(3):1175-1216, 2000.
[7] P. Deligne. Formes modulaires et représentations de GL(2). In Modular functions of one variable, II (Proc. Internat. Summer School, Univ. Antwerp, Antwerp, 1972), pages 55-105. Lecture Notes in Math., Vol. 349. Springer, Berlin, 1973.
[8] W. Duke. Hyperbolic distribution problems and half-integral weight Maass forms. Invent. Math., 92(1):73-90, 1988.
[9] W. Duke, J. B. Friedlander, and H. Iwaniec. Bounds for automorphic L-functions. Invent. Math., 112(1):1-8, 1993.
[10] W. Duke, J. B. Friedlander, and H. Iwaniec. Bounds for automorphic $L$-functions. II. Invent. Math., 115(2):219-239, 1994.
[11] W. Duke, J. B. Friedlander, and H. Iwaniec. The subconvexity problem for Artin $L$-functions. Invent. Math., 149(3):489-577, 2002.
[12] Dorian Goldfeld. Automorphic forms and L-functions for the group GL(n, $\mathbf{R})$, volume 99 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2006. With an appendix by Kevin A. Broughan.
[13] Dorian Goldfeld and Xiaoqing Li. Voronoi formulas on GL(n). Int. Math. Res. Not., pages Art. ID 86295, 25, 2006.
[14] Dorian Goldfeld and Xiaoqing Li. The Voronoi formula for $\mathrm{GL}(n, \mathbb{R})$. Int. Math. Res. Not. IMRN, (2):Art. ID rnm144, 39, 2008.
[15] Anton Good. The square mean of Dirichlet series associated with cusp forms. Mathematika, 29(2):278-295 (1983), 1982.
[16] I. S. Gradshteyn and I. M. Ryzhik. Table of integrals, series, and products. Elsevier/Academic Press, Amsterdam, seventh edition, 2007. Translated from the Russian, Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger, With one CD-ROM (Windows, Macintosh and UNIX).
[17] Jiandong Guo. On the positivity of the central critical values of automorphic $L$-functions for GL(2). Duke Math. J., 83(1):157-190, 1996.
[18] Gergely Harcos and Philippe Michel. The subconvexity problem for Rankin-Selberg $L$ functions and equidistribution of Heegner points. II. Invent. Math., 163(3):581-655, 2006.
[19] Gergely Harcos and Philippe Michel. The subconvexity problem for Rankin-Selberg Lfunctions and equidistribution of Heegner points. II. Invent. Math., 163(3):581-655, 2006.
[20] M. N. Huxley and A. Ivić. Subconvexity for the Riemann zeta-function and the divisor problem. Bull. Cl. Sci. Math. Nat. Sci. Math., (32):13-32, 2007.
[21] Aleksandar Ivić. On sums of Hecke series in short intervals. J. Théor. Nombres Bordeaux, 13(2):453-468, 2001.
[22] H. Iwaniec and P. Sarnak. Perspectives on the analytic theory of $L$-functions. Geom. Funct. Anal., (Special Volume, Part II):705-741, 2000. GAFA 2000 (Tel Aviv, 1999).
[23] Henryk Iwaniec. The spectral growth of automorphic $L$-functions. J. Reine Angew. Math., 428:139-159, 1992.
[24] Henryk Iwaniec. Spectral methods of automorphic forms, volume 53 of Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, second edition, 2002.
[25] Henryk Iwaniec and Emmanuel Kowalski. Analytic number theory, volume 53 of American Mathematical Society Colloquium Publications. American Mathematical Society, Providence, RI, 2004.
[26] E. Kowalski, P. Michel, and J. VanderKam. Rankin-Selberg $L$-functions in the level aspect. Duke Math. J., 114(1):123-191, 2002.
[27] N. V. Kuznecov. The Petersson conjecture for cusp forms of weight zero and the Linnik conjecture. Sums of Kloosterman sums. Mat. Sb. (N.S.), 111(153)(3):334-383, 479, 1980.
[28] R. P. Langlands. Eisenstein series. In Algebraic Groups and Discontinuous Subgroups (Proc. Sympos. Pure Math., Boulder, Colo., 1965), pages 235-252. Amer. Math. Soc., Providence, R.I., 1966.
[29] Erez Lapid and Stephen Rallis. Positivity of $L\left(\frac{1}{2}, \pi\right)$ for symplectic representations. C. $R$. Math. Acad. Sci. Paris, 334(2):101-104, 2002.
[30] Erez M. Lapid. On the nonnegativity of Rankin-Selberg $L$-functions at the center of symmetry. Int. Math. Res. Not., (2):65-75, 2003.
[31] Yuk-Kam Lau, Jianya Liu, and Yangbo Ye. A new bound $k^{2 / 3+\epsilon}$ for Rankin-Selberg $L$ functions for Hecke congruence subgroups. IMRP Int. Math. Res. Pap., pages Art. ID 35090, 78, 2006.
[32] Xiaoqing Li. A voronoi formula for the triple divisor function. unpublished.
[33] Xiaoqing Li. The central value of the Rankin-Selberg L-functions. Geom. Funct. Anal., 18(5):1660-1695, 2009.
[34] Xiaoqing Li. Bounds for GL(3) $\times \mathrm{GL}(2) L$-functions and GL(3) L-functions. Ann. of Math. (2), 173(1):301-336, 2011.
[35] Tom Meurman. On the order of the Maass $L$-function on the critical line. In Number Theory, Vol. I, volume 51 of Colloq. Math. Soc. Jnos Bolyai, pages 325-354. North-Holland, Amsterdam, 1990.
[36] Philippe Michel. The subconvexity problem for Rankin-Selberg $L$-functions and equidistribution of Heegner points. Ann. of Math., 160(1):185-236, 2004.
[37] Philippe Michel and Akshay Venkatesh. Equidistribution, $L$-functions and ergodic theory: on some problems of Yu. Linnik. In International Congress of Mathematicians. Vol. II, pages 421-457. Eur. Math. Soc., Zrich, 2006.
[38] Philippe Michel and Akshay Venkatesh. Heegner points and nonvanishing of rankin-selberg $l$-functions. In Analytic Number Theory, volume 7 of Clay Math. Proc., pages 169-183. Amer. Math. Soc., Providence, RI, 2007.
[39] Stephen D. Miller. Cancellation in additively twisted sums on GL(n). Amer. J. Math., 128(3):699-729, 2006.
[40] Stephen D. Miller and Wilfried Schmid. Summation formulas, from Poisson and Voronoi to the present. In Noncommutative harmonic analysis, volume 220 of Progr. Math., pages 419-440. Birkhäuser Boston, Boston, MA, 2004.
[41] Stephen D. Miller and Wilfried Schmid. Automorphic distributions, $L$-functions, and Voronoi summation for GL(3). Ann. of Math. (2), 164(2):423-488, 2006.
[42] M. Ram Murty and A. Sankaranarayanan. Averages of exponential twists of the Liouville function. Forum Math., 14(2):273-291, 2002.
[43] Ken Ono and K. Soundararajan. Ramanujan’s ternary quadratic form. Invent. Math., 130(3):415-454, 1997.
[44] Peter Sarnak. Estimates for Rankin-Selberg $L$-functions and quantum unique ergodicity. J. Funct. Anal., 184(2):419-453, 2001.
[45] E. C. Titchmarsh. The theory of the Riemann zeta-function. The Clarendon Press Oxford University Press, New York, second edition, 1986. Edited and with a preface by D. R. HeathBrown.
[46] A. I. Vinogradov and L. A. Tahtadžjan. Theory of the Eisenstein series for the group $\operatorname{SL}(3, \mathbf{R})$ and its application to a binary problem. I. Fourier expansion of the highest Eisenstein series. Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI), 76:5-52, 216, 1978. Analytic number theory and the theory of functions.
[47] G. N. Watson. A treatise on the theory of Bessel functions. Cambridge Mathematical Library. Cambridge University Press, Cambridge, 1995. Reprint of the second (1944) edition.
[48] H. Weyl. Zur abschtzung von $\zeta(1+i t)$. Math. Z., 10:88-101, 1921.

