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Abstract. The main goals of these lectures are:

1. Provide a comprehensive introduction to the proof of the nonlinear stability of slowly
rotating Kerr black holes established recently in the sequence of works [K-S:Kerr],
[GKS-2022], [K-S:GCM1], [K-S:GCM2] and [Shen], and briefed in [K-S:review]

2. Discuss the geometric formalism based on non-integrable null horizontal structures
used in these works. Derive the main Teukolsky and generalized Regge- Wheeler
equations. These follow the material 1 of Part 1 in [GKS-2022].

3. Discuss the proof of the basic hyperbolic estimates, Morawetz and rp-weighted,
following Part 2 of [GKS-2022].

4. Discuss open problems related to these topics.
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Chapter 1

General Introduction

This a brief introduction to the sequence of works [K-S:Kerr], [GKS-2022], [K-S:GCM1],
[K-S:GCM2] and [Shen] which establish the nonlinear stability of Kerr black holes with
small angular momentum. This chapter is essentially the review paper [K-S:review] with
a few additions.

1.1 Kerr stability conjecture

1.1.1 Kerr spacetime

Let (K(a,m),ga,m) denote the family of Kerr spacetimes depending on the parameters
m (mass) and a (with J = am angular momentum). In Boyer-Lindquist coordinates the
Kerr metric is given by

ga,m = −q
2∆

Σ2
(dt)2 +

Σ2(sin θ)2

|q|2
(
dφ− 2amr

Σ2
dt

)2

+
|q|2
∆

(dr)2 + |q|2(dθ)2, (1.1.1)

where {
∆ = r2 + a2 − 2mr, q = r + ia cos θ,

Σ2 = (r2 + a2)|q|2 + 2mra2(sin θ)2 = (r2 + a2)2 − a2(sin θ)2∆.
(1.1.2)

The asymptotically flat1 metrics ga,m verify the Einstein vacuum equations (EVE)

Ric(g) = 0, (1.1.3)

1That is they approach the Minkowski metric for large r.

13



14 CHAPTER 1. GENERAL INTRODUCTION

are stationary and axially symmetric2, possess well-defined event horizon r = r+ (the
largest root of ∆(r) = 0), domain of outer communication r > r+ and smooth future null
infinity I+ where r = +∞. The metric can be extended smoothly inside the black hole
region, see Figure 5.1. The boundary r = r− (the smallest root of ∆(r) = 0) inside the
black hole region is a Cauchy horizon across which predictability fails3.

Figure 1.1: Penrose diagram of Kerr for 0 < |a| < m. The surface r = r+, the larger root of ∆ = 0,
is the event horizon of the black hole, r > r+ the domain of outer communication, I+ is the future null
infinity, corresponding to r = +∞.

Here are some of the most important properties of K(a,m):

• K(a,m) possesses a canonical family of null pairs, called principal null pairs, of the
form (λe4, λ

−1e3), with λ > 0 an arbitrary scalar function, and

e4 =
r2 + a2

|q|2 ∂t +
∆

|q|2∂r +
a

|q|2∂φ, e3 =
r2 + a2

∆
∂t − ∂r +

a

∆
∂φ. (1.1.4)

• The horizontal structure, perpendicular to e3, e4, denoted H, is spanned by the
vectors

e1 =
1

|q|∂θ, e2 =
a sin θ

|q| ∂t +
1

|q| sin θ∂φ. (1.1.5)

The distribution generated by H is non-integrable for a 6= 0.

2That is K(a,m) possess two Killing vectorfields: the stationary vectorfield T = ∂t, which is time-like
in the asymptotic region, away from the horizon, and the axial symmetric Killing field Z = ∂φ.

3Infinitely many smooth extensions are possible beyond the boundary.
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• The horizontal structure (e3, e4,H) has the remarkable property that all components
of the Riemann curvature tensor R, decomposed relative to them, vanish with the
exception of those which can be deduced from4 R(ea, e3, eb, e4).

• K(a,m) possesses the Killing vectorfields T,Z which, in BL coordinates, are given
by T = ∂t,Z = ∂φ.

• In addition to the symmetries generated by T,Z, K(a,m) possesses also a non-trivial
Killing tensor5, i.e. a symmetric 2-tensor Cαβ verifying the property D(γCαβ) = 0.
The tensor carries the name of its discoverer B. Carter, see [Carter], who made use
of it to show that the geodesic flow in Kerr is integrable. Its presence, in addition
to T and Z, as a higher order symmetry, is at the heart of what Chandrasekhar,
see [Chand3], called the most striking feature of Kerr, “the separability of all the
standard equations of mathematical physics in Kerr geometry”.

• The Carter tensor can be used to define the Carter operator

C = Dα(CαβDβ), (1.1.6)

a second order operator which commutes with �a,m. This property plays a crucial
role in the proof of our stability result, Theorem 1.1.1, more precisely in Part II of
[GKS-2022].

1.1.2 Kerr stability conjecture

The discovery of black holes, first as explicit solutions of EVE and later as possible
explanations of astrophysical phenomena6, has not only revolutionized our understanding
of the universe, it also gave mathematicians a monumental task: to test the physical
reality of these solutions. This may seem nonsensical since physics tests the reality of its
objects by experiments and observations and, as such, needs mathematics to formulate the

4One can in fact complexify the curvature tensor by setting C = R + i ∗R so that ∗C = −iC. All
null components of C vanish except C(e3, e4, e3, e4) = − 2m

ρ3 .
5Given by the expression C = −a2 cos2 θg +O, O = |q|2

(
e1 ⊗ e1 + e2 ⊗ e2

)
.

6According to Chandrasekhar “Black holes are macroscopic objects with masses varying from a few
solar masses to millions of solar masses. To the extent that they may be considered as stationary and
isolated, to that extent, they are all, every single one of them, described exactly by the Kerr solution.
This is the only instance we have of an exact description of a macroscopic object. Macroscopic objects, as
we see them around us, are governed by a variety of forces, derived from a variety of approximations to a
variety of physical theories. In contrast, the only elements in the construction of black holes are our basic
concepts of space and time. They are, thus, almost by definition, the most perfect macroscopic objects
there are in the universe. And since the general theory of relativity provides a single two parameter
family of solutions for their description, they are the simplest as well.”
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theory and make quantitative predictions, not to test it. The problem, in this case, is that
black holes are by definition non-observable and thus no direct experiments are possible.
Astrophysicists ascertain the presence of such objects through indirect observations7 and
numerical experiments, but both are limited in scope to the range of possible observations
or the specific initial conditions in which numerical simulations are conducted. One can
rigorously check that the Kerr solutions have vanishing Ricci curvature, that is, their
mathematical reality is undeniable. But to be real in a physical sense, they have to
satisfy certain properties which, as it turns out, can be neatly formulated in unambiguous
mathematical language. Chief among them8 is the problem of stability, that is, to show
that if the precise initial data corresponding to Kerr are perturbed a bit, the basic features
of the corresponding solutions do not change much9.

Conjecture (Stability of Kerr conjecture). Vacuum, asymptotically flat, initial data sets,
sufficiently close to Kerr(a,m), |a|/m < 1, initial data, have maximal developments with
complete future null infinity and with domain of outer communication10 which approaches
(globally) a nearby Kerr solution.

1.1.3 Resolution of the conjecture for slowly rotating black holes

Statement of the main result

The goal of this article is to give a short introduction to our recent result in which we
settle the conjecture in the case of slowly rotating Kerr black holes.

Theorem 1.1.1. The future globally hyperbolic development of a general, asymptotically
flat, initial data set, sufficiently close (in a suitable topology) to a Kerr(a0,m0) initial data

7The physical reality of these objects was recently put to test by LIGO-Viergo which is supposed
to have detected the gravitational waves generated in the final stage of the in-spiraling of two black
holes. Rainer Weiss, Barry C. Barish and Kip S. Thorne received the 2017 Nobel prize for their “decisive
contributions” in this respect. The 2020 Nobel prize in Physics was awarded to R. Genzel and A. Ghez
for providing observational evidence for the presence of super massive black holes in the center of our
galaxy, and to R. Penrose for his theoretical foundational work: his concept of a trapped surface and the
proof of his famous singularity theorem.

8Other such properties concern the rigidity of the Kerr family, see [IK-review] for a current survey,
or the dynamical formations of black holes from regular configurations, see the [Chr-BH], [Kl-Rod1] and
the introduction to [?] for an up to date account of more recent results.

9If the Kerr family would be unstable under perturbations, black holes would be nothing more than
mathematical artifacts.

10This presupposes the existence of an event horizon. Note that the existence of such an event horizon
can only be established a posteriori, upon the completion of the proof of the conjecture.
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set, for sufficiently small |a0|/m0, has a complete future null infinity I+ and converges in
its causal past J −1(I+) to another nearby Kerr spacetime Kerr(af ,mf ) with parameters
(af ,mf ) close to the initial ones (a0,m0).

Figure 1.2: The Penrose diagram of the final space-time in Theorem 1.1.1 with initial hypersurface
Σ0, future space-like boundary A, and I+ the complete future null infinity. The hypersurface H+ is the
future event horizon of the final Kerr.

The precise version of the result, all the main features of the architecture of its proof, as
well as detailed proofs for most of the main steps are to be found in [K-S:Kerr]. The full
proof relies also on our joint work [GKS-2022] with E. Giorgi, our papers [K-S:GCM1],
[K-S:GCM2] on GCM spheres, and the extension [Shen] to GCM hypersurfaces by D.
Shen.

Brief comments on the proof

We will discuss the main ideas of the proof in more details in section 1.4. It pays however
to give already a graphic sense of the main building blocks of our approach, which we call
general covariant modulated (GCM), admissible spacetimes.

The main features of these finite spacetimes M = (ext)M∪ (top)M∪ (int)M with future
boundaries A ∪ (top)Σ ∪ Σ∗ and past boundaries B1 ∪ B2 are as follows:

• The capstone of the entire construction is the sphere S∗, on the future boundary Σ∗
of (ext)M, which verifies a set of specific extrinsic and intrinsic conditions denoted
by the acronym GCM.

• The spacelike hypersurface Σ∗, initialized at S∗, verifies a set of additional GCM
conditions.
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Figure 1.3: The Penrose diagram of a finite GCM admissible space-timeM = (ext)M∪ (top)M∪ (int)M.
The future boundary Σ∗ initiates at the GCM sphere S∗. The past boundary ofM, B1 ∪B1, is included
in the initial layer L0, in which the spacetime is assumed given.

• Once Σ∗ is specified the whole GCM admissible spacetime M is determined by a
more conventional construction, based on geometric transport type equations11.

• The construction, which also allows us to specify adapted null frames12, is made
possible by the covariance properties of the Einstein vacuum equations.

• The past boundary B1 ∪ B1 of M, which is itself to be constructed, is included in
the initial layer L0 in which the spacetime is assumed to be known13, i.e. a small
vacuum perturbation of a Kerr solution.

The proof of Theorem 1.1.1 is centered around a limiting argument for a continuous
family of such spacetimes M together with a set of bootstrap assumptions (BA) for the

11More precisely (ext)M can be determined from Σ∗ by a specified outgoing foliation terminating in
the timelike boundary T , (int)M is determined from T by a specified incoming one, and (top)M is a
complement of (ext)M∪ (int)M which makes M a causal domain.

12In our work we prefer to talk about horizontal structures, see the brief discussion in section 1.4.3.
Another important novelty in the proof of Theorem 1.1.1 is that it relies on non-integrable horizontal
structures, see section 1.4.3.

13The passage form the initial data, specified on the initial spacelike hypersurface Σ0, to the initial
layer spacetime L0, can be justified by arguments similar to those of [Kl-Ni1] [Kl-Ni2], based on the
methods introduced in [Ch-Kl].
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connection and curvature coefficients, relative to the adapted frames. Assuming that a
given finite, GCM admissible, spacetime M saturates BA we reach a contradiction as
follows:

• First improve BA for some of the components of the curvature tensor with respect to
the frame. These verify equations (called Teukolsky equations) which decouple, up
to terms quadratic in the perturbation, and are treated by wave equations methods.

• Use the information provided by these curvature coefficients together with the gauge
choice on M, induced by the GCM condition on Σ∗, to improve BA for all other
Ricci and curvature components.

• Use these improved estimates to extend M to a strictly larger spacetime M′ and
then construct a new GCM sphere S ′∗, a new boundary Σ′∗ which initiates on S ′∗,
and a new GCM admissible spacetimeM′, with Σ′∗ as boundary, strictly larger than
M.

Remark 1.1.2. The critical new feature of this argument is the fact that the new GCM
sphere S ′∗ has to be constructed as a co-dimension 2 sphere inM′ with no reference to the
initial conditions14. This construction appears first in [K-S:Schw] in a polarized situation.
The general construction appears in the GCM papers [K-S:GCM1], [K-S:GCM2]. The
construction of Σ′∗ from S ′∗ appears first in [K-S:Schw] in the polarized case. The general
construction used in our work is due to D. Shen [Shen].

1.2 Linear and nonlinear stability

1.2.1 Notions of nonlinear stability

Consider a stationary solution φ0 of a nonlinear evolution equation

N [φ] = 0. (1.2.1)

There are two distinct notions of stability, orbital stability, according to which small
perturbations of φ0 lead to solutions φ which remain close to φ0 for all time, and asymptotic
stability (AS) according to which the perturbed solutions converge as t → ∞ to φ0. In
the case where φ0 is non trivial, there is a third notion, which we call asymptotic orbital
stability (AOS), to describe the fact that the perturbed solutions may converge to a

14See a more detailed discussion in section 1.4.3.
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different stationary solution. This happens if φ0 belongs to a multi-parameter smooth
family of stationary solutions, or by applying a gauge transform to φ0 which keeps the
equation invariant15.

For quasilinear equations16, such as EVE, a proof of stability means necessarily AS or AOS
stability. Both require a detailed understanding of the decay properties of the linearized
equation, i.e.

L[φ0]ψ = 0, (1.2.2)

with L[φ0] the Fréchet derivative N ′[φ0]. This is, essentially, a linear hyperbolic system
with variable coefficients which, typically, presents instabilities17.

In the exceptional situation, when stability can ultimately be established, one can tie all
the instability modes to the following properties of the nonlinear equation:

M1. If φλ is a family of stationary solutions, near φ0, verifying N [φλ] = 0. Then ψ0 =
( d
dλ
φλ)λ=0 verifies N ′[φ0]ψ0 = 0, i.e. ψ0 is a nontrivial, stationary, bound state of

the linearized equations (1.2.2).

M2. If Φλ is a smooth family of diffeomorphisms of the background manifold, Φ0 = I,
such that N [Φ∗λ(φ0)] = 0. Then Ψ0 =

(
d
dλ

Φ∗λ(φ0)
)
λ=0

verifies N ′[φ0]Ψ0 = 0, i.e. Ψ0

is also a stationary bound state of the linearized equation (1.2.2).

These linear instabilities are responsible for the fact that a small perturbation of the fixed
stationary solution φ0 may not converge to φ0 but to another nearby stationary solution18.

To prove the asymptotic convergence of φ to a final state φf , different form φ0, we need
to establish sufficiently strong rates of decay19 for φ − φf . Rates of decay however are
strongly coordinate dependent, i.e. dependent on the choice of the diffeomorphism (or
gauge) Φ in which decay is measured. Thus, to prove a nonlinear stability result we need
to know both the final state φf and the coordinate system Φf in which sufficient decay,
and thus convergence to φf , can be established. The difficulty here is that neither φf
nor Φf can be determined a-priori (from the initial perturbation), they have to emerge

15In the case of Kerr, both cases are present as we shall see below.
16Orbital stability can be established directly (i.e. without establishing the stronger version) only in

rare occasions, such as for hamiltonian equations with weak nonlinearities.
17In unstable situations (1.2.2) may have exponentially growing solutions, see for example [DKSW].
18The methodology of tracking this asymptotic final state, in general different from φ0, is usually

referred to as modulation. See for example [Ma-Me],[Me-R] for how modulation theory can be used to
deal with some examples of scalar nonlinear dispersive equations.

19To control the nonlinear terms of the equation.
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dynamically in the process of convergence. Moreover, in all examples involving nonlinear
wave equations in 1 + 3 dimensions, the nonlinear terms have to also cooperate, that is
an appropriate version of the so called null condition has to be verified.

To summarize, given a nonlinear system N [φ] = 0 which possesses both a smooth family
of stationary solutions φλ and a smooth family of invariant diffeomorphisms a proof of
the nonlinear stability of φ0 requires the following ingredients:

• The only non-decaying modes of the linearized equation L(φ0)ψ = 0 are those due
to the items M1–M2 above. In particular there are no exponentially growing modes.

• A dynamical construction of both the final state φf and the final gauge Φf in which
convergence to the final state takes place.

• The nonlinear terms in the equation

L[φf ]ψ = N(ψ)

obtained by expanding the equation N [φ] near φf , in the gauge given by the diffeo-
morphism Φf , has to verify an appropriate version of the null condition.

1.2.2 The case of the Kerr family

The issue of the stability of the Kerr family has been at the center of attention of GR
physics and mathematical relativity for more than half a century, ever since their discovery
by Kerr in [Kerr]. In this case we have to deal not only with a 2-parameter family
of solutions, corresponding to the parameters (a,m), but also with the entire group of
diffeomorphisms20 of M. In what follows we try to discuss the main difficulties of the
problem. In doing that it helps to compare these to those arising in the simplest case
when a = m = 0, i.e. stability of Minkowski.

1.2.3 Stability of Minkowski space

Until very recently the only space-time for which full nonlinear stability had been estab-
lished was the Minkowski space, see [Ch-Kl]. The proof is based on some important PDE
advances of late last century:

20Indeed, according to the covariant properties of the Einstein vacuum equations we cannot distinguish
between g and Φ∗g, for any diffeomorphism Φ of M.
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(i) Robust approach, based on the vectorfield method, to derive quantitative decay
based on generalized energy estimates and commutation with (approximate) Killing
and conformal Killing vectorfields.

(ii) The null condition identifying the deep mechanism for nonlinear stability, i.e. the
specific structure of the nonlinear terms which enables stability despite the low
decay of the perturbations.

(iii) Elaborate bootstrap argument according to which one makes educated assumptions
about the behavior of solutions to nonlinear wave equations and then proceeds, by
a long sequence of a-priori estimates, to show that they are in fact satisfied. This
amounts to a conceptual linearization, i.e. a method by which the equations become,
essentially, linear21 without actually linearizing them.

The main innovation in the proof in [Ch-Kl] is the choice of an appropriate gauge condi-
tion, readjusted dynamically through the convergence process, by a continuity argument,
which allows one to separate the curvature estimates, treated by hyperbolic methods,
from the estimates for the connection coefficients. The key point is that these latter ver-
ify transport or elliptic equations in which the curvature terms appear as sources. Thus
both the curvature components and connection coefficients can be controlled by a boot-
strap argument. The gauge condition is based on the constructive choice of a maximal
time function t and two outgoing optical functions (int)u22 and (ext)u23 covering the interior
and exterior parts of the spacetime.

Another novelty of [Ch-Kl] was the reliance on null frames adapted to the S-foliations
induced by the level surfaces of t and u. These define integrable horizontal structures
(in the language of part I of [GKS-2022]), by contrast with the non-integrable ones used
in the proof of Theorem 1.1.1 and discussed in section 1.4.3. The functions t, u and this
integrable horizontal structure can be used to define approximate Killing vectorfields used
in estimating the curvature.

21Note that in the context of EVE, and other quasilinear hyperbolic systems, this differs substantially
from the usual notion of linearization around a fixed background.

22The interior optical function is initialized on a timelike geodesic from the initial hypersurface.
23The exterior optical function (ext)u is initialized on the last slice t = t∗, by the construction of a

foliation (inverse lapse foliation) initialized at space-like infinity. It is thus readjusted dynamically as
t∗ →∞.
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1.2.4 Main difficulties

There are a few major obstacles in passing from the stability of Minkowski to that of
Kerr:

1. The first one was already discussed in section 1.2.1 in the general context of the
stability of a stationary solution φ0. In the case when φ0 is trivial there are no
nontrivial bound states for the linearized problem and thus we expect that the final
state does actually coincide with φ0. This is precisely the case for the special member
of the Kerr family a = m = 0, i.e. the Minkowski space24 (R1+3,m). On the other
hand, in perturbations of Kerr, general covariance affects the entire construction
of the spacetime. In the proof of Theorem 1.1.1 the crucial concept of a GCM
admissible spacetime is meant to deal with both finding the final parameters and
the gauge in which convergence to the final state takes place.

2. A fundamental insight in the stability of the Minkowski space was that the Bianchi
identities decouple at first order from the null structure equations which allows one
to control curvature first, as a Maxwell type system (see [Ck-Kl0]), and then proceed
with the rest of the solution. This cannot work for perturbations of Kerr due to the
fact that some of the null components25 of the curvature tensor are non-trivial in
Kerr.

3. Even if one succeeds in tackling the above mentioned issues, there are still major
obstacles in understanding the decay properties of the solution. Indeed, when one
considers the simplest, relevant, linear equation on a fixed Kerr background, i.e. the
scalar wave equation �a,mψ = 0, one encounters serious difficulties to prove decay.
Below is a very short description of these:

• The problem of trapped null geodesics. This concerns the existence of null
geodesics26 neither crossing the event horizon nor escaping to null infinity,
along which solutions can concentrate for arbitrary long times. This leads to
degenerate energy-Morawetz estimates which require a very delicate analysis.

• The trapping properties of the horizon. The horizon itself is ruled by null
geodesics, which do not communicate with null infinity and can thus concen-

24Note however that even though the linearized system around Minkowski does not contain instabilities,
the proof of the nonlinear stability of the Minkowski space in [Ch-Kl] takes into account (in a fundamental
way!) general covariance. Indeed the presence of the ADM mass affects the causal structure of the far,
asymptotic, region of the perturbed space-time.

25With respect to the principal null directions of Kerr, i.e a distinguished null pair which diagonalizes
the full curvature tensor, the middle component P = ρ+ i ∗ρ is nontrivial.

26In the Schwarzschild case, these geodesics are associated with the celebrated photon sphere r = 3m.
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trate energy. This problem was solved by understanding the so called red-shift
effect associated to the event horizon, which counteracts this type of trapping.

• The problem of superradiance. This is the failure of the stationary Killing field
T = ∂t to be everywhere timelike in the domain of outer communication27, and
thus, of the associated conserved energy to be positive. Note that this problem
is absent in Schwarzschild and, in general, for axially symmetric solutions of
EVE. In both cases however there still is a degeneracy along the horizon.

• Superposition problem. This is the problem of combining the estimates in the
near region, close to the horizon, (including the ergoregion and trapping) with
estimates in the asymptotic region, where the spacetime is close to Minkowski.

Figure 1.4: Penrose diagram of the Kerr exterior to the future of a spacelike hypersurface. Note that
the ergoregion, in red, and the trapping region in blue are separated only if |a|/m is sufficiently small.
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4. Though, as seen above, the analysis of the scalar wave equation in Kerr presents
formidable difficulties, it is itself just a vastly simplified model problem. A more
realistic equation is the so called spin 2 wave equation, or Teukolsky equation, which
presents many new challenges28.

5. The full linearized system, whatever its formulation, presents many additional dif-
ficulties due to its complex tensorial structure and the huge gauge covariance of
the equations29. The crucial breakthrough in this regard is the observation, due to
Teukolsky [Teuk], that the extreme components of the linearized curvature tensor
are both gauge invariant (see below in section 1.2.5) and verify decoupled spin 2
equations, that is the Teukolsky equations mentioned above.

27The stationary Killing vectorfield T is timelike only outside of the so-called ergoregion.
28Unlike the scalar wave equation �a,mψ = 0, which is conservative, the Teukolsky equation is not, and

we thus lack the most basic ingredient in controlling the solutions of the equation, i.e. energy estimates.
29As mentioned earlier, rates of decay are heavily dependent on a proper choice of gauge, thus affecting

the issue of convergence.
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6. A crucial simplification of the linear theory, by comparison to the full nonlinear case,
is that one can separate the treatment of the gauge invariant extreme curvature
components form all the other gauge invariant quantities. In the nonlinear case
this separation is no longer true, all quantities need to be treated simultaneously.
Moreover, methods based on separation of variables, developed to treat scalar and
and spin 2 wave equations in Kerr, are incompatible with the nonlinear setting which
requires, instead, robust methods to derive decay.

1.2.5 Linear stability

Linear stability for the vacuum equations is formulated in the following way. Given the
Einstein tensor Gαβ = Rαβ− 1

2
Rgαβ and a stationary solution g0, i.e. a fixed Kerr metric,

one has to solve the system of equations

G′(g0) δg = 0. (1.2.3)

The covariant properties of the Einstein equations, i.e. the equivalence between a solution
g and Φ∗(g), leads us to identify δg with δg +LX(g0) for arbitrary vectorfields X inM,
i.e.

δg ≡ δg + LX(g0). (1.2.4)

• 2-parameter family Kerr(a,m).

G(ga,m) = 0⇒ G′(ga,m)
( d
da

ga,m,
d

dm
ga,m

)
= 0.

• General covariance

G(Φ∗λga,m) = 0⇒ G′(ga,m)(
d

dλ
Φ∗λga,m

∣∣∣
λ=0

) = 0.

We can now attempt to formulate a version of linear stability for (1.2.3), loosely related
to the nonlinear stability of Kerr conjecture, as follows.
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Definition 1.2.1. By linear stability of the Kerr metric g0 we understand a result which
achieves the following:

Given an appropriate initial data for a perturbation δg, find a vectorfield X such that,
after projecting away the bound states generated by the parameters a,m, according to M1–
M2 in section 1.2.1, a solution of the form δg + LXg0 to (1.2.3), decays, relative to an
appropriate null frame of K(a0,m0), sufficiently fast in time.

Remark 1.2.2. The definition above is necessarily vague. What is the meaning of suffi-
ciently fast? In fact various components of the metric δg, relative to the canonical null
frame of K(a,m), are expected to decay at different slow polynomial rates, some of which
are not even integrable. Unlike in the nonlinear context, where one needs precise rates
of decay for components of the curvature tensor and Ricci coefficients, as well as their
derivatives, to be able to control the nonlinear terms, in linear theory any type of nontrivial
control of solutions may be regarded as satisfactory30 Thus linear stability, as formulated
above, can only be regarded as a vastly simplified model problem. Nevertheless the study
of linear stability of the Kerr family has turned out to be useful in various ways, as we
shall see below.

Historically, the following versions of linear stability have been considered.

(a) Metric Perturbations. At the level of the metric itself, i.e. as above in (1.2.3).

(b) Curvature Perturbations. Via the Newman-Penrose (NP) formalism, based on null
frames.

The strategy followed in both cases31 is:

• Find components of the metric (in case (a)) or curvature tensor (in case (b)), invari-
ant with respect to linearized gauge transformations 1.2.4, which verify decoupled
wave equations. The main insight of this type was the discovery, by Teukolsky
[Teuk], in the context of (b) above, that the extreme components of the linearized
curvature tensor verify both these properties.

• Analyze these components by showing one of the following:

30 Thus, for example, in their well known linear stability result around Schwarzschild [DHR], the
authors derive satisfactory results (compatible with what is needed in nonlinear theory) for components
of the curvature tensor, and some Ricci coefficients, but not all. Similar comments apply to [HKW] and
[Johnson].

31In the article we refer mainly to the curvature perturbation approach.
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– There are no exponentially growing modes. This is known as mode stability.

– Boundedness for all time.

– Decay (sufficiently fast) in time.

• Find a linearized gauge condition, i.e. a vectorfield X, such that all remaining
(gauge dependent) components (at the metric or curvature level) inherit the property
mentioned above: no exponentially growing modes, boundedness, or decay in time.
In the physics literature this is known as the problem of reconstruction.

Mode stability

All results on the linear stability of Kerr in the physics literature during the 10-15 years
after Roy Kerr’s 1963 discovery, often called the “Golden Age of Black Hole Physics”,
are based on mode decompositions. One makes use of the separability32 of the linearized
equations, more precisely the Teukolsky equations, on a fixed Kerr background, to derive
simple ODEs for the corresponding modes. One can then show, by ingenious methods,
that these modes cannot exhibit exponential growth. The most complete result of this
type is due to Bernard Whiting [Whit] in the case of the scalar wave equation.

The obvious limitation of these results are as follows:

• They are far from even establishing the boundedness of general solutions to the
Teukolsky equations, let alone to establish quantitative decay for the general solu-
tions.

• Results based on mode decompositions depend strongly on the specific symmetries
of Kerr which cannot be adapted to perturbations of Kerr.

Robust methods to deal with both issues have been developed in the mathematical com-
munity, based on the vectorfield method which we discuss below.

Classical vectorfield method

The vectorfield method, as an analytic tool to derive decay, was first developed in con-
nection with the wave equation in Minkowski space. As well known, solutions of the
wave equation �ψ = 0 in the Minkowski space Rn+1 both conserve energy and decay

32See discussion in section 1.1.1.



28 CHAPTER 1. GENERAL INTRODUCTION

uniformly in time like t−
n−1
2 . While conservation of energy can be established by a simple

integration by parts, and is thus robust to perturbations of the Minkowski metric, decay
was first derived either using the Kirchhoff formula or by Fourier methods, which are
manifestly not robust. An integrated version of local energy decay, based on an inspired
integration by parts argument, was first derived by C. Morawetz [Mor1], [Mor2]. The
first derivation of decay based on the commutations properties of � with Killing and con-
formal Killing vectorfields of Minkowski space together with energy conservation appear
in [Kl-vect1] and [Kl-vect2]. The same method also provides precise information about
the decay properties of derivatives of solutions with respect to the standard null frame of
Minkowski space, an important motivating factor in the discovery of the null condition
[Kl-ICM], [Chr] and [Kl-null].

The crucial feature of the methodology initiated by these papers, to which we refer as
the classical vectorfield method, is that it can be easily adapted to perturbations of the
Minkowski space. As such the method has had numerous applications to nonlinear wave
equations and played an important role in the proof of the nonlinear stability of Minkowski
space, as discussed in section 1.2.3. It has also been applied to later versions of the stability
of Minkowski in [Kl-Ni1]-[Kl-Ni2], [Lind-Rodn], [Bi], [Lind], [Huneau], [HV2], [Graf], and
extensions of it to Einstein equation coupled with various matter fields in [BiZi], [FJS],
[Lind-Ta], [BFJT], [Wa], [Lf-Ma], [IP].

New vectorfield method

To derive decay estimates for solutions of wave equations on a Kerr background one has
to substantially refine the classical vectorfield method. The new vectorfield method is an
extension of the classical method which compensates for the lack of enough Killing and
conformal Killing vectorfields in Kerr by introducing, new, cleverly designed, vectorfields
whose deformation tensors have coercive properties in different regions of spacetime, not
necessarily causal. The method has emerged in the last 20 years in connection to the
study of boundedness and decay for the scalar wave equation in Schwarzschild and Kerr,
see section 1.3.2 for more details.

1.2.6 Model problems

To solve the stability of Kerr conjecture one has to deal simultaneously with all the
difficulties mentioned above. This is, of course, beyond the abilities of mere humans.
Instead the problem was tackled in a sequence of steps based on a variety of simplified
model problems, in increasing order of difficulty. To start with we can classify model
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problems based on the following criteria:

1. Whether the result refers to Schwarzschild i.e. a = 0, slowly rotating Kerr i.e.
|a| � m or full non-extremal Kerr |a| < m.

2. Whether the result refers to linear or nonlinear stability.

3. Whether the result, in linear theory, refers to scalar wave equation, i.e. spin 0,
Teukolsky equation, i.e. spin 2, or the full linearized system.

4. Whether the stability result, in linear theory, is a mode stability result, a bound-
edness result, one that establishes some version of quantitative decay or one that
establishes an optimal version of quantitative decay

1.3 Short survey of model problems

We give below a short outline of the main developments concerning linear and nonlinear
model problems for the Kerr stability problem, paying special attention to those which
had a measurable influence on our work.

1.3.1 Mode stability results

These are mode stability results, using the method of separation of variables, obtained in
the physics community roughly during the period 1963-1990. They rely on what Chan-
drasekhar called the most striking feature of Kerr i.e. “the separability of all the standard
equations of mathematical physics in Kerr geometry”.

1. Regge-Wheeler (1957). Even before the discovery of the Kerr solution physicists
were interested in the mode stability of Schwarzschild space, i.e. K(0,m). The first
important result goes back to T. Regge and J.A Wheeler [Re-W], in which they
analyzed linear, metric perturbations, of the Schwarzschild metric. They showed
that in a suitable gauge, equation (1.2.3) decouples into even-parity and odd-parity
perturbations, corresponding to axial and polar perturbations. The most important
discovery in that paper is that of the master Regge-Wheeler equation, a wave equa-
tion with a favorable potential, verified by an invariant scalar component φ of the
metric, i.e.

�mφ = V φ, V =
4

r2

(
1− 2m

r

)
. (1.3.1)
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where �m denotes the wave operator of the Schwarzschild metric of mass m. The R-
W study was completed by Vishveshwara [Vishev] and Zerilli [Ze]. A gauge-invariant
formulation of metric perturbations was then given by Moncrief [Moncr].

2. Teukolsky (1973). The curvature perturbation approach, near Schwarzschild, based
on the Newman-Penrose (NP) formalism was first undertaken by Bardeen-Press [?].
This approach was later extended to the Kerr family by Teukolsky [Teuk], see also
[P-T], who made the important discovery that the extreme curvature components,
relative to a principal null frame, are gauge invariant and satisfy decoupled, sepa-
rable, wave equations. The equations, bearing the name of Teukolsky, are roughly
of the form

�a,mψ = L[ψ] (1.3.2)

where L[ψ] is a first order linear operator in ψ.

3. Chandrasekhar (1975). In [Chand2] Chandrasekhar initiated a transformation the-
ory relating the two approaches. He exhibited a transformation which connects
the Teukolsky equations to a Regge-Wheeler type equation. In the particular case
of Schwarzschild the transformation takes the Teukolsky equation to the Regge-
Wheeler equation in (1.3.1). The Chandrasekhar transformation was further elu-
cidated and extended by R. Wald [Wald] and recently by Aksteiner and al [?].
Though originally it was meant only to unify the Regge-Wheeler approach with
that of Teukolsky, the Chandrasekhar transformation, and various extensions of it,
turn out to play an important role in the field.

4. Whiting (1989). As mentioned before, the full mode stability, i.e. lack of exponen-
tially growing modes, for the Teukolsky equation on Kerr is due to Whiting33, see
[Whit]. Stronger quantitative versions were proved in [AWPW], [Fins2], [Te].

5. Reconstruction. Once we know that the Teukolsky variables, i.e. the extreme com-
ponents of the curvature tensor verify mode stability, i.e. there are no exponentially
growing modes, it still remains to deal with the problem of reconstruction, i.e. to
find a gauge relative to which all other components of the curvature and Ricci co-
efficients enjoy the same property. We refer the reader to Wald [Wald] and the
references within for a treatment of this issue in the physics literature.

33For the analogous result in the case of the scalar wave equation, see [Fins1]. See also [SR] for a
stronger quantitative version which was used in [D-R-SR].



1.3. SHORT SURVEY OF MODEL PROBLEMS 31

1.3.2 Quantitative decay for the scalar wave equation

As mentioned in section 1.2.5, mode stability is far from establishing even the bound-
edness of solutions. To achieve that34 and, more importantly, to derive realistic decay
estimates, one needs an entirely different approach based on what we called the “new
vectorfield method” in section 1.2.5. The method has emerged in connection to the study
of boundedness and decay for the scalar wave equation in K(a,m),

�a,mφ = 0. (1.3.3)

The starting and most demanding part of the new method, which appeared first in [B-S1],
is the derivation of a global, combined, Energy-Morawetz estimate which degenerates in
the trapping region. Once an Energy-Morawetz estimate is established one can commute
with the Killing vectorfields of the background manifold, and the so called red shift
vectorfield introduced in [DaRo1], to derive uniform bounds for solutions. The most
efficient way to also get decay, and solve the superposition problem (see section 1.2.4),
originating in [Da-Ro3], is based on the presence of family of rp-weighted, quasi-conformal
vectorfields defined in the non-causal, far r region of spacetime35.

The first Energy-Morawetz type results for scalar wave equation (1.3.3) in Schwarzschild,
i.e. a = 0, are due to Blue-Soffer [B-S1], [B-S2] and Blue-Sterbenz [B-St], based on
a modified version of the classical Morawetz integral energy decay estimate. Further
developments appear in the works of Dafermos-Rodnianski, see [DaRo1], [Da-Ro3], and
Marzuola-Metcalfe-Tataru-Tohaneanu [Ma-Me-Ta-To]. The vectorfield method can also
be extended to derive decay for axially symmetric solutions in Kerr, see [I-Kl] and36 [St],
but it is known to fail for general solutions in Kerr, see Alinhac [Al].

In the absence of axial symmetry the derivation of an Energy-Morawetz estimate in
K(a,m) for |a/m| � 1 requires a more refined analysis involving both the vectorfield
method and either micro-local methods or mode decompositions. The first full quantita-
tive decay37 result, based on micro-local analysis techniques, is due to Tataru-Tohaneanu
[Ta-To]. The derivation of such an estimate in the full sub-extremal case |a| < m is even

34The first realistic boundedness result for solutions of the scalar wave equation in Schwarzschild
appears in [K-Wald] based on a clever use of the energy method which takes into account the degeneracy
of T at the horizon.

35These replace the scaling and inverted time translation vectorfields used in [Kl-vect1] or their cor-
responding deformations used in [Ch-Kl]. A recent improvement of the method allowing one to derive
higher order decay can be found in [AArGa].

36In his Princeton PhD thesis Stogin establishes a Morawetz estimate even for the full subextremal
case |a| < m.

37See also [DaRo2] for the first proof of boundedness of solutions, based on mode decompositions.
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more subtle and was achieved by Dafermos-Rodnianski-Shlapentokh-Rothman [D-R-SR]
by combining the vectorfield method with a full separation of variables approach. A purely
physical space proof of the Energy-Morawetz estimate for small |a/m|, which avoids both
micro-local analysis and mode decompositions, was pioneered by Andersson-Blue in [A-B].
Their method, which extends the classical vectorfield method to include second order op-
erators (in this case the Carter operator, see section 1.1.1), has the usual advantages of
the classical vectorfield method, i.e it is robust with respect to perturbations. It is for
this reasons that we rely on it in the proof of Theorem 1.1.1, more precisely in part II of
[GKS-2022].

1.3.3 Linear stability of Schwarzschild

A first quantitative proof of the linear stability of Schwarzschild spacetime was estab-
lished38 by Dafermos-Holzegel-Rodnianski (DHR) in [DHR]. Notable in their analysis is
the treatment of the Teukolsky equation in a fixed Schwarzschild background. While the
Teukolsky equation is separable, and amenable to mode analysis, it is not variational and
thus cannot be treated directly by energy type estimates. As mentioned earlier in section
1.3.1, Chandrasekhar was able to relate the Teukolsky equation to the Regge-Wheeler
(RW) equation, which is both variational and coercive (the potential V has a favorable
sign). In [DHR] the authors rely on a physical space version of the Chandrasekhar trans-
formation. Once decay estimates for the RW equation have been established, based on
the technology developed earlier for the scalar wave equation in Schwarzschild, the au-
thors recover the expected boundedness and decay for solutions to the original Teukolsky
equation.

The remaining work in [DHR] is to derive similar control for the other curvature com-
ponents and the linearized Ricci coefficients associated to the double null foliation. This
last step requires carefully chosen gauge conditions, which the authors make within the
framework of a double null foliation, initialized both on the initial hypersurface and the
background Schwarzschild horizon39. This gauge fixing from initial data leads to sub-
optimal decay estimates for some of the metric coefficients40 and is thus inapplicable to
the nonlinear case. This deficiency was fixed in the PhD thesis of E. Giorgi, in the con-
text of the linear stability of Reissner-Nordström, see [Giorgi], by relying on a linearized

38A somewhat weaker version of linear stability of Schwarzschild was subsequently proved in [HKW]
by using the original, direct, Regge-Wheeler, Zerilli approach combined with the vectorfield method and
adapted gauge choices. See also [Johnson] for an alternate approach of linear stability of Schwarzschild
using wave coordinates.

39The authors use a a scalar condition for the linearized lapse along the event horizon (part of what the
authors call future normalized gauge), itself initialized from initial data, see (212) and (214) in [DHR].

40See (250)–(252) and (254) in [DHR].
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version of the GCM construction in [K-S:Schw].

1.3.4 Linear stability of Kerr for small angular momentum

The first breakthrough result on the linear stability of Kerr, for |a|/m � 1, is due
to Ma [Ma], see also [DHR-Kerr]. Both results are based on a generalization of the
Chandrasekhar transformation to Kerr which takes the Teukolsky equations, verified by
the extreme curvature components, to generalized versions of the Regge-Wheeler (gRW)
equation. Relying on separation of variables and vectorfield techniques, similar to those
developed for the scalar wave equation in slowly rotating Kerr, the authors derive Energy-
Morawetz and rp estimates for the solutions of the gRW equations. Note that these results
were recently extended to the full subextremal range, |a| < m, in [SR-Te1], [SR-Te2] and
[Millet].

The first stability results for the full linearized Einstein vacuum equations near K(a,m),
for |a|/m � 1, appeared in [ABBMa2019] and [HHV]. The first paper, based on the
GHP formalism41, see [GHP], builds on the results of [Ma] while the second paper is
based on an adapted version of the metric formalism and builds on the seminal work of
the authors on Kerr-de Sitter [H-V1]. Though the ultimate relevance of these papers to
nonlinear stability remains open, they are both remarkable results in so far as they deal
with difficulties that looked insurmountable even ten years ago.

1.3.5 Nonlinear model problems

Nonlinear stability of Kerr-de Sitter

There is another important, simplified, nonlinear model problem which has drawn atten-
tion in recent years, due mainly to the striking achievement of Hintz and Vasy [H-V1].
This is the problem of stability of Kerr-de Sitter concerning the Einstein vacuum equation
with a strictly positive cosmological constant

Rαβ + Λgαβ = 0, Λ > 0. (1.3.4)

In their work, which relies in part on the important mode stability result of Kodama and
Ishibashi [Ko-Is], Hintz and Vasy were able prove the nonlinear stability of the stationary
part of Kerr-de Sitter with small angular momentum, the first nonlinear stability result

41An adapted spinorial version of the NP formalism.
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of any nontrivial stationary solutions for the Einstein equations42. It is important to note
that, despite the fact that, formally, the Einstein vacuum equation (1.1.3) is the limit43 of
(1.3.4) as Λ→ 0, the global behavior of the corresponding solutions is radically different44.

The main simplification in the case of stationary solutions of (1.3.4) is that the expected
decay rates of perturbations near Kerr-de Sitter is exponential, while in the case Λ = 0
the decay is lower degree polynomial45, with various components of tensorial quantities
decaying at different rates, and the slowest decaying rate46 being no better than t−1. The
Hintz-Vasy result was recently revisited in the work of A. Fang [Fang2] [Fang1] where he
bridges the gap between the spectral methods of [H-V1] and the vectorfield methods.

Nonlinear stability of Schwarzschild

The first nonlinear stability result of the Schwarzschild space was established in [K-S:Schw].
In its simplest version, the result states the following.

Theorem 1.3.1 (Klainerman-Szeftel [K-S:Schw]). The future globally hyperbolic develop-
ment of an axially symmetric, polarized, asymptotically flat initial data set, sufficiently
close (in a specified topology) to a Schwarzschild initial data set of mass m0 > 0, has
a complete future null infinity I+ and converges in its causal past J −1(I+) to another
nearby Schwarzschild solution of mass mf close to m0.

The restriction to axial polarized perturbations is the simplest assumption which insures
that the final state is itself Schwarzschild and thus avoids the additional complications of
the Kerr stability problem. We refer the reader to the introduction in [K-S:Schw] for a
full discussion of the result.

The proof is based on a construction based on GCM admissible spacetimes similar to that

42This is also the first general nonlinear stability result in GR establishing asymptotic stability towards
a family of solutions, i.e. full quantitative convergence to a final state close, but different from the initial
one.

43To pass to the limit requires one to understand all global in time solutions of (1.3.4) with Λ = 1, not
only those which are small perturbations of Kerr-de Sitter, treated by [H-V1].

44Major differences between formally close equations occur in many other contexts. For example, the
incompressible Euler equations are formally the limit of the Navier-Stokes equations as the viscosity tends
to zero. Yet, at fixed viscosity, the global properties of the Navier-Stokes equations are radically different
from that of the Euler equations.

45While there is exponential decay in the stationary part treated in [H-V1], note that lower degree
polynomial decay is expected in connection to the stability of the complementary causal region (called
cosmological or expanding) of the full Kerr-de Sitter space, see e.g. [Vo].

46Responsible for carrying gravitational waves at large distances so that they are detectable.
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briefly discussed in section 1.1.3 in the context of slowly rotating Kerr. There are however
several important simplifications to be noted:

• The assumption of polarization makes the constructions of the GCM spheres S∗
and spacelike hypersurface Σ∗ significantly simpler, see Chapter 9 in [K-S:Schw], by
comparison to the general case treated in [K-S:GCM1], [K-S:GCM2] and [Shen].

• The spacetime has only two components M = (ext)M∪ (int)M and the null hori-
zontal structures, defined on each component, are integrable.

• As in the case of the scalar wave equation on Schwarzschild space the main spin-2
Teukolsky wave equations can be treated (via the passage to the Regge-Wheeler
equation) by a vectorfield approach. This is no longer true in Kerr and even less so
in perturbations of Kerr.
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Figure 1.5: The GCM admissible space-timeM. By comparison to Figure ??,M does not have (top)M,
the past boundaries C0 ∪ C0 and future boundary C ∪ C∗ are null and the horizontal structures (induced
by geodesic foliations) are integrable. As in Theorem 1.1.1, the crucial GCM sphere S∗ is defined and
constructed with no reference to the initial data.

Recently Dafermos-Holzegel-Rodnianski-Taylor [DHRT] have extended47 the result of
[K-S:Schw] by properly preparing a co-dimension 3 subset of the initial data such that
the final state is still Schwarzschild. Like in [K-S:Schw], the starting point of [DHRT]
is to anchor the entire construction on a far away48 GCM type sphere S∗, in the sense

47The novelty of [DHRT], compared to [K-S:Schw], is the well preparation of the initial data, based on
an additional three dimensional modulation. Note however that [DHRT] requires substantially stronger
asymptotic conditions for the initial data compared to [K-S:Schw].

48That is r � u, similar to the dominant in r condition (3.3.4) of [K-S:Schw].
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of [K-S:GCM1] [K-S:GCM2], with no direct reference to the initial data. It also uses
the same definition of the angular momentum as in (7.19) of [K-S:GCM2]. Finally, the
spacetime in [DHRT] is separated in an exterior region (ext)M and an interior region
(int)M, with the ingoing foliation of (int)M, initialized based on the information induced
by (ext)M, as in [K-S:Schw]. We note, however, that [DHRT] does not use the geodesic
foliation of [K-S:Schw], but instead both (int)M and (ext)M are foliated by double null
foliations, and thus, the process of estimating the gauge dependent variables is somewhat
different.

1.4 Main ideas in the proof of Theorem 1.1.1

1.4.1 The bootstrap region

As mentioned in section 1.1.3, the proof of Theorem 1.1.1 is centered around a continuity
argument for a family of carefully constructed finite generally covariant modulated (GCM)
admissible spacetimes M = (ext)M∪ (top)M∪ (int)M. As can be seen in Figure B.1 below,
the future boundary of the spacetime is given by A∪ (top)Σ∪Σ∗ where Σ∗ is a spacelike,
generally covariant modulated (GCM) hypersurface, that is a hypersurface verifying a set
of crucial, well-specified, geometric conditions, essential to our proof of convergence to a
final state.

The capstone as well as the most original part of the entire construction is the sphere S∗,
the future boundary of Σ∗, which verifies a set of rigid, extrinsic and intrinsic, conditions.
Once Σ∗ is specified the whole GCM admissible spacetime M is determined by a more
conventional construction, based on geometric transport type equations. More precisely
(ext)M can be determined from Σ∗ by a specified outgoing foliation terminating in the
timelike boundary T , (int)M is determined from T by a specified incoming one, and
(top)M is a complement of (ext)M ∪ (int)M which makes M a causal domain49. The
past boundary B1 ∪ B1 of M, which is itself to be constructed, is included in the initial
layer L0 in which the spacetime is assumed to be known, i.e. a small perturbation of
a Kerr solution. The passage from the initial data specified on Σ0 to the initial layer
spacetime L0 is justified by D. Shen in [Shen:Kerr-ext] by arguments similar to those
of [Kl-Ni1]-[Kl-Ni2], based on the mathematical methods and techniques introduced in
[Ch-Kl].

Each of the spacetime regions (ext)M, (int)M, (top)M come equipped with specific geomet-

49This is required because of the fact that, in our construction, the future boundary of (ext)M∪ (int)M
is not causal. By contrast, in [K-S:Schw], M = (ext)M∪ (int)M.
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Figure 1.6: The Penrose diagram of a finite GCM admissible space-timeM = (ext)M∪ (top)M∪ (int)M.
The spacetime is prescribed in the initial layer L0 and has A∪ (top)Σ∪Σ∗ as future boundary, with Σ∗ a
spacelike “generally covariant modulated (GCM)” hypersurface. Its past boundary, B1 ∪B1, is itself part
of the construction. (ext)M is initialized by the GCM hypersurface Σ∗ while (int)M is initialized on T
by the foliation induced by (ext)M. The main inovation is the GCM sphere S∗, defined and constructed
with no reference to the initial data prescribed in the initial data layer L0.

ric structure including specific choices of null frames and functions such as r, u, u. These
are first defined on Σ∗ and then transported to (ext)M, (int)M, (top)M.

Another important insight in the proof is the separate treatment of the quasi-invariant50

extreme curvature components A,A and all other Ricci and curvature components. In
fact the entire hyperbolic character of the EV equations is carried over by A,A, via the
Teukolsky equations they verify, while all other quantities are controlled according to the
following:

1. The control of A,A and the GCM conditions on Σ∗. This allows us to control all
other quantities on Σ∗.

2. The control of all quantities on Σ∗, except A, from their control on Σ∗ and the ∇4

transport equations they verify. It is essential here that the corresponding equations
have a triangular structure!

3. The control of all quantities in (int)M using the control of A in (int)M, the control

50i.e. quadratic invariant
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of all quantities on T , induced by the control on (ext)M, and their ∇3 transport
equations. Once more the triangular structure of these equations important.

4. The control of all quantities in (top)M usuing their control on (ext)M∪ (int)M and
‘the ‘smallness” of (top)M.

1.4.2 Main intermediary results

The proof of Theorem 1.1.1 is divided in nine separate steps, Theorems M0–M8. These
steps are briefly described below, see section 3.7 in [K-S:Kerr] for the precise statements:

1. Theorem M0 (Control of the initial data in the bootstrap gauge). The smallness of
the initial perturbation is given in the frame of the initial data layer L0. Theorem
M0 transfers this control to the bootstrap gauge in the initial data layer.

2. Theorems M1–M2 (Decay estimates for α (Theorem M1) and α (Theorem M2)).
This is achieved using Teukolsky equations and a Chandrasekhar type transform in
perturbations of Kerr.

3. Theorems M3–M5 (Decay estimates for all curvature, connection and metric com-
ponents). This is done making use of the GCM conditions on Σ∗ as well as the
control of α and α established in Theorems M1 and M2. The proof proceeds in the
following order:

• Theorem M3 provides the crucial decay estimates on Σ∗,

• Theorem M4 provides the decay estimates on (ext)M,

• Theorem M5 provides the decay estimates on (int)M and (top)M.

4. Theorems M6 (Existence of a bootstrap spacetime). This theorem shows that there
exists a GCM admissible spacetime satisfying the bootstrap assumptions, hence
initializing the bootstrap procedure.

5. Theorems M7 (Extension of the bootstrap region). This theorem shows the existence
of a slightly larger GCM admissible spacetime satisfying estimates improving the
bootstrap assumptions on decay.

6. Theorem M8 (Control of the top derivatives estimates). This is based on an induc-
tion argument relative to the number of derivatives, energy-Morawetz estimates and
the Maxwell like character of the Bianchi identities.
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The paper [K-S:Kerr] provides the proof of Theorem M0, Theorems M3 to M7, and
half of Theorem M8 (on the control of Ricci coefficients and metric components). The
proof of Theorems M1 and M2, and of the other half of Theorem M8 (on the control
of curvature components), based on nonlinear wave equations techniques, are provided
in [GKS-2022]. The construction of GCM spheres in [K-S:GCM1] [K-S:GCM2], and of
GCM hypersurfaces in [Shen] are used in the proof of Theorems M6 and M7 to construct
respectively the terminal GCM sphere S∗ and the last slice hypersurface Σ∗ from S∗.

1.4.3 Main new ideas of the proof

Here is a short description of the main new ideas in the proof of Theorem 1.1.1 and how
they compare with ideas used in other nonlinear results.

GCM admissible spacetimes

• As mentioned already the crucial concept in the proof of Theorem 1.1.1 is that of a
GCM admissible spacetime, whose construction is anchored by the GCM sphere S∗
in Figure B.1. GCM spheres51, are codimension 2 compact surfaces, unrelated to
the initial conditions, on which specific geometric quantities take Schwarzschildian
values (made possible by taking into account the full general covariance of the
Einstein vacuum equations). In addition to these extrinsic conditions the sphere S∗
is endowed with a choice of “effective52 isothermal coordinates”, (θ, ϕ) verifying the
following properties:

– The metric on S∗ takes the form g = e2φr2
(
(dθ)2 + sin2 θ(dϕ)2

)
.

– The integrals on S∗ of the ` = 1 modes53 J (0) := cos θ, J (−) := sin θ sinϕ and
J (+) := sin θ cosϕ vanish identically.

• Given the GCM sphere S∗ and the effective isothermal coordinates (θ, ϕ) on it,
our GCM procedure allows us, in particular, to define the mass m, the angular
momentum a and a virtual axis of rotation which converge, in the limit, to the final
parameters af ,mf and the axis of rotation of the final Kerr54. We refer the reader

51See the discussion in the introductions to [K-S:GCM1], [K-S:GCM2].
52This is meant to insure the rigidity of the uniformization map, see [K-S:GCM2].
53This is a natural generalization of ` = 1 spherical harmonics.
54Previous definitions of the angular momentum in General Relativity were given in [Rizzi], [Chen],

[Chen2], see also [Sz] for a comprehensive discussion of the subject.
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to section 7.2 in [K-S:GCM2] for our intrinsic definition of a and of the virtual axis
of symmetry on a GCM sphere.

• The boundary Σ∗, called a GCM hypersurface, is initialized at S∗ and verifies ad-
ditional conditions. In the polarized setting the first such construction appears in
[K-S:Schw]. The general case needed for our theorem is treated in [Shen].

• The concepts of GCM spheres has appeared first in [K-S:Schw] in the context of
polarized symmetry. The construction of GCM spheres, without any symmetries,
in realistic perturbations of Kerr, is treated in [K-S:GCM1], [K-S:GCM2]55.

• The main novelty of the GCM approach is that it relies on gauge conditions initial-
ized at a far away co-dimension 2 sphere S∗, with no direct reference to the initial
conditions. Previously known geometric constructions, such as in [Ch-Kl], [Kl-Ni1]
and [Kl-L-R], were based on codimension-1 foliations constructed on spacelike or
null hypersurfaces and initialized on the initial hypersurface56. Gauge conditions
initialized from the future with no direct reference to the initial conditions, which
was initiated in [K-S:Schw], have since been used in other works, see [Giorgi] [Graf]
[DHRT].

• The GCM construction introduces the following new important conceptual difficulty.
The foliation on Σ∗, induced from the far away sphere S∗, needs to be connected,
somehow, to the initial conditions (i.e. the initial layer L0 in Figure B.1). This is
achieved in both [K-S:Schw] and [K-S:Kerr] by transporting57 the sphere S∗ to a
sphere S1 in the the initial layer and compare it, using the rigidity properties of the
GCM conditions, to a sphere of the initial data layer. This induces a new foliation
of the initial layer which differs substantially from the original one, due to a shift of
the center of mass frame of the final black hole, known in the physics literature as
a gravitational wave recoil58.

Non integrability of the horizontal structure

As mentioned in section 1.1.1, the canonical horizontal structure induced by the principal
null directions (e3, e4) in (1.1.4) of Kerr are non integrable. The lack of integrability is

55See also chapter 16 of [DHRT] in the particular case of perturbations of Schwarzschild, where the
same concept appears instead under the name “teleological”.

56The first such construction appears in the proof of the nonlinear stability of the Minkowski space
[Ch-Kl] where the “inverse lapse foliation” was constructed on the “last slice”, initialized at spacelike
infinity i0. Similar constructions, where the last slice is null rather than spacelike, appear in [Kl-Ni1] and
[Kl-L-R].

57That is, we transport the ` = 1 modes of some quantities from S∗ to S1, see section 8.3.1 in [K-S:Kerr].
58We refer the reader to section 8.3 in [K-S:Kerr] for the details.
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dealt with by the Newman-Penrose (NP) formalism by general null frames (e3, e4, e1, e2),
with e1, e2 a specified basis59 of the horizontal structure induced by the null pair (e3, e4).
It thus reduces all calculations to equations involving the Christoffel symbols of the frame,
as scalar quantities. This un-geometric feature of the formalism makes it difficult to use
it in the nonlinear setting of the Kerr stability problem. Indeed complex calculations
depend on higher derivatives of all connection coefficients of the NP frame rather than
only those which are geometrically significant. This seriously affects and complicates the
structure of non-linear corrections and makes it difficult to avoid artificial gauge type
singularities60. This difficulty is avoided in [Ch-Kl] by working with a tensorial approach
adapted to S-foliations, i.e. {e3, e4}⊥ coincides, at every point, with the tangent space to
S.

In our work we extend, with minimal changes, the tensorial approach introduced in [Ch-Kl]
to general non-integrable foliations. The idea is very simple: we define Ricci coefficients
χ, χ, η, η, ζ, ξ, ξ, ω, ω exactly as in [Ch-Kl], relative to an arbitrary basis of vectors (ea)a=1,2

of H := {e3, e4}⊥. In particular, the null fundamental forms χ and χ, are given by

χ
ab

= g(Dae3, eb), χab = g(Dae4, eb).

Due to the lack of integrability of H, the null fundamental forms χ and χ are no longer
symmetric. They can be both decomposed as follows

χab =
1

2
tr χδab +

1

2
∈ab (a)trχ+ χ̂ab, χ

ab
=

1

2
trχδab +

1

2
∈ab (a)trχ+ χ̂

ab
,

where the new scalars (a)trχ, (a)trχ measure the lack of integrability of the horizontal
structure. The null curvature components are also defined as in [Ch-Kl],

αab = Ra4b4, βa =
1

2
Ra434, β

a
=

1

2
Ra334, αab = Ra3b3, ρ =

1

4
R3434,

∗ρ =
1

4
∗R3434.

The null structure and null Bianchi equations can then be derived as in the integrable
case, see chapter 7 in [Ch-Kl]. The only new features are the presence of the scalars
(a)trχ, (a)trχ in the equations. Finally we note that the equations acquire additional
simplicity if we pass to complex notations61,

A := α + i ∗α, B := β + i ∗β, P := ρ+ i ∗ρ, B := β + i ∗β, A := α + i ∗α,

X := χ+ i ∗χ, X := χ+ i ∗χ, H := η + i ∗η, H := η + i ∗η, Z := ζ + i ∗ζ.
(1.4.1)

59Or rather the complexified vectors m = e1 + ie2 and m = e1 − ie2.
60There are no smooth, global choices of a basis (e1, e2). The choice (1.1.5) in Kerr, for example, is

singular at θ = 0, π.
61The dual here is taken with respect to the antisymmetric horizontal 2-tensor ∈ab.
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Frame transformations and choice of frames

Given an arbitrary perturbation of Kerr, there is no a-priori reason to prefer an horizontal
structure to any other one obtained from the first by another perturbation of the same size.
It is thus essential that we consider all possible frame transformations from one horizontal
structure (e4, e3,H) to another one (e′4, e

′
3,H′) together with the transformation formulas

Γ → Γ′, R → R′ they generate. The most general transformation formulas between two
null frames is given in Lemma 3.1 of [K-S:GCM1]. It depends on two horizontal 1-forms
f, f and a real scalar function λ and is given by

e′4 = λ

(
e4 + f beb +

1

4
|f |2e3

)
,

e′a =

(
δba +

1

2
f
a
f b
)
eb +

1

2
f
a
e4 +

(
1

2
fa +

1

8
|f |2f

a

)
e3,

e′3 = λ−1

((
1 +

1

2
f · f +

1

16
|f |2|f |2

)
e3 +

(
f b +

1

4
|f |2f b

)
eb +

1

4
|f |2e4

)
.

(1.4.2)

The very important transformation formulas Γ → Γ′, R → R′ are given in Proposition
3.3 of [K-S:GCM1].

Definition 1.4.1. A spacetime M, endowed with an horizontal structure (e3, e4,H) is
said to be an O(ε) perturbation of Kerr if all quantities which vanish in Kerr are O(ε),
and if all other quantities stay bounded in an O(ε) neighborhood of their corresponding62

Kerr values.

The definition is, of course, ambiguous in the sense that any other horizontal structure
(e′3, e

′
4,H′) connected to (e3, e4,H) by the frame transformation (1.4.2) with f, f = O(ε)

and λ = 1+O(ε) is also an O(ε)-perturbation of Kerr. Nevertheless the definition is useful
in that it brings to light the remarkable fact that the extreme curvature components are
in fact O(ε2) invariant. This can be easily seen from the transformation formulas

λ−2α′ = α +
(
f⊗̂β − ∗f⊗̂ ∗β) +

(
f⊗̂f − 1

2
∗f⊗̂ ∗f

)
ρ+

3

2

(
f⊗̂ ∗f

) ∗ρ+O(ε3),

λ2α′ = α +
(
f⊗̂β − ∗f⊗̂ ∗β) +

(
f⊗̂f − 1

2
∗f⊗̂ ∗f

)
ρ+

3

2

(
f⊗̂ ∗f

) ∗ρ+O(ε3),

see Proposition 2.2.3 of [K-S:Kerr].

62To make this precise, we also need a definition of functions (r, θ) and of a complex 1-form J, see
section ??.
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Remark 1.4.2. It is this fact that allows us to treat α, α differently from all other quan-
tities. In addition to being less sensitive to frame transformations they do also verify
wave equations, the Teukolsky equations, which decouple, in linear theory, from all other
curvature components. See further discussion below.

The case of K(a,m), a 6= 0 presents an interesting new feature which can be described as
follows:

• To capture the simplicity induced by the principle null directions in Kerr it is natural
to work with non-integrable frames. We do in fact define all our main quantities
relative to frames for which all quantities which vanish in Kerr are of the size of the
perturbation.

• A crucial aspect of all important results in GR, based on integrable S- foliations,
is that one can rely on elliptic Hodge theory on each 2-surface S. This is no longer
possible in context where our main quantities and the basic equations they verify
are defined relative to non integrable frames. In our work we deal with this problem
by passing back and forth, whenever needed, from the main non-integrable frame to
a well chosen adapted integrable frame, according to the transformation formulas
mentioned above.

Renormalization procedure and the canonical complex 1-form J

We first notice that our main complex quantities introduced in (1.4.1) take a particularly
simple form in the principal null frame (1.1.4) of Kerr:

A = A = B = B = 0, P = −2m

q3
,

X̂ = X̂ = 0, trX =
2

q

∆

|q|2 , trX = −2

q
,

Z =
aq

|q|2J, H =
aq

|q|2J, H = − aq

|q|2J,

(1.4.3)

where q = r + ia cos θ, and where the regular63 complex 1-form J is given by

J1 =
i sin θ

|q| , J2 =
sin θ

|q| , (1.4.4)

see sections 2.4.2 and 2.4.3 in [K-S:Kerr]. In particular, the following holds for the com-
plexified horizontal tensors of (1.4.1) in the principal null frame (1.1.4) of Kerr:

63Note that J is regular including at θ = 0, π.
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• the complex scalars P , trX and trX are functions of r and cos θ,

• the non vanishing complex 1-forms H, H and Z consist of functions of r and cos θ
multiplied by J,

• the traceless symmetric complex 2-tensors A, A, X̂ and X̂ vanish identically.

Based on that observation, for a given horizontal structure perturbing the one of Kerr, we
can define a renormalization procedure by which, once we have64 suitable constants (a,m),
suitable scalar functions (r, θ), and a suitable complex 1-form J, and after subtracting the
corresponding values in Kerr computed from (a,m, r, θ, J) for all the Ricci and curvature
coefficients, we obtain quantities which are first order in the perturbation.

More precisely, once (a,m), (r, θ) and J have been chosen, we renormalize the quantities
in (1.4.1) that do not vanish in Kerr as follows65:

qP := P +
2m

q3
, }trX := trX − 2

q

∆

|q|2 ,
}trX := trX +

2

q
,

qZ := Z − aq

|q|2J,
qH := H − aq

|q|2J,
|H := H +

aq

|q|2J.
(1.4.5)

Principal Geodesic and Principal Temporal structures

In addition to the GCM gauge conditions on Σ∗, we need to construct a gauge on M
which relates the non integrable horizontal structure to the scalars (r, θ) and the complex
1-form J. Two such gauges were introduced in [K-S:Kerr]:

• Principal Geodesic (PG) structure, which is a generalization of the geodesic foliation
to non-integrable horizontal structures,

• Principal Temporal (PT) structure, which favors transport equations along a null
direction.

The PG structure66 is well suited for decay estimates, but fails to be well posed. Indeed,
due to the lack of integrability of the horizontal structure, we cannot control the null

64The constants m and a are computed on our GCM sphere S∗, see section 1.4.3. r, θ and J are chosen
on S∗, transported to Σ∗ and then to M. The horizontal structure is also defined first on Σ∗ and then
transported to M.

65The renormalization is written here in the case of a null pair (e3, e4) with an ingoing normalization.
66Note that, in the integrable context of [K-S:Schw], the PG structure coincides with the standard

(integrable) geodesic foliation used there. Thus the PG structure, defined in [K-S:Kerr], is a suitable
generalization to the non-integrable case of perturbations of Kerr.



1.4. MAIN IDEAS IN THE PROOF OF THEOREM ?? 45

structure equations67 without a loss of derivative. The PT structure, on the other hand,
is designed so that the loss of derivatives in the null structure equations, in the incoming
or outgoing direction, is completely avoided. Note however that the PT structure is not
well suited to the derivation of decay estimates on (ext)M where r can take arbitrary
large values. In [K-S:Kerr] we work with both gauge conditions, depending on the goal
we want to achieve, and rely on the transformation formulas (1.4.2) to pass from one to
the other.

In the outgoing normalization both the outgoing PG and PT structures consist of a choice
(e3, e4,H), with e4 null geodesic, together with a scalar functions r, θ and a complex 1-form
J such that e4(r) = 1, e4(θ) = 0, ∇4(qJ) = 0 where q = r + ia cos θ. In addition:

1. In a PG structure the gradient of r, given by N = gαβ∂βr∂α, is perpendicular to H,

2. In a PT structure H = − aq
|q|2J, i.e. |H = 0 in view of (2.1.1).

A similar definition of incoming PG and PT structures is obtained by interchanging the
roles of e3, e4. Note that both structures still need to be initialized. The outgoing PG and
PT structures of (ext)M are both initialized on Σ∗ from the GCM frame of Σ∗, while the
ingoing PT structures of (int)M and (top)M are initialized on the the timelike hypersurface
T , see Figure B.1, using the data induced by the outgoing structures.

Control of the extreme curvature components A,A

It was already observed by Teukolsky that, in linear theory, the extreme components
of the curvature are both gauge invariant and verify decoupled wave equations68. In
our nonlinear context this translates to the statement that the horizontal 2-tensors A,A,
defined relative to an O(ε) perturbation of the principal frame of Kerr, are O(ε2)-invariant,
relative to O(ε) frame transformations69, and verify tensorial wave equations of the form

�̇2A+ L[A] = Err(qΓ, qR), �̇2A+ L [A] = Err(qΓ, qR). (1.4.6)

Here �̇2 denotes the wave operator on horizontal symmetric traceless 2-tensors, L and
L are linear first order operators and qΓ, qR denote the linearized Ricci and curvature
coefficients. The error terms Err(qΓ, qR), Err(qΓ, qR) are nonlinear expressions in qΓ, qR.

67In integrable situation, like in the case of S-foliations, the Hodge systems on the leaves of the S-
foliation allows us to avoid the loss.

68See discussion in section 1.2.5.
69This means that f, f , λ− 1 are O(ε) in the transformation formulas (1.4.2).
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In linear theory, i.e. when g is the Kerr metric and the error terms are not present, these
equations have been treated by [DHR] in Schwarzschild70 and by [Ma] and [DHR-Kerr] in
slowly rotating71 Kerr, i.e. |a|/m� 1. More precisely both results derive realistic decay
estimates for A,A. The methods are however not robust. Indeed, a crucial ingredient
in the proof, the Energy-Morawetz estimates, is based on separation of variables. The
control of A and A in perturbations of Kerr in [GKS-2022] contains the following new
features:

• Derivation of the gRW equation. The derivation of the generalized Regge-Wheeler
equations in Kerr, in [Ma] and [DHR-Kerr], is done starting with the complex,
scalar, Teukolsky equations, derived via the NP, or GHP formalism, by applying
a Chandrasekhar type transformation. In part I of [GKS-2022] we extend their
derivation, using our non-integrable horizontal formalism, to perturbations of Kerr.
By contrast with [Ma], [DHR-Kerr], we derive gRW equations for the horizontal
symmetric traceless 2-tensors72 q, q, rather than for complex scalars. The main
difficulty here is to make sure that the non-linear error terms verify a favorable
structure.

• Nonlinear error terms. The control of the nonlinear terms and their associated null
structure was already understood in perturbations of Schwarzschild in [K-S:Schw]
and is extended to perturbations of Kerr in [GKS-2022].

• Energy-Morawetz. To derive energy-morawetz estimates for A,A in Part II of
[GKS-2022] we vastly extend the pioneering idea of Andersson and Blue [A-B],
based on commutations with T,Z and the second order Carter operator C, devel-
oped in the context of the scalar wave equation in slowly rotating Kerr, to treat our
tensorial Teukolsky and gRW equations in perturbations of Kerr.

Comments on the full sub-extremal range

Though the full sub-extremal range |a| < m remains open we remark that a large part
of our work does not require the smallness of |a|/m. This is the case for [K-S:GCM1]
[K-S:GCM2] [Shen] and [K-S:Kerr]. In fact the smallness assumption is only needed in
[GKS-2022], mostly in the derivation of the main Energy-Morawetz estimates in parts II
and III.

70See discussion in section 1.3.3.
71See discussion in section 1.3.4.
72Derived from A,A, see Definition 5.2.2 and 5.3.3 in [GKS-2022].



Chapter 2

Introduction III.

In these lectures I will concentrate on the results proved in [GKS-2022] more precisely on
the proof of Theorems M1 and M2 as well the curvature estimates of Theorem M8, which
were stated without proof in sections 3.7.1 and 9.4.7 of [K-S:Kerr].

2.1 Geometric set-up

2.1.1 Spacetime M

The geometric setting of our work consists of an Einstein vacuum Lorentzian manifold
(M,g) with boundaries equipped with the following:

1. A regular horizontal structure defined by a null pair (e3, e4), and the space H or-
thogonal to it. Note that the horizontal structure considered here is not integrable1.
The formalism of non-integrable horizontal structures, on which of our entire work
is based, is developed in full in Chapter 2 of [GKS-2022].

2. Two constants (a,m) with |a| < m, two scalar functions (r, θ) and a time function
τ onM. In addition,M possesses a horizontal complex 1-form2 J, used to linearize
all horizontal 1-forms in perturbations of Kerr.

1In other words, the space H forms a non integrable distribution. The formalism was originally
mentioned in [I-Kl] and developed in [GKS-2020].

2By this, we mean J = j+ i ∗j where j is a real horizontal 1-form. In Kerr this quantity is specifically
introduced in Definition 5.2.4.

47
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3. Boundaries given by ∂M = A ∪ Σ(τ∗) ∪ Σ∗ ∪ Σ(1) where

• A is the spacelike hypersurface given by

A := M∩ {r = r+(1− δH)}, r+ := m+
√
m2 − a2,

where δH > 0 a sufficiently small constant.

• Σ(1) and Σ(τ∗) denote the spacelike level hypersurfaces τ = 1 and τ = τ∗, with
τ∗ > 1 and 1 ≤ τ ≤ τ∗ on M.

• Σ∗ is a uniformly spacelike hypersurface connecting Σ(1) to Σ(τ∗).

4. Two spacetime regions (int)M and (ext)M such that

M = (int)M∪ (ext)M, (ext)M =Mr≥r0 ,
(int)M =Mr≤r0 ,

where r0 � m is a sufficiently large constant.

Remark 2.1.1. Note that the spacetimeM considered above does not require any specific
gauge conditions. Indeed, in this paper, we only provide gauge independent curvature
estimates. The control of Ricci coefficients is provided in [K-S:Kerr] where specific gauge
choices are made, see section 2.3 and 2.8 for the definitions of PG and PT structures
in [K-S:Kerr]. We also note that the scalar functions r, θ and τ are not aligned with the
frame, i.e. unlike in the stability of Minkowski space, in [Ch-Kl], and all other subsequent
works3, our frames are in no way adapted to foliations.

The function τ is used to define the regions of integrations M(τ1, τ2) where τ1 ≤ τ ≤ τ2.
We also define the following significant regions of M, see Definition ??.

Definition 2.1.2. We define the following regions of M:

1. We define the trapping region of M to be the set

Mtrap :=M∩
{ |T |
r3
≤ δtrap

}
, δtrap =

1

10
,

where T = T = r3 − 3mr2 + a2r+ma2. This is the region that contains all trapped
null geodesics, for sufficiently small a/m.

2. We denote M
trap
/ the complement to the trapping region Mtrap.

3. We denote Mred := M ∩
{
r ≤ r+(1 + 2δred)

}
, for a sufficiently small constant

δred > 0, the region where the red shift effect of the horizon is manifest.
3We note however that in the treatment of the Regge Wheeler equation in Chapter 10 of [K-S:Schw]

the foliations used are also not aligned with the frame.
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2.1.2 Ricci and curvature coefficients

Definition of the Ricci and curvature coefficients

We can define, with respect to the horizontal structure associated to (e3, e4), connection
and curvature coefficients similar to those in the integrable case, as in [Ch-Kl],

χ
ab

= g(Dae3, eb), χab = g(Dae4, eb), ξ
a

=
1

2
g(D3e3, ea), ξa =

1

2
g(D4e4, ea),

ω =
1

4
g(D3e3, e4), ω =

1

4
g(D4e4, e3), η

a
=

1

2
g(D4e3, ea), ηa =

1

2
g(D3e4, ea),

ζa =
1

2
g(Dae4, e3),

αab = Ra4b4, βa =
1

2
Ra434, β

a
=

1

2
Ra334, αab = Ra3b3, ρ =

1

4
R3434,

∗ρ =
1

4
∗R3434,

and derive the corresponding null structure and null Bianchi equations. The non-symmetric
2 tensors χ, χ are decomposed as follows.

χab = χ̂ab +
1

2
δabtr χ+

1

2
∈ab (a)trχ, χ

ab
= χ̂

ab
+

1

2
δabtrχ+

1

2
∈ab (a)trχ,

where the scalars tr χ, trχ and (a)trχ, (a)trχ are given by

tr χ := δabχab, trχ := δabχ
ab
, (a)trχ :=∈ab χab, (a)trχ :=∈ab χ

ab
.

Remark 2.1.3. The non integrability of (e3, e4) corresponds to the non vanishing (a)trχ
and (a)trχ. A well known example of a non integrable null frame, is the principal null

frame of Kerr for which (a)trχ and (a)trχ are indeed non trivial, see section 5.2.

2.1.3 Basic equations and complexification

The null structure and null Bianchi equations verified by the Ricci and curvature coeffi-
cients are derived in sections 2.2. These equations simplify considerably, see section 2.4,
by introducing complex notations:

A := α + i ∗α, B := β + i ∗β, P := ρ+ i ∗ρ, B := β + i ∗β, A := α + i ∗α,

X := χ+ i ∗χ, X := χ+ i ∗χ, H := η + i ∗η, H := η + i ∗η, Z := ζ + i ∗ζ,

Ξ := ξ + i ∗ξ, Ξ := ξ + i ∗ξ,
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where ∗ denotes the Hodge dual. In particular, note that trX = tr χ − i (a)trχ, trX =
trχ−i (a)trχ, while X̂ and X̂ denote the symmetric traceless part of X and X respectively.
Further useful simplifications of the equations can be obtained with the help of conformally
invariant derivative operators introduced in section 2.2.9.

qP := P +
2m

q3
, }trX := trX − 2

q

∆

|q|2 ,
}trX := trX +

2

q
,

qZ := Z − aq

|q|2J,
qH := H − aq

|q|2J,
|H := H +

aq

|q|2J.
(2.1.1)

Notation (Γg,Γb) for Ricci coefficients

We group the linearized Ricci coefficients in two subsets reflecting their expected decay
properties, see section 4.1.2 [GKS-2022]:

Γg :=
{

}trX, X̂, }trX, |H, qZ, qω, Ξ
}
,

Γb :=
{
X̂, qH, ω, Ξ

}
.

Remark 2.1.4. In fact, (Γg,Γb) also include the linearization of the derivatives of the
scalar functions (r, cos θ), and of the complex horizontal 1-form J, see section 4.1.2.

The justification for the above decompositions has to do with the expected decay prop-
erties of the linearized components in perturbations of Kerr, with respect to τ and r. See
discussion in section 2.2.3 below.

More precisely, ∣∣d≤sΓg| . εmin
{
r−2τ−1/2−δdec , r−1τ−1−δdec

}
,∣∣d≤sΓb∣∣ . εr−1τ−1−δdec ,

(2.1.2)

for a small constant δdec > 0, where d = {∇3, r∇4, r∇} denotes weighted derivatives, and
ε > 0 is a sufficiently small bootstrap constant. We note also that the curvature com-
ponents A, rB behave in the same way as Γb, while r( qP ,B,A) behave like Γg. Moreover
A,B get the optimal decay in powers of r, i.e.

|A|, |B| . εr−7/2−δdec .
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2.2 Main theorems

We refer to section 3.4 of [K-S:Kerr] for a precise statement of our Main Theorem con-
cerning the stability of Kerr and to section 3.7 of [K-S:Kerr] the main steps in the proof.
Here we concentrate on a simplified set of assumptions needed for the proof of Theorems
M1, M2 and the curvature estimates for Theorem M8.

2.2.1 Smallness constants

The following constants are involved in the statement of Theorems M0-M8, see section
3.4. in [K-S:Kerr]:

• The constants m0 > 0 and |a0| � m0 are the mass and the angular momentum of
the Kerr solution relative to which our initial perturbation is measured.

• The integer klarge which corresponds to the maximum number of derivatives of the
solution.

• The size of the initial data perturbation is measured by ε0 > 0.

• The size of the bootstrap assumption norms are measured by ε > 0.

• r0 > 0 is tied to (int)M∩ (ext)M = {r = r0}.

• The constant δH tied to the definition of A = {r = r+(1− δH)}.

• δdec is tied to decay estimates in τ for the linearized quantities of section ??.

These constants are chosen such that

0 < δH, δdec � min{m0 − |a0|, 1},

r0 � max{m0, 1}, klarge �
1

δdec
.

(2.2.1)

Then, ε and ε0 are chosen such that

0 < ε0, ε� min

{
δdec,

1

r0

,
1

klarge
,m0 − |a0|, 1

}
, (2.2.2)

ε0, ε� |a0| in the case a0 6= 0, (2.2.3)
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and

ε = ε
2
3
0 . (2.2.4)

Also, we introduce the integer ksmall which corresponds to the number of derivatives for
which the solution satisfies decay estimates. It is related to klarge by

ksmall =

⌊
1

2
klarge

⌋
+ 1. (2.2.5)

From now on, in the rest of the paper, . means bounded by a constant depending only
on geometric universal constants (such as Sobolev embeddings, elliptic estimates,...) as
well as the constants

m0, a0, δH, δdec, r0, klarge,

but not on ε and ε0.

2.2.2 Initial data assumptions

The initial data norm denoted by Ik, measures the size of the perturbation from Kerr at
τ = 1, for the top k derivatives of the curvature tensor4.

Definition 2.2.1. We define the following initial data norms on Σ1

Ik := sup
S⊂Σ1

r
5
2

+δB
(∥∥dk (A,B)

∥∥
L2(S)

+
∥∥dk B∥∥

L2(S)

)
+ sup

S⊂Σ1

(
r2
∥∥dk qP

∥∥
L2(S)

+ r
∥∥dk B∥∥

L2(S)
+
∥∥dk A∥∥

L2(S)

)
.

(2.2.6)

In [GKS-2022] we make the following assumption on the control of the initial data norm5

Iklarge+7 ≤ ε0. (2.2.7)

The bound (2.2.7) will be used both in Part II and Part III as assumptions on the initial
data.

4The definition used here differs slightly from the one in Definition 9.4.9 in [K-S:Kerr], but easily
follows from it by a local existence argument.

5The original assumption on initial data in [K-S:Kerr] is stated for klarge + 10 derivatives, see (3.4.7)
in that paper, in a given frame of an initial data layer L(a0,m0). The control in the frames used in this
paper are obtained in Theorem M0 of section 3.7.1 in [K-S:Kerr], and in Theorem 9.4.12 in [K-S:Kerr]
for klarge + 7 derivatives.
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2.2.3 Quantitative assumptions on the spacetime M

The quantitative assumptions made in this article depend on a large positive integer
kL, representing the maximal number of derivatives for the linearized Ricci and curva-
ture coefficients (qΓ, qR) which are required in the proof. There are in fact two types of
assumptions:

1. For the proof of Theorem M1 and M2 of [K-S:Kerr], we rely on the following point-
wise quantitative assumptions on Γb and Γg, for k ≤ kL,(

r2τ
1
2

+δdec + rτ 1+δdec
)
|d≤kΓg| ≤ ε,

rτ 1+δdec|d≤kΓb| ≤ ε.
(2.2.8)

for a small constant δdec > 0, where d = {∇3, r∇4, r∇} denotes weighted derivatives,
and ε > 0 is a sufficiently small bootstrap constant.

2. For the proof of the curvature estimates of Theorem M8 of [K-S:Kerr], we introduce
weighted energy-Morawetz type norms for curvature and Ricci coefficients, denoted
respectively by Rk and Gk, see section 13.5 for the precise definition. We then rely
on the following quantitative assumptions on Rk and Gk

Rk + Gk ≤ ε, 0 ≤ k ≤ kL, (2.2.9)

as well as the following pointwise quantitative assumptions on Γb and Γg

r2|dkΓg|+ r|dkΓb| ≤ ε

τ
1+δdec
trap

, 0 ≤ k ≤ kL
2
, (2.2.10)

where the scalar function τtrap defined by

τtrap :=

{
1 + τ on Mtrap,
1 on M

trap
/ .

The integer kL is chosen as follows:

• For the proof of Theorem M1 and M2 of [K-S:Kerr] (restated in Theorem 2.2.2 and
2.2.3 below), we choose kL = ksmall+120. Then, (2.2.8) follows by interpolation from
the bootstrap assumptions (3.5.1) (3.5.2) in [K-S:Kerr] together with the construc-
tion of the global frame in section 3.6.3 of [K-S:Kerr], where (3.5.1) in [K-S:Kerr]
are bootstrap assumptions on boundedness for k ≤ klarge derivatives, and (3.5.2) in
[K-S:Kerr] are bootstrap assumptions on decay for k ≤ ksmall derivatives.
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• For the proof of the curvature estimates of Theorem M8 (see Theorem 2.2.4 below),
we choose kL = klarge + 7. Then, (2.2.9) follows from the bootstrap assumptions
(9.4.20) of [K-S:Kerr] together with the construction of the global frame in section
9.4 of [K-S:Kerr]. Also, (2.2.10) is a non sharp consequence of the bootstrap as-
sumptions (9.4.22) in [K-S:Kerr] together with the construction of the global frame
in section 9.4 of [K-S:Kerr].

2.2.4 Statement of the main theorems

Recall that the nonlinear stability of the Kerr family for small angular momentum, i.e
|a|/m � 1, is stated in the Main Theorem in section 3.4 of [K-S:Kerr]. The proof is
divided in a sequence of nine intermediary steps, called Theorem M0–M8, see section 3.7
in [K-S:Kerr]. The goal of the present paper is to provide the proof of Theorems M1 and
M2 as well the curvature estimates of Theorem M8, which were stated without proof in
Theorem 9.4.15 of [K-S:Kerr] and all involve curvature estimates of hyperbolic type.

Theorems M1 and M2

In what follows, we restate6 Theorem M1 and M2, see section 3.7.1 in [K-S:Kerr].

Theorem 2.2.2 (Theorem M1 in [K-S:Kerr]). Assume that the spacetime M as defined
in section 2.1.1 verifies the quantitative assumptions (2.2.8), and the assumption (2.2.7)
on initial data. Then, if ε0 > 0 is sufficiently small, there exists δextra > δdec such that we
have the following estimates in M, for all k ≤ kL − 20,

sup
M

(
r2τ 1+δextra + r3(2r + τ)

1
2

+δextra
)(
|dkA|+ r|dk−1∇3A|

)
. ε0.

Also, the quantity q introduced below, see section 2.3.1, satisfies, for all k ≤ kL − 20,∫
Σ∗(≥τ)

|∇3d
k−1q|2 . ε20τ

−2−2δextra .

Theorem 2.2.3 (Theorem M2 in [K-S:Kerr]). In addition to the assumptions of Theorem
2.2.2, we make the following assumption7 on Σ∗

min
Σ∗

r ≥ δ∗ε
−1
0 τ 1+δdec
∗ (2.2.11)

6A more precise statement is given in Theorems ?? and ??.
7This is the dominant condition of r on Σ∗, see (3.4.5) in [K-S:Kerr].
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for some small universal constant δ∗ > 0. Then, we have the following decay estimates
for A along Σ∗

max
0≤k≤kL−40

∫
Σ∗

τ 2+2δdec |dkA|2 . ε20.

Both results are proved in Part II of [GKS-2022].

Curvature estimates in Theorem M8

Theorem M8 in [K-S:Kerr] is proved through an iteration procedure described in section
9.4.7 of [K-S:Kerr]. The control of the Ricci coefficients have been derived in Chapter 9
of [K-S:Kerr]. In the present paper, we derive the remaining estimates for the proof of
Theorem M8, i.e the estimates for curvature stated in Theorem 9.4.15 of [K-S:Kerr]. To
this end, we introduce weighed L2 type norms Rk and Gk respectively for curvature and
Ricci coefficients8, and decompose Rk and Gk in their restrictions (int)R, (int)G to (int)M
and (ext)R, (ext)G to (ext)M, see section 13.5 in [GKS-2022] for the precise definition of
these norms. In view of the results in Chapter 9 of [K-S:Kerr], the proof of Theorem 8
reduces to the following result on the control of the curvature norm Rk.

Theorem 2.2.4 (Theorem 9.4.15 of [K-S:Kerr]). Assume that the spacetimeM as defined
in section 2.1.1 verifies the quantitative assumptions (2.2.9) (2.2.10) for kL = klarge + 7,
and the assumption (2.2.7) on initial data. Let ksmall−1 ≤ J ≤ klarge + 6. Then, we have
the following boundedness estimates for all components of curvature

(int)R2
J+1 .r

18
0

(
εJ(GJ+1 + RJ+1) + ε2J + ε20

)
+ |a|r3

0G
2
J+1

+ r
27
4

0 G
3
2
J+1

(
ε0 +
√
εJ
√
GJ+1 + RJ+1

) 1
2
,

(ext)R2
J+1 .r

3+δB
0

(int)R2
J+1 + r−δB0

(ext)G2
J+1 + ε20,

where the constant in . is independent of r0 and εJ is such that GJ + RJ ≤ εJ .

Part III of [GKS-2022] is entirely dedicated to the proof of Theorem 2.2.4.

8As well as derivatives of (r, cos θ) and J.
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2.3 Derivation and estimates for the gRW equations

2.3.1 Teukolsky and gRW equations in our approach

In section 2.1.1 we derive, using the formalism developed in the previous sections9, the
nonlinear version of the Teukolsky equations for A and A of the form

L[A] = Err[L[A]], L[A] = Err[[L[A]], (2.3.1)

where L,L are second order tensorial wave operators on our spacetime M, and where
Err[L[A]], Err[L/[A]] are nonlinear errors depending on all linearized Ricci and curvature
coefficients.

Just as in linear theory, to be able to control A,A we need to perform transformations
q = q[A], q = q[A], which take solutions A,A of the Teukolsky equation (2.3.1) into
solutions of nonlinear, tensorial, versions of Regge-Wheeler equations, which we call gRW
equations.

In the setting of polarized perturbations of Schwarzschild [K-S:Schw], the derivation of
the RW equation for10 q was performed using null frames, which had the feature to be
both adapted to an integrable foliation and diagonalize the curvature tensor up to error
terms. One could thus rely on the geometric formalism developed in the context of the
proof of the nonlinear stability of Minkowski space [Ch-Kl]. In Chapter 2 of [GKS-2022]
we rely on an extension of the formalism of [Ch-Kl] which allows for non integrable null
frames. Our results on the derivation of gRW in perturbations of Kerr are obtained in
Chapter 5 of [GKS-2022] and can be summarized as follows.

Theorem 2.3.1. There exist complex 2 tensors q, q ∈ s2(C) derived from A,A as follows,

q = qq3
(

(c)∇3
(c)∇3A+ C1

(c)∇3A+ C2A
)
,

q = qq3
(

(c)∇4
(c)∇4A+ C1

(c)∇3A+ C2A
)
,

(2.3.2)

9This follows from the complex form of the null Bianchi identities, see Proposition 3.4.17.
10Note that [K-S:Schw] did not rely on q.
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where q = r + ia cos θ (c)∇3, (c)∇4 are conformal derivatives, see section ??, and

C1 = 2trχ− 2
(a)trχ2

trχ
− 4i (a)trχ,

C2 =
1

2
trχ2 − 4 (a)trχ2 +

3

2

(a)trχ4

trχ2
+ i

(
−2trχ (a)trχ+ 4

(a)trχ3

trχ

)
,

C1 = 2tr χ− 2
(a)trχ2

tr χ
− 4i (a)trχ,

C2 =
1

2
tr χ2 − 4 (a)trχ2 +

3

2

(a)trχ4

tr χ2
+ i

(
−2tr χ (a)trχ+ 4

(a)trχ3

tr χ

)
,

(2.3.3)

which verify gRW equations of the form11

�̇2q− i
4a cos θ

|q|2 ∇Tq− V q = Lq[A] + Err[�̇2q],

�̇2q + i
4a cos θ

|q|2 ∇Tq− V q = Lq[A] + Err[�̇2q],

(2.3.4)

with T an appropriately defined deformation of the stationary Killing v-field in Kerr. The
potentials V, V are real and positive and the terms Lq[A], Lq[A] are linear in A, resp A and
have have important specific properties described in detail in sections 5.2.3 and 5.3.4 of
[GKS-2022]. Finally the error terms Err[�̇2q], Err[�̇2q] depending on all linearized Ricci
and curvature coefficients are acceptable error terms, i.e. they verify important structural
properties, reminiscent to the null condition.

Remark 2.3.2. Due to the presence of the linear terms in A, resp. A, on the right
hand side of (2.3.4), one has to view the wave equations in (2.3.4) as coupled with the
defining equations for q, q given by (2.3.2), that is coupled12 with second order transport
type equations in A, resp. A.

Remark 2.3.3. Note that, in the case of Kerr, the corresponding gRW type equations in
[Ma] are complex scalars ψ[±] verifying the equations13

�a,mψ
[±] + ia c(r, θ)∂tψ

[±] + V (r, θ)ψ[±] = aL±(α[±2]). (2.3.5)

These scalars are connected to our tensorial quantities q, q via the relations ψ[+] = q(e1, e1),

ψ[−] = q(e1, e1). The equations (2.3.5) can be obtained by projecting our tensorial equa-
tions (2.3.4). Note however that the projection modifies the equations by the appearance
of Christoffel symbols14 of the horizontal frame15.

11Here �̇2 is the covariant wave operator for horizontal 2-tensors, see section 2.3. in the paper.
12This is different from the case of Schwarzschild, see [K-S:Schw], where these equations decouple.
13 With �a,m the Kerr D’Alembertian, c, V are real function of r, θ and L±(α[±2]) lower order terms.
14Singular on the axis, i.e. at θ = 0, π.
15See Section 5.2.2 of the paper for a discussion of the projection and the relation with equation (2.3.5).
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2.3.2 RW model equations

The most demanding part in the analysis of the gRW equations (2.3.4) is to derive global
Energy-Morawetz type estimates for (q, A) and respectively (q, A). To do this, it helps
to analyze first the reduced equations in which the right hand side of both equations are
treated as sources. Taking also ψ = <(q), ψ = <(q) we are led to the real RW model
equations

�2ψ − V ψ = −4a cos θ

|q|2
∗∇Tψ +N, V =

4∆

(r2 + a2)|q|2 ,

�̇2ψ − V ψ =
4a cos θ

|q|2
∗∇Tψ +N, V =

4∆

(r2 + a2)|q|2 .
(2.3.6)

A significant part in the proof of Theorems 2.2.2-2.2.3 is to derive the following result for
ψ, ψ.

Theorem 2.3.4. The following estimates hold true for solutions ψ, ψ ∈ s2 of the wave
equations (2.3.6) on spacetime region M(τ1, τ2), for all δ ≤ p ≤ 2− δ and 2 ≤ s ≤ kL,

BEF s
p [ψ](τ1, τ2) . Es

p[ψ](τ1) +N s
p [ψ,N ](τ1, τ2), (2.3.7)

BEF s
p [ψ](τ1, τ2) . Es

p[ψ](τ1) +N s
p [ψ,N ](τ1, τ2), (2.3.8)

where

BEF s
p [ψ](τ1, τ2) := sup

τ∈[τ1,τ2]

Es
p[ψ](τ) +Bs

p[ψ](τ1, τ2) + F s
p [ψ](τ1, τ2). (2.3.9)

The energy flux norms Es
p[ψ], F s

p [ψ], bulk norms Bs
p[ψ] and source norms N s

p , with p
referring to rp weights and s to the number of derivatives, are defined in section ?? of
these notes. For the sake of this introduction it suffices to take a closer look at the crucial
bulk terms Bs

p, which degenerate at the trapped set Mtrap, see Definition 2.1.2.

Definition 2.3.5. For 0 < p < 2 we define, with d = (r∇4, r∇,∇3), the bulk norms
Bs
p[ψ](τ1, τ2) :=

∑
k≤sBp[d

kψ]

Bp[ψ](τ1, τ2) := Mor[ψ](τ1, τ2) +

∫
Mr≥4m(τ1,τ2)

r−1−δ|∇3ψ|+ rp−3
(
|dψ|2 + |ψ|2

)
,

Mor[ψ](τ1, τ2) :=

∫
M(τ1,τ2)

r−2|∇R̂ψ|2 + r−3|ψ|2 +

∫
M

trap

/ (τ1,τ2)

(
r−2|∇3ψ|2 + r−1|∇ψ|2

)
.
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Figure 2.1: The spacetime region M(τ1, τ2) =M∩ {τ1 ≤ τ ≤ τ2} between the spacelike
hypersurfaces Σ1 = Σ(τ1) and Σ2 = Σ(τ2), with the grey region denoting the trapped set.

The important thing in this definition is that Bp[ψ] controls the spacetime integrals of
|∇R̂ψ|2 and |ψ|2 everywhere and all other derivatives away from the trapped set.

In addition, we also derive estimates for the quantity qψ := r2(e4ψ + r
|q|2ψ) for which one

can prove stronger rp estimates16, see Theorem ??.

The content of the section below are to be found in the Introduction to [GKS-2022]

2.4 Main steps in the proof of Theorems M1 and M2

2.5 Main ideas in the proof of Theorem 2.3.4

2.6 Main ideas in the proof of Theorem 2.2.4

16These results are the analog in perturbations of Kerr, to Theorem 5.17 and Theorem 5.18 of
[K-S:Schw] for perturbations of Schwarzschild. They are based on improved rp weighted hierarchy first
introduced in [AArGa].
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Part II

Formalism and derivation of the
main equations

61





Chapter 3

The geometric formalism of null
horizontal structures

We summarize the content of Chapters 2 in [GKS-2022] which provides the general for-
malism used in our stability of Kerr papers. The formalism extends the one used for
perturbations of Minkowski space [Ch-Kl] to perturbations of Kerr spacetimes. Such
formalism can be adapted to any Lorentzian spacetime possessing a null pair and not
necessarily foliated by surfaces. The formalism in this section is very general and does
not rely on the Einstein equation.

3.0.1 Null pairs and horizontal structures

Let (M,g) be a Lorentzian spacetime. Consider an arbitrary null pair e3 = L, e4 = L,
i.e.

g(e3, e3) = g(e4, e4) = 0, g(e3, e4) = −2.

Definition 3.0.1. We say that a vectorfield X is (L, L)-horizontal, or simply horizontal,
if

g(L,X) = g(L,X) = 0.

We denote by O(M) the set of horizontal vectorfields on M. Given a fixed orientation
on M, with corresponding volume form ∈, we define the induced volume form on O(M)
by,

∈ (X, Y ) :=
1

2
∈ (X, Y, L, L). (3.0.1)

63



64CHAPTER 3. THE GEOMETRIC FORMALISMOF NULL HORIZONTAL STRUCTURES

Given a null pair (L, L), the horizontal vectorfields O(M) define a horizontal distribu-
tion, i.e. a sub-bundle of the tangent bundle T(M) of the manifold. In the standard
terminology used in differential topology, a subbundle E ⊂ T(M) of the tangent bundle
is said to be integrable if for any vectorfields X and Y taking values in E, the Lie bracket
[X, Y ] takes values in E as well. We recall that Frobenius’ theorem states that a subbun-
dle E is integrable (or involutive) if and only if the subbundle E arises from a regular
foliation of M, i.e. if locally the subbundle E can be realized as the tangent space of a
submanifold of M.

In the context of Lorentzian spacetimes, we are often interested in foliations of the man-
ifold given by compact surfaces S, called S-folaitions in [Ch-Kl]. We therefore formulate
the following definition.

Definition 3.0.2. We say that the horizontal structure O(M) is integrable if there exists
a foliation by compact surfaces S, i.e. an S-foliation of M, such that the horizontal
vectors in O(M) at every point coincide with the tangent space of S, i.e. O(M) = T(S).

Here we will work with general, not necessarily integrable, horizontal structures.

Clearly, any linear combination of horizontal vectorfields is again horizontal. However, the
commutator [X, Y ] of two horizontal vectorfields may fail to be horizontal. Such failure is
precisely related to the existence1 of an S-foliation. More precisely, if O(M) is integrable
according to Definition 3.0.2, i.e. admits an S-foliation, then X, Y ∈ O(M) implies that
[X, Y ] ∈ O(M). Conversely, if O(M) is not close under the Lie bracket, then it can not
be foliated by compact surfaces.

Given an arbitrary vectorfield X we denote by (h)X its horizontal projection,

(h)X = X +
1

2
g(X, L)L+

1

2
g(X,L)L.

Definition 3.0.3. A k-covariant tensor-field U is said to be horizontal, and denoted
U ∈ Ok(M), if for any vectorfields X1, . . . Xk we have,

U(X1, . . . Xk) = U( (h)X1, . . .
(h)Xk).

We can define the projection operator,

Πµν = gµν +
1

2
(LµLν + Lµ Lν).

Clearly Πµ
αΠβ

µ = Πβ
α. An arbitrary tensor Uα1...αm is horizontal, if

Πβ1
α1
. . .Πβm

αm Uβ1...βm = Uα1...αm .
1Consistent to Frobenius’ theorem.
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Definition 3.0.4. For any horizontal X, Y we define2

γ(X, Y ) = g(X, Y ) (3.0.2)

and {
χ(X, Y ) = g(DXL, Y ),

χ(X, Y ) = g(DX L, Y ).
(3.0.3)

where D denotes the covariant derivative of g.

Observe that χ and χ are symmetric if and only if the horizontal structure is integrable.
Indeed this follows easily from the formulas,

χ(X, Y )− χ(Y,X) = g(DXL, Y )− g(DYL,X) = −g(L, [X, Y ]),

χ(X, Y )− χ(Y,X) = g(DX L, Y )− g(DY L,X) = −g(L, [X, Y ]).

We can view γ, χ and χ as horizontal 2-covariant tensor-fields by extending their definition
to arbitrary vectorfields X, Y according to,

γ(X, Y ) = γ( (h)X, (h)Y )

and

χ(X, Y ) = χ( (h)X, (h)Y ), χ(X, Y ) = χ( (h)X, (h)Y ).

Given a general 2-covariant horizontal tensor U we decompose it in its symmetric and
antisymmetric part as follows,

(s)U(X, Y ) =
1

2

(
U(X, Y ) + U(Y,X)

)
,

(a)U(X, Y ) =
1

2

(
U(X, Y )− U(Y,X)

)
.

Given a horizontal structure defined by e3 = L, e4 = L we associate a null frame by choos-
ing orthonormal horizontal vectorfields e1, e2 such that γ(ea, eb) = δab. By convention, we
say that (e1, e2) is positively oriented on O(M) if,

∈ (e1, e2) =∈ (e1, e2, e3, e4) = 1. (3.0.4)

Remark 3.0.5. We note that the particular choice of an orthonormal basis for H is
immaterial. All the quantities we work with are tensorial with respect to the horizontal
structure.

2In the particular case where the horizontal structure is integrable, γ is the induced metric, and χ and
χ are the null second fundamental forms.
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Given a covariant horizontal 2-tensor U and an arbitrary orthonormal horizontal frame
(ea)a=1,2 we have,

(s)Uab =
1

2
(Uab + Uba),

(a)Uab =
1

2
(Uab − Uba).

Definition 3.0.6. The trace of a horizontal 2-tensor U is defined by

tr(U) := δabUab = δab (s)Uab. (3.0.5)

We define the anti-trace of U by,

(a)tr(U) :=∈ab Uab =∈ab (a)Uab. (3.0.6)

Observe that the first trace is independent of the particular choice of the frame e1, e2.
On the other hand, for fixed e3, e4, (a)tr depends on the orientation of e1, e2. Also, by
interchanging e3, e4, (a)tr changes sign.

A general horizontal 2-tensor U can be decomposed according to,

Uab = (s)Uab + (a)Uab = Ûab +
1

2
δab tr(U) +

1

2
∈ab (a)tr(U). (3.0.7)

where Û denotes the symmetric traceless part of U .

Definition 3.0.7. We introduce the notation

tr χ := tr(χ), (a)trχ := (a)tr(χ), trχ := tr(χ), (a)trχ := (a)tr(χ). (3.0.8)

The quantities χ̂, tr χ and χ̂, trχ are called, respectively, the shear and expansion of the

horizontal distribution O(M). The scalars (a)trχ and (a)trχ measure the integrability
defects of the distribution.

Accordingly, we decompose χ, χ as follows

χab = χ̂ab +
1

2
δabtr χ+

1

2
∈ab (a)trχ,

χ
ab

= χ̂
ab

+
1

2
δabtrχ+

1

2
∈ab (a)trχ.

The scalars tr χ, trχ are called expansions and χ, χ are called the shears of the horizontal
structure.

In what follows we fix a null pair e3, e4 and an orientation on O(M). Consider the set of
all smooth k-horizontal tensorfields ξ = ξa1...ak which are fully symmetric and traceless,
i.e.

ξ = ξ(a1...ak), γaiajξa1...ai...aj ...ak = 0.
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Definition 3.0.8. We denote3 by Ok(M) the set of all horizontal tensor-fields of rank k
on M. We denote by s0 = s0(M) the set of pairs of scalar functions on M, s1 = s1(M)
the set of horizontal 1-forms onM and for, k ≥ 2, sk(M) the set of fully symmetric trace-
less horizontal tensors of rank k. In particular s2 = s2(M) denotes the set of symmetric
traceless horizontal 2-tensors on M.

In particular, tr χ, trχ, (a)trχ, (a)trχ ∈ s0 and χ̂, χ̂ ∈ s2. Any horizontal 1-form belongs
to s1.

Definition 3.0.9. We define the left and right duals of a horizontal of tensors ξ ∈ sk,
k = 1, 2

∗ξa =∈ab ξb, ξ∗ a = ξb ∈ba,
( ∗ξ)ab =∈ac ξcb, (ξ∗)ab = ξac ∈cb .

Lemma 3.0.10. Given ξ ∈ s1,2, we have

∗( ∗ξ) = −ξ, ∗ξ = −ξ∗.

Proof. Straightforward verification.

Given ξ, η ∈ s1,2 we define all the possible dot products between then

ξ · η =



ξaηa if ξ, η ∈ s1

ξaηab, if ξ ∈ s1, η ∈ s2

ξabη
b, if ξ ∈ s2, η ∈ s1

ξabη
ab, if ξ, η ∈ s2.

ξacη
c
b, if ξ, η ∈ s2.

Lemma 3.0.11. Given ξ, η ∈ s1,2 we have,

∗ξ · η = −ξ ∗ · η

Proof. Straightforward verification.

Lemma 3.0.12. Given ξ, η ∈ s2 we have, with respect to an arbitrary orthonormal basis,

ξacηcb + ηacξcb = δab ξ · η
3Using the convention of raising and lowering indices we make no distinction here between covariant

and contravariant tensors.
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Proof. Straightforward verification using an orthonormal basis e1, e2.

Definition 3.0.13. Given ξ, η ∈ s1 we denote

ξ · η := δabξaηb,

ξ ∧ η := ∈ab ξaηb,
(ξ⊗̂η)ab := ξaηb + ξbηa − δabξ · η.

Given ξ ∈ s1, η ∈ s2 we denote

(ξ · η)a := δbcξbηac.

Given ξ, η ∈ s2 we denote

(ξ ∧ η)ab := ∈ab ξacηcb.

Lemma 3.0.14. Given ξ, η ∈ s1,

∗ξ⊗̂η = ξ⊗̂ ∗η, ∗(ξ⊗̂η) = ∗ξ⊗̂η, ∗ξ⊗̂ ∗η = −ξ⊗̂η.

Proof. Write

∗(ξ⊗̂η)11 = (ξ⊗̂η)21 = ξ2η1 + ξ1η2,

(ξ⊗̂ ∗η)11 = ξ1( ∗η)1 − ξ2( ∗η)2 = ξ1η2 + ξ2η1,

( ∗ξ⊗̂η)11 = ( ∗ξ)1η1 − ( ∗ξ)2η2 = ξ2η1 + ξ1η2.

∗(ξ⊗̂η)12 = ξ2η2 − ξ1η1,

(ξ⊗̂ ∗η)12 = ξ1
∗η2 + ξ2

∗η1 = −ξ1η1 + ξ2η2,

( ∗ξ⊗̂η)12 = ∗ξ1η2 + ∗ξ2η1 = −ξ1η1 + ξ2η2.

Hence,

∗(ξ⊗̂η) = ∗ξ⊗̂η = ξ⊗̂ ∗η.

Lemma 3.0.15. Given ξ, η ∈ s1, u ∈ s2 we have

ξ⊗̂(η · u) + η⊗̂(ξ · u) = 2(ξ · η)u.

Proof. Straightforward verification using direct verification as above.
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3.0.2 Horizontal covariant derivative

Given X, Y ∈ O(M) the covariant derivative DXY fails in general to be horizontal. We
thus define the horizontal covariant operator ∇ as follows,

∇XY := (h)(DXY ) = DXY −
1

2
χ(X, Y )L− 1

2
χ(X, Y )L. (3.0.9)

Proposition 3.0.16. For all X, Y ∈ O(M),

∇XY −∇YX = [X, Y ]− (a)χ(X, Y )L− (a)χ(X, Y )L

= [X, Y ]− 1

2

(
(a)trχL+ (a)trχ L

)
∈ (X, Y ).

In particular,

(h)[X, Y ] =
1

2

(
(a)trχL+ (a)trχ L

)
∈ (X, Y ). (3.0.10)

For all X, Y, Z ∈ O(M),

Zγ(X, Y ) = γ(∇ZX, Y ) + γ(X,∇ZY ).

Remark 3.0.17. In the integrable case, ∇ coincides with the Levi-Civita connection of
the metric induced on the integral surfaces of O(M).

Given a general covariant, horizontal tensor-field U we define its horizontal covariant
derivative according to the formula,

∇ZU(X1, . . . Xk) = Z(U(X1, . . . Xk)) − U(∇ZX1, . . . Xk)−
. . . − U(X1, . . .∇ZXk).

Given X horizontal, DLX and DLX are in general not horizontal. We define ∇LX and
∇LX to be the horizontal projections of the former. More precisely,

∇LX := (h)(DLX) = DLX − g(X,DL L)L− g(X,DLL)L,

∇LX := (h)(DLX) = DLX − g(X,DL L)L− g(X,DLL)L.

We can extend the operators ∇L and ∇L to arbitrary k-covariant, horizontal tensor-fields
U as follows,

∇LU(X1, . . . , Xk) = L(U(X1, . . . , Xk)) − U(∇LX1, . . . , Xk)−
. . . − U(X1, . . . ,∇LXk),

∇LU(X1, . . . , Xk) = L(U(X1, . . . , Xk)) − U(∇LX1, . . . , Xk)−
. . . − U(X1, . . . ,∇LXk).

The following proposition follows easily from the definition.
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Proposition 3.0.18. The operators ∇, ∇L and ∇L take horizontal tensor-fields into
horizontal tensor-fields. We have,

∇γ = ∇Lγ = ∇Lγ = 0. (3.0.11)

We now extend the definition of horizontal covariant derivative to any X ∈ T(M) in the
tangent space of M and Y ∈ O(M).

Definition 3.0.19. Given X ∈ T(M) and Y ∈ O(M) we define,

ḊXY := (h)(DXY ).

Given an orthonormal frame e1, e2 ∈ O(M) we write

Ḋµea =
∑
b=1,2

(Λµ)ba eb, (Λµ)αβ := g(Dµeβ, eα).

Definition 3.0.20. Given a general, covariant, S-horizontal tensor-field U we define its
horizontal covariant derivative according to the formula,

ḊXU(Y1, . . . Yk) = X(U(Y1, . . . Yk)) − U(ḊXY1, . . . Yk)− . . .− U(Y1, . . . ḊXYk),

where X ∈ T(M) and Y1, . . . Yk ∈ O(M).

Proposition 3.0.21. For all X ∈ T(M) and Y1, Y2 ∈ O(M),

Xh(Y1, Y2) = h(ḊXY1, Y2) + h(Y1, ḊXY2).

Proof. Indeed,

Xh(Y1, Y2) = Xg(Y1, Y2) = g(DXY1, Y2) + g(Y1,DXY2) = g(ḊXY1, Y2) + g(Y1, ḊXY2)

= h(ḊXY1, Y2) + h(Y1, ḊXY2)

as desired.

We consider tensors Tk(M) ⊗Ol(M), i.e. tensors of the form Uν1...νk,a1...al for which we
define,

ḊµUν1...νk,a1...al = eµUν1...νk,a1...al − UDµν1...νk,a1...al − . . .− Uν1...Dµνk,a1...al

− Uν1...νk,Ḋµa1...al
− Uν1...νk,a1...Ḋµal

.

We are now ready to prove the following.
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Proposition 3.0.22. For a tensor Ψ ∈ O1(M), we have the curvature formula4

(ḊµḊν − ḊνḊµ)Ψa = ṘabµνΨ
b (3.0.12)

where, with connection coefficients (Λα)βγ = g(Dαeγ, eβ),

Ṙabµν := Rabµν +
1

2
Babµν

Babµν := (Λµ)3a(Λν)b4 + (Λµ)4a(Λν)b3 − (Λν)3a(Λµ)b4 − (Λν)4a(Λµ)b3.
(3.0.13)

More generally, for a mixed tensor Ψ ∈ T1(M)⊗O1(M), we have

(ḊµḊν − ḊνḊµ)Ψλa = Rλ
σ
µνΨσa + Ṙa

b
µνΨλb

with an immediate generalization to tensors Ψ ∈ Tk(M)⊗Ol(M).

Proof. See proof of Proposition 2.1.27 in [GKS-2022].

Remark 3.0.23. Note that the tensor Babµν is anti-symmetric in both µν and ab.

Corollary 3.0.24. Let X, Y be arbitrary vectorfields onM and U ∈ O1(M) an horizontal
tensor. We have5

(
∇X∇Y −∇Y∇X)U = ∇[X,Y ]U + Ṙ(X, Y )U

with an immediate generalization to U ∈ Ol(M).

Proof. We have

∇Y∇XUa = (Y λḊλ)(X
µḊµ)Ua = Y λXµḊλḊµUa + (Y λḊλ)(X

µ)ḊµUa,

∇X∇YUa = XµY λḊµḊλUa + (XµḊµ)(Y λ)ḊλUa.

Hence,(
∇X∇Y −∇Y∇X)Ua = Y λXµ

(
ḊλḊµ − ḊµḊλ

)
Ua +

(
ḊX(Y µ)− ḊY (Xµ)

)
ḊµUa

= XµY νṘabµνU
b + Ḋ[X,Y ]Ua,

as stated.

4 With an immediate generalization to tensors Ψ ∈ Ol(M).
5Here (Ṙ(X,Y )U)a := XµY νṘabµνU

b.
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3.0.3 The Gauss equation

Note that in the case of a non-integrable structure, we are missing the traditional Gauss
equation which connects the Gauss curvature of a sphere to a Riemann curvature com-
ponent. In what follows we state a result which is its non-integrable analogue.

Proposition 3.0.25. The following identity holds true.

∇a∇bXc −∇b∇aXc = RcdabX
d +

1

2
∈ab

(
(a)trχ∇3 + (a)trχ∇4

)
Xc

− 1

2

(
χacχbd + χ

ac
χbd − χbcχad − χbcχad

)
Xd,

(3.0.14)

where Rcdab denotes the Riemann curvature of (M,g).

Proof. See the proof of Proposition 2.1.41 in [GKS-2022].

Remark 3.0.26. We note that (3.0.14) can be derived from Corollary 3.0.24 according
to which, relative to an arbitrary frame eµ,(

∇µ∇ν −∇µ∇ν)X = ∇[eµ,eν ]X + Ṙ(eµ, eν)X

with Ṙ = R + 1
2
B and B defined in (3.1.39). The Gauss formula follows then easily by

evaluating the components Bcdab of the tensor B and the term ∇[ea,eb]X.

We now specialize the Gauss equation (3.0.14) to tensors.

Proposition 3.0.27. The following identities hold true.

1. For a scalar ψ:

[∇a,∇b]ψ =

(
1

2

(
(a)trχ∇3 + (a)trχ∇4

)
ψ

)
∈ab . (3.0.15)

2. The only non-vanishing component of Babcd is given by

B1212 = −B1221 = B2121 = −1

2
tr χtrχ− 1

2
(a)trχ (a)trχ+ χ̂ · χ̂. (3.0.16)

3. For ψ ∈ sk for k = 1, 2,

[∇a,∇b]ψ =

(
1

2

(
(a)trχ∇3 + (a)trχ∇4

)
ψ + k (h)K ∗ψ

)
∈ab (3.0.17)

where

(h)K := −1

4
tr χtrχ− 1

4
(a)trχ (a)trχ+

1

2
χ̂ · χ̂− 1

4
R3434. (3.0.18)
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Proof. The case of scalars can be easily checked directly.

We consider below the case ψ ∈ s2. From Corollary 3.0.24 applied to ψ ∈ s2, we have(
∇a∇b −∇b∇a

)
ψst =

1

2
∈ab ( (a)trχ∇3 + (a)trχ∇4)ψst +

1

2
Bsdabψdt +

1

2
Btdabψsd

+ Rsdabψdt + Rtdabψsd

where, by definition of B given in (3.1.39),

Bcdab : = χbcχad + χ
bc
χad − χacχbd − χacχbd. (3.0.19)

Note that by the symmetries of B, all components of Babcd vanish except for B1212. We
have

B1212 = −χ11χ22
− χ

11
χ22 + χ21χ12

+ χ
21
χ12

= −
(

1

2
tr χ+ χ̂11

)(
1

2
trχ+ χ̂

22

)
−
(

1

2
trχ+ χ̂

11

)(
1

2
tr χ+ χ̂22

)
+

(
−1

2
(a)trχ+ χ̂21

)(
1

2
(a)trχ+ χ̂

12

)
+

(
−1

2
(a)trχ+ χ̂

21

)(
1

2
(a)trχ+ χ̂12

)
= −1

2
tr χtrχ− 1

2
(a)trχ (a)trχ− χ̂11χ̂22

− χ̂22χ̂11
+ χ̂21χ̂12

+ χ̂12χ̂21

= −1

2
tr χtrχ− 1

2
(a)trχ (a)trχ+ χ̂ · χ̂.

This implies for ψ ∈ s2:

[∇1,∇2]ψ =
1

2
( (a)trχ∇3 + (a)trχ∇4)ψ

−
(

1

2
tr χtrχ+

1

2
(a)trχ (a)trχ− χ̂ · χ̂+

1

2
R3434

)
∗ψ

as stated. The case ψ ∈ s1 can be treated in the same manner.

Remark 3.0.28. The quantity (h)K defined by (3.0.18) becomes the standard Gauss cur-
vature in the case of an integrable structure. We note also that the value of (h)K for the
standard non-integrable structure (induced by the standard principal null directions, see
Chapter 5) of Kerr is given by the formula

(h)K =
r4 + a2r2 sin2 θ − 4ma2r cos2 θ − a4 cos2 θ

|q|6 .

Here is a more general version of Proposition 3.0.27.
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Proposition 3.0.29. The following identity holds true for any horizontal tensor ψ ∈ Ok

and set of horizontal indices I = i1 . . . ik

[∇a,∇b]ψI =

(
1

2

(
(a)trχ∇3 + (a)trχ∇4

)
ψI

)
∈ab

+ (h)K
[(
gi1agtb − gi1bgta

)
ψt i2...ik + · · ·

(
gikagtb − gikbgta

)
ψi1...

t
] (3.0.20)

with (h)K given by (3.0.18).

Proof. The proof is a simple extension of the proof of Proposition 3.0.27, and is left to
the reader.

Remark 3.0.30. Observe that in the case when the horizontal structure is tangent to
a S-foliation, (h)K reduces to the Gauss curvature of S. In the integrable case we can
calculate directly6 on any surface of integrability S with Gauss curvature K,

[∇a,∇b]ψs = K
(
gsagtb − gsbgta

)
ψt = K

(
gsaψb − gsbψa

)
= K ∈ab ∗ψs

which coincides with formula (3.0.17) in this case. Also for ψ ∈ O2 (but not necessarily

in s2),

[∇a,∇b]ψs1s2 = K
(
gs1agtb − gs1bgta

)
ψt s2 +K

(
gs2agtb − gs2bgta

)
ψs1

t

= K
(
gs1aψbs2 − gs1bψas2

)
+K

(
gs2aψs1b − gs2bψs1a

)
.

3.0.4 Horizontal Hodge operators

In this section we recall the Hodge operators on 2-spheres as defined in [Ch-Kl] and extend
their properties to the case of non-integrable horizontal structure.

We first define the following operators on horizontal tensors.

Definition 3.0.31. For a given horizontal 1-form ξ, we define the frame dependent op-
erators,

div ξ = δab∇bξa, curl ξ =∈ab ∇aξb, (∇⊗̂ξ)ba = ∇bξa +∇aξb − δab(div ξ).

We collect below some Leibniz rules regarding the horizontal Hodge operators.

6One can check directly that gsaψb − gsbψa =∈ab ∗ψs.
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Lemma 3.0.32. We have for ξ, η ∈ s1, u ∈ s2,

(div η)ξ − (curl η) ∗ξ = ξ · ∇η + ξ · ∗∇ ∗η

ξ⊗̂(div u) = ξ · ∇u+ ξ · ∗∇ ∗u

ξ · (∇⊗̂η) = ξ · ∇f − ξ · ∗∇ ∗η.

Proof. See the proof of Lemma 2.1.31 in [GKS-2022].

Definition 3.0.33. Given an orthonormal basis of horizontal vectors e1, e2 we define the
Hodge type operators (recall Definition 3.0.8), as introduced in [Ch-Kl].

• D/1 takes s1 into7 s0:

D/1ξ = (div ξ, curl ξ),

• D/2 takes s2 into s1:

(D/2ξ)a = ∇bξab,

• D ∗/1 takes s0 into s1:

D ∗/1(f, f∗) = −∇af+ ∈ab ∇bf∗,

• D ∗/2 takes s1 into s2:

D ∗/2ξ = −1

2
∇⊗̂ξ.

Lemma 3.0.34. Note the following pointwise identities:

1. Given (f, f∗) ∈ s0, u ∈ s1 we have

D ∗/1(f, f∗) · u = (f, f∗) · D/1u−∇a

(
fua + f∗(

∗u)a
)
. (3.0.21)

2. Given f ∈ s1, u ∈ s2 we have,

(D ∗/2f) · u = f · (D/2u)−∇a

(
fbu

ab
)
. (3.0.22)

Proof. To check (3.0.22) we write

(∇⊗̂f) · u =
(
∇afb +∇bfa − δabdiv f

)
uab = 2(∇afb)uab = 2∇a(uabfb)− 2(div u) · f.

In the particular case when the horizontal structure is tangent to 2-spheres S these op-
erators are elliptic on S and have the remarkable properties discussed in Chapter 2 of
[Ch-Kl] which we recall in the next section.

7Recall that s0 refers to pairs of scalar functions.



76CHAPTER 3. THE GEOMETRIC FORMALISMOF NULL HORIZONTAL STRUCTURES

Hodge operators on spheres

The following results were derived in Chapter 2 of [Ch-Kl] in the context of general 2-
dimensional compact surfaces S with strictly positive Gauss curvature K which we will
refer from now on as a 2-sphere.

Lemma 3.0.35. Given a 2-sphere S, we have the following:

- The kernels of both D/1 and D/2 in L2(S) are trivial while the kernel of D ∗/1 consists
of constant pairs in s0.

- The operators D ∗/1, resp. D ∗/2 are the L2 adjoints of D/1, respectively D/2.

- The kernel of D ∗/2 is the space of conformal Killing vectorfields on S.

Moreover the following identities hold true8, see [Ch-Kl]:

D ∗/1D/1 = −41 +K, D/1D ∗/1 = −40,

D ∗/2D/2 = −1

2
42 +K, D/2D ∗/2 = −1

2
(41 +K).

(3.0.23)

Proof. The statements about L2 adjoints follow immediately by integrating formulas
(3.0.21)-(3.0.22) on S. The formulas (3.0.23) follow easily by using the definitions and
commuting derivatives. Note also that for ξ ∈ s1

D ∗/2 ξ = −1

2
Lξγ

where γ denotes the induced horizontal metric as in Definition 3.0.4.

As a simple consequence of (3.0.23) one derives the following L2 estimates.

Proposition 3.0.36. Let (S, γ) be a compact manifold with Gauss curvature K.

i.) The following identity holds for vectorfields f on S:∫
S

(
|∇f |2 +K|f |2

)
=

∫
S

(
|div f |2 + |curl f |2

)
=

∫
S

| D/1f |2 (3.0.24)

8Here 4k : sk → sk, k = 0, 1, 2, is defined by (4kU)A = ∇a∇aUA.
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ii.) The following identity holds for symmetric, traceless, 2-tensorfields f on S:∫
S

(
|∇f |2 + 2K|f |2

)
= 2

∫
S

|div f |2 = 2

∫
S

| D/2f |2 (3.0.25)

iii.) The following identity holds for pairs of functions (f, f∗) on S:∫
S

(
|∇f |2 + |∇f∗|2

)
=

∫
S

| − ∇f + ( ∗∇f∗)|2 =

∫
S

| D ∗/1(f, f∗)|2 (3.0.26)

iv.) The following identity holds for vectors f on S,∫
S

(
|∇f |2 −K|f |2

)
= 2

∫
S

| D ∗/2f |2 (3.0.27)

Proof. See Chapter 2 in [Ch-Kl].

Bochner identities in the non-integrable case

We extend the identities above to the case of non-integrable horizontal structure.

Lemma 3.0.37. Given a general possibly non-integrable horizontal structure, the Hodge
operators and the Laplacians are related by the following relations for ξ ∈ s1 and u ∈ s2:

D ∗/1D/1ξ = −41ξ −
1

2
∈ab [∇a,∇b]

∗ξ,

D/2D ∗/2ξ = −1

2
41ξ +

1

4
∈ab [∇a,∇b]

∗ξ,

D ∗/2D/2u = −1

2
42u−

1

4
∈ab [∇a,∇b]

∗u.

(3.0.28)

Proof. See the proof of Lemma 2.1.36 in [K-S:Kerr].

Using the pointwise relations (3.0.21) and (3.0.22) and the above lemma, we can deduce
the following pointwise version of the L2 estimates of Proposition 3.0.36.
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Proposition 3.0.38. Given a not necessarily integrable horizontal structure, the following
pointwise relations hold:

i. The following identity holds for f ∈ s1:

|∇f |2 − 1

2
∈ab [∇a,∇b]

∗f · f = | D/1f |2 +∇a

(
∇af · f − (div f)fa − (curl f)( ∗f)a

)
.

ii. The following identity holds for f ∈ s2:

|∇f |2 − 1

4
∈ab [∇a,∇b]

∗f · f = 2| D/2f |2 +∇a

(
∇af · f − 2(div f)bf

ab
)
.

iii. The following identity holds for f ∈ s1:

|∇f |2 +
1

4
∈ab [∇a,∇b]

∗f · f = 2| D ∗/2f |2 +∇a

(
∇af · f + 2(D ∗/2f)abfb

)
.

Proof. The above relations are obtained by multiplying relations (3.0.28) by f and inte-
grating by parts in the horizontal directions.

Remark 3.0.39. In the integrable case the commutator ∈ab [∇a,∇b] is given by the
standard Gauss formula in terms of K. In the non-integrable case it can be computed by
using the generalized Gauss equation, see Proposition 3.0.25.

Observe that in the relations obtained in Proposition 3.0.38, the divergence terms cannot
be discarded upon integration because of the absence of an integrable surface. There are
various ways to deal with this difficulty, such as to integrate (3.0.29)-(3.0.29) on the entire
spacetime manifold M.

Remark 3.0.40. Note that the divergence terms in Proposition 3.0.38 can be re-expressed
in terms of spacetime divergences based on the following lemma.

Lemma 3.0.41. For f ∈ s1, we have9

Dαfα = ∇afa + (η + η) · f (3.0.29)

where η
a

:= 1
2
g(ea,DL L) and ηa := 1

2
g(ea,DLL), see Definition 3.1.1.

9Here, we extend the horizontal 1-form f as a full 1-form on M by setting f3 = f4 = 0.
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Proof. We have, using (3.1.3),

Dαfα −∇afa = −1

2

(
D3f4 + D4f3) = −1

2

(
e3(f4)− fD34 + e4(f3)− fD43)

=
1

2

(
2ηafa + 2η

a
fa) = (η + η) · f

as stated.

Using (3.0.17) we can rewrite Proposition 3.0.38 as follows.

Proposition 3.0.42. Given a not necessarily integrable horizontal structure, the following
pointwise relations hold10:

i. The following identity holds for f ∈ s1:

|∇f |2 + (h)K|f |2 = | D/1f |2 +
1

2

((
(a)trχ∇3 + (a)trχ∇4

)
∗f

)
· f + div [D/1f ],

div [D/1f ] := ∇a

(
∇af · f − (div f)fa − (curl f)( ∗f)a

)
.

(3.0.30)

ii. The following identity holds for f ∈ s2:

|∇f |2 + 2 (h)K|f |2 = 2| D/2f |2 +
1

2

((
(a)trχ∇3 + (a)trχ∇4

)
∗f

)
· f + div [D/2f ],

div [D/2f ] := ∇a

(
∇af · f − 2(div f)bf

ab
)
.

(3.0.31)

iii. The following identity holds for f ∈ s1:

|∇f |2 − (h)K|f |2 = 2| D ∗/2f |2 −
1

2

((
(a)trχ∇3 + (a)trχ∇4

)
∗f

)
· f + div [D ∗/2f ],

div [D ∗/2f ] := ∇a

(
∇af · f + 2(D ∗/2f)abfb

)
.

(3.0.32)

Proof. From (3.0.17), we have for f ∈ s1 and u ∈ s2:

1

2
∈ab [∇a,∇b]

∗f =
1

2
( (a)trχ∇3 + (a)trχ∇4) ∗f − (h)Kf,

1

2
∈ab [∇a,∇b]

∗u =
1

2
( (a)trχ∇3 + (a)trχ∇4) ∗u− 2 (h)Ku,

from which we obtain the stated identities.
10Note that according to Lemma 3.0.41, the divergence terms in the proposition can be re-expressed

in terms of the spacetime divergences, see Remark 3.0.40.
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3.1 Horizontal structures and Einstein equations

We apply the general formalism for non-integrable structures to the case of a spacetime
solution to the Einstein vacuum equation. For an application of the formalism to the
Einstein-Maxwell equation, see [Giorgi:KN].

3.1.1 Ricci coefficients

Definition 3.1.1. We define the horizontal 1-forms,

η(X) :=
1

2
g(X,DL L), η(X) :=

1

2
g(X,DLL),

ξ(X) :=
1

2
g(X,DL L), ξ(X) :=

1

2
g(X,DLL).

With these definitions we have,

∇LX := (h)(DLX) = DLX − η(X)L− ξ(X)L,

∇LX := (h)(DLX) = DLX − ξ(X)L− η(X)L.

In addition to the horizontal tensor-fields χ, χ, η, η, ξ, ξ introduced above we also define
the scalars,

ω :=
1

4
g(DL L,L), ω :=

1

4
g(DLL, L),

and the horizontal 1-form,

ζ(X) =
1

2
g(DXL, L).

We summarize below the definition of the the horizontal 1-forms ξ, ξ, η, η, ζ ∈ O1:
ξ(X) = 1

2
g(DLL,X), ξ(X) = 1

2
g(DL L,X),

η(X) = 1
2
g(DLL,X), η(X) = 1

2
g(DL L,X),

ζ(X) = 1
2
g(DXL, L),

(3.1.1)

and the real scalars

ω =
1

4
g(DLL, L), ω =

1

4
g(DL L,L). (3.1.2)
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Definition 3.1.2. The horizontal tensor-fields χ, χ, η, η, ζ, ξ, ξ, ω, ω are called the connec-
tion coefficients of the null pair (L, L). Given an arbitrary basis of horizontal vectorfields
e1, e2, we write using the short hand notation Da = Dea , a = 1, 2,

χ
ab

= g(Da L, eb), χab = g(DaL, eb),

ξ
a

=
1

2
g(DL L, ea), ξa =

1

2
g(DLL, ea),

ω =
1

4
g(DL L,L), ω =

1

4
g(DLL, L),

η
a

=
1

2
g(DL L, ea), ηa =

1

2
g(DLL, ea),

ζa =
1

2
g(DaL, L).

We easily derive the Ricci formulae,

Daeb = ∇aeb +
1

2
χabe3 +

1

2
χ
ab
e4,

Dae4 = χabeb − ζae4,

Dae3 = χ
ab
eb + ζae3,

D3ea = ∇3ea + ηae3 + ξ
a
e4,

D3e3 = −2ωe3 + 2ξ
b
eb, (3.1.3)

D3e4 = 2ωe4 + 2ηbeb,

D4ea = ∇4ea + η
a
e4 + ξae3,

D4e4 = −2ωe4 + 2ξbeb,

D4e3 = 2ωe3 + 2η
b
eb.

3.1.2 Curvature and Weyl fields

Assume that W ∈ T0
4(M) is a Weyl field, i.e.


Wαβµν = −Wβαµν = −Wαβνµ = Wµναβ,

Wαβµν +Wαµνβ +Wανβµ = 0,

gβνWαβµν = 0.

(3.1.4)
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We define the null components of the Weyl field W , α(W ), α(W ), %(W ) ∈ O2(M) and
β(W ), β(W ) ∈ O1(M) by the formulas

α(W )(X, Y ) = W (L,X,L, Y ),

α(W )(X, Y ) = W (L,X, L, Y ),

β(W )(X) = 1
2
W (X,L, L, L),

β(W )(X) = 1
2
W (X, L, L, L),

%(W )(X, Y ) = W (X, L, Y, L).

(3.1.5)

Recall that if W is a Weyl field its Hodge dual ∗W , defined by ∗Wαβµν = 1
2
∈µνρσWαβρσ,

is also a Weyl field. We easily check the formulas,
α( ∗W ) = ∗α(W ), α( ∗W ) = − ∗α(W ),

β( ∗W ) = ∗β(W ), β( ∗W ) = − ∗β(W ),

%( ∗W ) = ∗%(W ).

(3.1.6)

It is easy to check that α, α are symmetric traceless horizontal tensor-fields. On the other
hand the horizontal 2-tensorfield % is neither symmetric nor traceless. It is convenient to
express it in terms of the following two scalar quantities,

ρ(W ) =
1

4
W (L, L, L, L), ∗ρ(W ) =

1

4
∗W (L, L, L, L). (3.1.7)

Observe also that,

ρ( ∗W ) = ∗ρ(W ), ∗ρ( ∗W ) = −ρ.

Thus,

%(X, Y ) =
(
− ρ γ(X, Y ) + ∗ρ ∈ (X, Y )

)
, ∀X, Y ∈ O(M). (3.1.8)

We have

Wa3b4 = %ab = (−ρδab + ∗ρ ∈ab),
Wab34 = 2 ∈ab ∗ρ,
Wabcd = − ∈ab∈cd ρ,
Wabc3 = ∈ab ∗βc,
Wabc4 = − ∈ab ∗βc.
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3.1.3 Pairing transformations

In addition to the Hodge duality we will need to take into account the duality with respect
to the interchange of e4 = L, e3 = L, which we call a pairing transformation. Clearly,
under this transformation, α↔ α, β ↔ −β, ρ↔ ρ, ∗ρ↔ ∗ρ, %↔ %̌ with %̌ab := %ba. One
has to be careful however when combining the Hodge dual and pairing transformations.
In that case we have, ∗α ↔ − ∗α, ∗β ↔ ∗β. This is due to the fact that under the
pairing transformation ∈ab→ − ∈ab (since ∈ab=∈ab34). Indeed, for example,

∗αab = α( ∗W )ab = ∗Wa3b3 = − ∈a3c4 Wc3b3 =∈ac34 Wc3b3 =∈ac αcb,
∗αab = α( ∗W )ab = ∗Wa4b4 = − ∈a4c3 Wc4b4 = − ∈cb34 Wc4b4 = − ∈ac αcb.

The reason ∗β transforms to ∗β and not − ∗β is that in this case there are two sign
changes. In the case of ∗ρ we have

4 ∗ρ = ∗R3434 =
1

2
∈34

abRab34 ↔
1

2
∈43

abRab43 = 4 ∗ρ.

Here is a schematic presentation of all pairing transformations.

χ̂
ab
↔ χ̂ab

trχ↔ trχ
(a)trχ↔ − (a)trχ

ξ
a
↔ ξa

ω ↔ ω

η
a
↔ ηa

ζa ↔ −ζa
α↔ α

β ↔ −β
ρ↔ ρ

%↔ %̌



∈ab↔ − ∈ab
∗χ̂

ab
↔ − ∗χ̂ab

∗ξ
a
↔ − ∗ξa

∗η
a
↔ − ∗ηa

∗ζa ↔ ∗ζa
∗α↔ − ∗α
∗β ↔ ∗β
∗ρ↔ ∗ρ
∗ (c)∇a ↔ − ∗ (c)∇a

curl ↔ −curl

The decomposition above for Weyl fields applies in particular to the Riemann curvature
tensor R of a vacuum spacetime.

In the case of a vacuum spacetime, the non-integrable Gauss curvature defined by (3.0.18)
becomes

(h)K = −1

4
tr χtrχ− 1

4
(a)trχ (a)trχ+

1

2
χ̂ · χ̂− ρ. (3.1.9)
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3.1.4 Horizontal tensor B

We calculate below the components of the horizontal curvature tensor B defined by the
formula, see (3.1.39),

Babµν := (Λµ)3a(Λν)b4 + (Λµ)4a(Λν)b3 − (Λν)3a(Λµ)b4 − (Λν)4a(Λµ)b3.

Proposition 3.1.3. The components of B are given by the following formulas:

Babc3 = −Bab3c = 2
(
− χ

ca
ηb + χ

cb
ηa − χcaξb + χcbξa

)
,

Babc4 = −Bab4c = 2
(
− χcaηb + χcbηa − χcaξb + χ

cb
ξa
)
,

Bab34 = −Bab43 = 4
(
− ξ

a
ξb + ξaξb − ηaηb + η

a
ηb
)
,

Babcd = −Babdc = χbcχad + χ
bc
χad − χacχbd − χacχbd.

(3.1.10)

The above can also be written as

Babc3 = −trχ
(
δcaηb − δcbηa

)
− (a)trχ

(
∈ca ηb− ∈cb ηa

)
+ 2
(
− χ̂

ca
ηb + χ̂

cb
ηa − χcaξb + χcbξa

)
,

Babc4 = −tr χ
(
δcaηb − δcbηa

)
− (a)trχ

(
∈ca ηb− ∈cb ηa

)
+ 2
(
− χ̂caηb + χ̂cbηa − χcaξb + χ

cb
ξa
)
.

(3.1.11)

The only non vanishing component of Babcd is given by

B1212 = −B1221 = B2121 = −1

2
tr χtrχ− 1

2
(a)trχ (a)trχ+ χ̂ · χ̂.

Proof. We write recalling the definition (Λµ)αβ = g(Dµeβ, eα) and definition of Ricci
coefficients, see Definition 3.1.2,

Babc3 = (Λc)3a(Λ3)b4 + (Λc)4a(Λ3)b3 − (Λ3)3a(Λc)b4 − (Λ3)4a(Λc)b3

= −2χ
ca
ηb − 2χcaξb + 2ξ

a
χcb + 2ηaχcb

and

Bab34 = (Λ3)3a(Λ4)b4 + (Λ3)4a(Λ4)b3 − (Λ4)3a(Λ3)b4 − (Λ4)4a(Λ3)b3

= 4(−ξ
a
)ξb + 4(−ηa)ηb − 4(−η

a
)ηb − 4(η

a
)ηb − (−ξa)ξb

= 4
(
− ξ

a
ξb + ξaξb − ηaηb + η

a
ηb
)

For the remaining formulas see (3.0.19) and (3.0.16).

NEW
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Lemma 3.1.4. We have

Babc3 + Bbca3 + Bcab3 = −2 (a)trχ ∈[ca ηb] − 2 (a)trχ ∈[ca ξb]

Babc4 + Bbca4 + Bcab4 = −2 (a)trχ ∈[ca ηb] − 2 (a)trχ ∈[ca ξb]

Babcd + Bbcad + Bcabd = 0.

Proof. Note that both Babc3 and Babc4 can be written in the form

Cabc = (UacWb − UbcWa) + (VacWb − VbcWa)

with U symmetric and V antisymmetric. Thus

Cabc + Cbca + Ccab = U[acWb] + V[acWb] = 2V[acWb]

We deduce

B[abc]3 = Babc3 + Bbca3 + Bcab3 = −2 (a)trχ ∈[ca ηb] − 2 (a)trχ ∈[ca ξb]

B[abc]4 = Babc4 + Bbca4 + Bcab4 = −2 (a)trχ ∈[ca ηb] − 2 (a)trχ ∈[ca ξb]

Also, since the only non-vanishing components of Babcd is B1212,

B[121]2 = B1212 + B2112 + B1122 = 0.

as stated.

3.1.5 Null structure equations

We state below the null structure equation in the general setting discussed above. We
assume given a vacuum spacetime endowed with a general null frame (e3, e4, e1, e2) relative
to which we define our connection and curvature coefficients.

Proposition 3.1.5 (Null structure equations). The connection coefficients verify the fol-
lowing equations:

∇3trχ = −|χ̂|2 − 1

2

(
trχ2 − (a)trχ2

)
+ 2div ξ − 2ωtrχ+ 2ξ · (η + η − 2ζ),

∇3
(a)trχ = −trχ (a)trχ+ 2curl ξ − 2ω (a)trχ+ 2ξ ∧ (−η + η + 2ζ),

∇3χ̂ = −trχ χ̂+∇⊗̂ξ − 2ωχ̂+ ξ⊗̂(η + η − 2ζ)− α,
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∇3tr χ = −χ̂ · χ̂− 1

2
trχtr χ+

1

2
(a)trχ (a)trχ+ 2div η + 2ωtr χ+ 2

(
ξ · ξ + |η|2

)
+ 2ρ,

∇3
(a)trχ = −χ̂ ∧ χ̂− 1

2
( (a)trχtr χ+ trχ (a)trχ) + 2curl η + 2ω (a)trχ+ 2ξ ∧ ξ − 2 ∗ρ,

∇3χ̂ = −1

2

(
tr χχ̂+ trχχ̂

)
− 1

2

(
− ∗χ̂ (a)trχ+ ∗χ̂ (a)trχ

)
+∇⊗̂η + 2ωχ̂

+ ξ⊗̂ξ + η⊗̂η,

∇4trχ = −χ̂ · χ̂− 1

2
tr χtrχ+

1

2
(a)trχ (a)trχ+ 2div η + 2ωtrχ+ 2

(
ξ · ξ + |η|2

)
+ 2ρ,

∇4
(a)trχ = −χ̂ ∧ χ̂− 1

2
( (a)trχtrχ+ tr χ (a)trχ) + 2curl η + 2ω (a)trχ+ 2ξ ∧ ξ + 2 ∗ρ,

∇4χ̂ = −1

2

(
trχχ̂+ tr χχ̂

)
− 1

2

(
− ∗χ̂ (a)trχ+ ∗χ̂ (a)trχ

)
+∇⊗̂η + 2ωχ̂

+ ξ⊗̂ξ + η⊗̂η,

∇4tr χ = −|χ̂|2 − 1

2

(
tr χ2 − (a)trχ2

)
+ 2div ξ − 2ωtr χ+ 2ξ · (η + η + 2ζ),

∇4
(a)trχ = −tr χ (a)trχ+ 2curl ξ − 2ω (a)trχ+ 2ξ ∧ (−η + η − 2ζ),

∇4χ̂ = −tr χ χ̂+∇⊗̂ξ − 2ωχ̂+ ξ⊗̂(η + η + 2ζ)− α.

Also,

∇3ζ + 2∇ω = −χ̂ · (ζ + η)− 1

2
trχ(ζ + η)− 1

2
(a)trχ( ∗ζ + ∗η) + 2ω(ζ − η)

+χ̂ · ξ +
1

2
tr χ ξ +

1

2
(a)trχ ∗ξ + 2ωξ − β,

∇4ζ − 2∇ω = χ̂ · (−ζ + η) +
1

2
tr χ(−ζ + η) +

1

2
(a)trχ(− ∗ζ + ∗η) + 2ω(ζ + η)

−χ̂ · ξ − 1

2
trχ ξ − 1

2
(a)trχ ∗ξ − 2ωξ − β,

∇3η −∇4ξ = −χ̂ · (η − η)− 1

2
trχ(η − η) +

1

2
(a)trχ( ∗η − ∗η)− 4ωξ + β,

∇4η −∇3ξ = −χ̂ · (η − η)− 1

2
tr χ(η − η) +

1

2
(a)trχ( ∗η − ∗η)− 4ωξ − β,

and

∇3ω +∇4ω − 4ωω − ξ · ξ − (η − η) · ζ + η · η = ρ.
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Also,

div χ̂+ ζ · χ̂ =
1

2
∇tr χ+

1

2
tr χζ − 1

2
∗∇ (a)trχ− 1

2
(a)trχ ∗ζ − (a)trχ ∗η − (a)trχ ∗ξ − β,

div χ̂− ζ · χ̂ =
1

2
∇trχ− 1

2
trχζ − 1

2
∗∇ (a)trχ+

1

2
(a)trχ ∗ζ − (a)trχ ∗η − (a)trχ ∗ξ + β,

and11

curl ζ = −1

2
χ̂ ∧ χ̂+

1

4

(
tr χ (a)trχ− trχ (a)trχ

)
+ ω (a)trχ− ω (a)trχ+ ∗ρ.

Proof. Except for the fact that the order of indices in χ, χ is important, since they are no
longer symmetric, the derivation is exactly as in [Ch-Kl].

3.1.6 Null Bianchi identities

We state below the equations verified by the null curvature components of an Einstein
vacuum space-time.

Proposition 3.1.6 (Null Bianchi identities). The curvature components verify the fol-
lowing equations:

∇3α−∇⊗̂β = −1

2

(
trχα + (a)trχ ∗α) + 4ωα + (ζ + 4η)⊗̂β − 3(ρχ̂+ ∗ρ ∗χ̂),

∇4β − div α = −2(tr χβ − (a)trχ ∗β)− 2ωβ + α · (2ζ + η) + 3(ξρ+ ∗ξ ∗ρ),

∇3β + div % = −(trχβ + (a)trχ ∗β) + 2ω β + 2β · χ̂+ 3(ρη + ∗ρ ∗η) + α · ξ,

∇4ρ− div β = −3

2
(tr χρ+ (a)trχ ∗ρ) + (2η + ζ) · β − 2ξ · β − 1

2
χ̂ · α,

∇4
∗ρ+ curl β = −3

2
(tr χ ∗ρ− (a)trχρ)− (2η + ζ) · ∗β − 2ξ · ∗β +

1

2
χ̂ · ∗α,

∇3ρ+ div β = −3

2
(trχρ− (a)trχ ∗ρ)− (2η − ζ) · β + 2ξ · β − 1

2
χ̂ · α,

∇3
∗ρ+ curl β = −3

2
(trχ ∗ρ+ (a)trχρ)− (2η − ζ) · ∗β − 2ξ · ∗β − 1

2
χ̂ · ∗α,

∇4β − div %̌ = −(tr χβ + (a)trχ ∗β) + 2ω β + 2β · χ̂− 3(ρη − ∗ρ ∗η)− α · ξ,
∇3β + div α = −2(trχβ − (a)trχ ∗β)− 2ωβ − α · (−2ζ + η)− 3(ξρ− ∗ξ ∗ρ),

∇4α +∇⊗̂β = −1

2

(
tr χα + (a)trχ ∗α) + 4ωα + (ζ − 4η)⊗̂β − 3(ρχ̂− ∗ρ ∗χ̂).

11Note that this equation follows from expanding R34ab.
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Here,

div % = −(∇ρ+ ∗∇ ∗ρ), div %̌ = −(∇ρ− ∗∇ ∗ρ). (3.1.12)

Proof. The proof follows line by line from the derivation in [Ch-Kl] except, once more,
for keeping track of the lack of symmetry for χ, χ. Note also that %̌ab = %ba and that
(div %)b = ∇a%ab.

Remark 3.1.7. Note that both the null structure and null Bianchi equations are invariant
with respect to the pairing transformations of section 3.1.3.

3.1.7 Null Bianchi Equations using Hodge Operators

The special structure of the null structure equations is more apparent if we make use of
the Hodge operators D/1, D/2, D ∗/1, D ∗/2. In doing this it is important to remember that D/1

takes s1 to s0 and that these latter are pairs of. scalars. It is for this reason that

Proposition 3.1.8 (Null structure equations using Hodge operators).

∇3α + 2D ∗/2β = −1

2

(
trχα + (a)trχ ∗α) + 4ωα + (ζ + 4η)⊗̂β − 3(ρχ̂+ ∗ρ ∗χ̂),

∇4β − D/2α = −2(tr χβ − (a)trχ ∗β)− 2ωβ + α · (2ζ + η) + 3(ξρ+ ∗ξ ∗ρ),

∇3β − D ∗/1(−ρ, ∗ρ) = −(trχβ + (a)trχ ∗β) + 2ω β + 2β · χ̂+ 3(ρη + ∗ρ ∗η) + α · ξ,

∇4(−ρ, ∗ρ) + D/1β = −3

2
tr χ(−ρ, ∗ρ)− 3

2
(a)trχ(− ∗ρ,−ρ)− (2η + ζ) · (β, ∗β)

+2ξ · (β,− ∗β) +
1

2
χ̂ · (α, ∗α),

∇3(ρ, ∗ρ) + D/1β = −3

2
trχ(ρ, ∗ρ)− 3

2
(a)trχ(− ∗ρ, ρ)− (2η − ζ) · (β, ∗β)

+2ξ · (β,− ∗β)− 1

2
χ̂ · (α, ∗α),

∇4β − D ∗/1(ρ, ∗ρ) = −(tr χβ + (a)trχ ∗β) + 2ω β + 2β · χ̂− 3(ρη − ∗ρ ∗η)− α · ξ,
∇3β + D/2α = −2(trχβ − (a)trχ ∗β)− 2ωβ − α · (−2ζ + η)− 3(ξρ− ∗ξ ∗ρ),

∇4α− 2D ∗/2β = −1

2

(
tr χα + (a)trχ ∗α) + 4ωα + (ζ − 4η)⊗̂β − 3(ρχ̂− ∗ρ ∗χ̂).

Remark 3.1.9. As we shall see later further simplification can be obtained by introducing
complex horizontal tensors.
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3.1.8 Main equations using conformally invariant derivatives

Consider frame transformations of the form

e′3 = λ−1e3, e′4 = λe4, e′a = ea.

Note that under the above mentioned frame transformation we have

trχ′ = λ−1trχ, (a)trχ′ = λ−1 (a)trχ, tr χ′ = λtr χ, (a)trχ′ = λ (a)trχ,

ξ′ = λ2ξ, η′ = η, η′ = η, ξ′ = λ−2ξ,

α′ = λ2α, β′ = λβ, ρ′ = ρ, ∗ρ′ = ∗ρ, β′ = λ−1β, α′ = λ−2α,

and

ω′ = λ−1

(
ω +

1

2
e3(log λ)

)
, ω′ = λ

(
ω − 1

2
e4(log λ)

)
, ζ ′ = ζ −∇(log λ).

Definition 3.1.10 (s-conformally invariants). We say that a horizontal tensor f is s-
conformally invariant if, under the conformal frame transformation above, it changes as
f ′ = λsf .

Remark 3.1.11. Note that in the case when f is a Ricci or curvature coefficient s cor-
responds precisely to the signature, as define in Chapter 5 of [Ch-Kl].

Remark 3.1.12. If f s-conformal invariant, then ∇3f,∇4f,∇af are not conformal in-
variant.

We correct the lacking of being conformal invariant by making the following definition.

Lemma 3.1.13. If f is s-conformal invariant, then

1. (c)∇3f := ∇3f − 2sωf is (s− 1)-conformally invariant.

2. (c)∇4f := ∇4f + 2sωf is (s+ 1)-conformally invariant.

3. (c)∇Af := ∇Af + sζAf is s-conformally invariant.

Proof. Immediate verification.

Remark 3.1.14. Note that s is precisely what in [Ch-Kl] is called the signature of the
tensor. In GHP formalism [GHP], the signature is related to the spin and the boost weights
of the complex scalars.
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Using these definitions we rewrite the main equations as follows.

Proposition 3.1.15. We have

(c)∇3trχ = −|χ̂|2 − 1

2

(
trχ2 − (a)trχ2

)
+ 2 (c)div ξ + 2ξ · (η + η),

(c)∇3
(a)trχ = −trχ (a)trχ+ 2 (c)curl ξ + 2ξ ∧ (−η + η),

(c)∇3χ̂ = −trχ χ̂+ (c)∇⊗̂ξ + ξ⊗̂(η + η)− α,

(c)∇3tr χ = −χ̂ · χ̂− 1

2
trχtr χ+

1

2
(a)trχ (a)trχ+ 2 (c)div η + 2

(
ξ · ξ + |η|2

)
+ 2ρ,

(c)∇3
(a)trχ = −χ̂ ∧ χ̂− 1

2
( (a)trχtr χ+ trχ (a)trχ) + 2 (c)curl η + 2ξ ∧ ξ − 2 ∗ρ,

(c)∇3χ̂ = −1

2

(
tr χχ̂+ trχχ̂

)
− 1

2

(
− ∗χ̂ (a)trχ+ ∗χ̂ (a)trχ

)
+ (c)∇⊗̂η + ξ⊗̂ξ + η⊗̂η,

(c)∇4trχ = −χ̂ · χ̂− 1

2
tr χtrχ+

1

2
(a)trχ (a)trχ+ 2 (c)div η + 2

(
ξ · ξ + |η|2

)
+ 2ρ,

(c)∇4
(a)trχ = −χ̂ ∧ χ̂− 1

2
( (a)trχtrχ+ tr χ (a)trχ) + 2 (c)curl η + 2ξ ∧ ξ + 2 ∗ρ,

(c)∇4χ̂ = −1

2

(
trχχ̂+ tr χχ̂

)
− 1

2

(
− ∗χ̂ (a)trχ+ ∗χ̂ (a)trχ

)
+ (c)∇⊗̂η + ξ⊗̂ξ + η⊗̂η,

(c)∇4tr χ = −|χ̂|2 − 1

2

(
tr χ2 − (a)trχ2

)
+ 2 (c)div ξ + 2ξ · (η + η),

(c)∇4
(a)trχ = −tr χ (a)trχ+ 2 (c)curl ξ + 2ξ ∧ (−η + η),

(c)∇4χ̂ = −tr χ χ̂+ (c)∇⊗̂ξ + ξ⊗̂(η + η)− α,

(c)∇3η − (c)∇4ξ = −χ̂ · (η − η)− 1

2
trχ(η − η) +

1

2
(a)trχ( ∗η − ∗η) + β,

(c)∇4η − (c)∇3ξ = −χ̂ · (η − η)− 1

2
tr χ(η − η) +

1

2
(a)trχ( ∗η − ∗η)− β.

Also,

(c)div χ̂ =
1

2
(c)∇(tr χ)− 1

2
∗ (c)∇( (a)trχ)− (a)trχ ∗η − (a)trχ ∗ξ − β,

(c)div χ̂ =
1

2
(c)∇(trχ)− 1

2
∗ (c)∇( (a)trχ)− (a)trχ ∗η − (a)trχ ∗ξ + β.
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Proposition 3.1.16. We have

(c)∇3α− (c)∇⊗̂β = −1

2

(
trχα + (a)trχ ∗α) + 4η⊗̂β − 3(ρχ̂+ ∗ρ ∗χ̂),

(c)∇4β − (c)div α = −2(tr χβ − (a)trχ ∗β) + α · η + 3(ξρ+ ∗ξ ∗ρ),
(c)∇3β + (c)div % = −(trχβ + (a)trχ ∗β) + 2β · χ̂+ 3(ρη + ∗ρ ∗η) + α · ξ,
(c)∇4ρ− (c)div β = −3

2
(tr χρ+ (a)trχ ∗ρ) + 2η · β − 2ξ · β − 1

2
χ̂ · α,

(c)∇4
∗ρ+ (c)curl β = −3

2
(tr χ ∗ρ− (a)trχρ)− 2η · ∗β − 2ξ · ∗β +

1

2
χ̂ · ∗α,

(c)∇3ρ+ (c)div β = −3

2
(trχρ− (a)trχ ∗ρ)− 2η · β + 2ξ · β − 1

2
χ̂ · α,

(c)∇3
∗ρ+ (c)curl β = −3

2
(trχ ∗ρ+ (a)trχρ)− 2η · ∗β − 2ξ · ∗β − 1

2
χ̂ · ∗α,

(c)∇4β − (c)div %̌ = −(tr χβ + (a)trχ ∗β) + 2β · χ̂− 3(ρη − ∗ρ ∗η)− α · ξ,
(c)∇3β + (c)div α = −2(trχβ − (a)trχ ∗β)− α · η − 3(ξρ− ∗ξ ∗ρ),

(c)∇4α + (c)∇⊗̂β = −1

2

(
tr χα + (a)trχ ∗α)− 4η⊗̂β − 3(ρχ̂− ∗ρ ∗χ̂).

3.1.9 Spacetimes of Petrov type D

Consider an Einstein vacuum spacetime (M,g). A spacetime is said to be of type D
if there exists an horizontal structure for which α, β, β, α vanish identically. The main
example is provided by the Kerr family. Using the first and last equations in proposition
3.1.6 we deduce, for any spacetime of type D that 3

2
(ρχ̂ + ∗ρ ∗χ̂) and 3

2
(ρχ̂ − ∗ρ ∗χ̂)

from which we easily deduce that χ̂ = χ̂ = 0. must vanish. Similarly, using the second

and second to last equations of the same proposition, we deduce that 3
2
(ξρ + ∗ξ ∗ρ) = 0

and 3
2
(ξρ − ∗ξ ∗ρ) = 0 from which we also infer that ξ = ξ = 0. We obtain the well

known Penrose-Saks theorem according to which, if a spacetime is of type D we must
have, relative to the correspondinh horizontal structure,

χ̂ = χ̂ = ξ = ξ = 0 (3.1.13)

3.1.10 Commutation formulas

Lemma 3.1.17. Let UA = Ua1...ak be a general k-horizontal tensorfield.
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1. We have

[∇3,∇b]UA = −χ
bc
∇cUA + (ηb − ζb)∇3UA + ξ

b
∇4UA + Ṙaic3bUa1

c
ak . (3.1.14)

2. We have

[∇4,∇b]UA = −χbc∇cUa + (η
b

+ ζb)∇4Ua + ξb∇3Ua + Ṙaic4bUa1
c
ak (3.1.15)

3. We have

[∇4,∇3]UA = 2(η
b
− ηb)∇bUA + 2ω∇3UA − 2ω∇4UA + Ṙaic43Ua1

c
ak (3.1.16)

where, recall Proposition 3.1.3 and that Ṙabµν := Rabµν + 1
2
Babµν,

Ṙac3b = − ∈ac ∗βb +
1

2
trχ
(
δcaηb − δcbηa

)
+

1

2
(a)trχ

(
∈ca ηb− ∈cb ηa

)
−
(
− χ̂caηb +

1

2
χ̂cbηa −

1

2
χ
ca
ξb + χ

cb
ξa
)
,

Ṙac4b =∈ac ∗βb +
1

2
tr χ
(
δcaηb − δcbηa

)
+

1

2
(a)trχ

(
∈ca ηb− ∈cb ηa

)
−
(
− χ̂caηb + χ̂cbηa − χcaξb + χ

cb
ξa
)
,

Ṙab43 = −2 ∈ab ∗ρ− 2
(
− ηaηb + η

a
ηb − ξaξb + ξaξb

)
.

(3.1.17)

Proof. See the proof of Lemma 2.2.7 in [GKS-2022]. As a corollary we derive

Lemma 3.1.18. The following commutation formulas hold true:

1. Given f ∈ s0, we have

[∇3,∇a]f = −1

2

(
trχ∇af + (a)trχ ∗∇af

)
+ (ηa − ζa)∇3f − χ̂ab∇bf

+ ξ
a
∇4f,

[∇4,∇a]f = −1

2

(
tr χ∇af + (a)trχ ∗∇af

)
+ (η

a
+ ζa)∇4f − χ̂ab∇bf

+ ξa∇3f,

[∇4,∇3]f = 2(η − η) · ∇f + 2ω∇3f − 2ω∇4f.

(3.1.18)
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2. Given u ∈ s1, we have

[∇3,∇a]ub = −1

2
trχ
(
∇aub + ηbua − δabη · u

)
− 1

2
(a)trχ

( ∗∇aub + ηb
∗ua− ∈ab η · u

)
+ (η − ζ)a∇3ub + Err3ab[u],

Err3ab[u] = − ∗β
a

∗ub + ξ
a
∇4ub − ξbχacuc + χab ξ · u− χ̂ac∇cub − ηbχ̂acuc

+ χ̂
ab
η · u,

(3.1.19)

[∇4,∇a]ub = −1

2
tr χ
(
∇aub + η

b
ua − δabη · u

)
− 1

2
(a)trχ

( ∗∇aub + η
b

∗ua− ∈ab η · u
)

+ (η + ζ)a∇4ub

+ Err4ab[u],

Err4ab[u] = ∗βa
∗ub + ξa∇3ub − ξbχacuc + χ

ab
ξ · u− χ̂ac∇cub − ηbχ̂acuc

+ χ̂abη · u,

(3.1.20)

[∇4,∇3]ua = 2ω∇3ua − 2ω∇4ua + 2(η
b
− ηb)∇bua + 2(η · u)ηa − 2(η · u)η

a

− 2 ∗ρ ∗ua + Err43a[u],

Err43a[u] = 2
(
ξ
a
ξb − ξaξb)u

b.

(3.1.21)

3. Given u ∈ s2, we have

[∇3,∇a]ubc = −1

2
trχ (∇aubc + ηbuac + ηcuab − δab(η · u)c − δac(η · u)b)

− 1

2
(a)trχ ( ∗∇aubc + ηb

∗uac + ηc
∗uab− ∈ab (η · u)c− ∈ac (η · u)b)

+ (ηa − ζa)∇3ubc + Err3abc[u],

Err3abc[u] = −2 ∗β
a

∗ubc + ξ
a
∇4ubc − ξbχadudc − ξcχadubd + χabξdudc

+ χacξdubd − χ̂ad∇dubc − ηbχ̂adudc − ηcχ̂adubd + χ̂
ab
ηdudc + χ̂

ac
ηdubd,

(3.1.22)

[∇4,∇a]ubc = −1

2
tr χ (∇aubc + η

b
uac + η

c
uab − δab(η · u)c − δac(η · u)b)

− 1

2
(a)trχ ( ∗∇aubc + η

b

∗uac + η
c

∗uab− ∈ab (η · u)c− ∈ac (η · u)b)

+ (η
a

+ ζa)∇4ubc + Err4abc[u],

Err4abc[u] = 2 ∗βa
∗ubc + ξa∇3ubc − ξbχadudc − ξcχadubd + χ

ab
ξdudc + χ

ac
ξdubd

− χ̂ad∇dubc − ηbχ̂adudc − ηcχ̂adubd + χ̂abηdudc + χ̂acηdubd,

(3.1.23)
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[∇4,∇3]uab = 2ω∇3uab − 2ω∇4uab + 2(η
c
− ηc)∇cuab

− 2η
a
ηcubc − 2η

b
ηcuac + 2ηaηcubc + 2ηbηcuac − 4 ∗ρ ∗uab + Err43ab[u]

= 2ω∇3uab − 2ω∇4uab + 2(η
c
− ηc)∇cuab + 4η⊗̂(η · u)

− 4η⊗̂(η · u)− 4 ∗ρ ∗uab + Err43ab[u],

Err43ab[u] = 2
(
ξ
a
ξc − ξaξc)u

c
b + 2

(
ξ
b
ξc − ξbξc)ua

c.

(3.1.24)

We deduce the following corollary.

Corollary 3.1.19. The following commutation formulas hold true:

1. Given u ∈ s1, we have

[∇3, div ]u = −1

2
trχ

(
div u− η · u

)
+

1

2
(a)trχ

(
div ∗u− η · ∗u

)
+ (η − ζ) · ∇3u

+ Err
3div [u],

Err
3div [u] = − ∗β · ∗u+ ξ · ∇4u− ξ · χ̂ · u− χ̂ · ∇u− η · χ̂ · u,

[∇4, div ]u = −1

2
tr χ

(
div u− η · u

)
+

1

2
(a)trχ

(
div ∗u− η · ∗u

)
+ (η + ζ) · ∇4u

+ Err
4div [u],

Err
4div [u] = ∗β · ∗u+ ξ · ∇3u− ξ · χ̂ · u− χ̂ · ∇u− η · χ̂ · u.

(3.1.25)

Also,

[∇3,∇⊗̂]u = −1

2
trχ

(
∇⊗̂u+ η⊗̂u

)
− 1

2
(a)trχ ∗ (∇⊗̂u+ η⊗̂u

)
+ (η − ζ)⊗̂∇3u

+ Err3⊗̂[u],

Err3⊗̂[u] = − ∗β⊗̂ ∗u+ ξ⊗̂∇4u− ξ⊗̂(χ · u) + χ̂ (ξ · u)− χ̂ · ∇u− η⊗̂(χ̂ · u)

+ χ̂(η · u),

[∇4,∇⊗̂]u = −1

2
tr χ

(
∇⊗̂u+ η⊗̂u

)
− 1

2
(a)trχ ∗ (∇⊗̂u+ η⊗̂u

)
+ (η + ζ)⊗̂∇4u

+ Err4⊗̂[u],

Err4⊗̂[u] = ∗β⊗̂ ∗u+ ξ⊗̂∇3u− ξ⊗̂(χ · u) + χ̂ (ξ · u)− χ̂ · ∇u− η⊗̂(χ̂ · u)

+ χ̂(η · u).

(3.1.26)
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2. Given u ∈ s2, we have

[∇3, div ]u = −1

2
trχ
(
div u− 2η · u

)
+

1

2
(a)trχ

(
div ∗u− 2η · ∗u

)
+ (η − ζ) · ∇3u+ Err

3div [u],

Err
3div [u] = −2 ∗β · ∗u+ ξ · ∇4u− ξ · χ · u− (χ · u)ξ + ξ · u · χ− χ̂ · ∇u

− η · χ̂ · u− (χ̂ · u)η + η · u · χ̂,

[∇4, div ]u = −1

2
tr χ
(
div u− 2η · u

)
+

1

2
(a)trχ

(
div ∗u− 2η · ∗u

)
+ (η + ζ) · ∇4u+ Err

4div [u],

Err
4div [u] = 2 ∗β · ∗u+ ξ · ∇3u− ξ · χ · u− (χ · u)ξ + ξ · u · χ− χ̂ · ∇u

− η · χ̂ · u− (χ̂ · u)η + η · u · χ̂.

(3.1.27)

Proof. Straightforward. See also section 2.2.7 in [GKS-2022].

3.1.11 Commutation formulas for conformal derivatives

Lemma 3.1.20. Let UA = Ua1...ak be a general k-horizontal tensorfield of signature s..

1. We have

[ (c)∇3,
(c)∇b]UA = −χ

bc

(c)∇cUA + ηb
(c)∇3UA + ξ

b

(c)∇4UA +
k∑
i=1

Ṙaic3bUa1
c
ak

− s
(
χ · η − χ · ξ + β

)
UA

(3.1.28)

2. We have

[ (c)∇4,
(c)∇b]UA = −χbc (c)∇cUa + η

b

(c)∇4Ua + ξb
(c)∇3Ua +

k∑
i=1

Ṙaic4bUa1
c
ak

− s
(
χ · η − χ · ξ − β

)
UA

(3.1.29)

3. We have

[ (c)∇4,
(c)∇3]UA = 2(η

b
− ηb) (c)∇bUA +

k∑
i=1

Ṙaib43Ua1
b
ak

− 2s
(
ρ− η · η + ξ · ξ

)
U

(3.1.30)
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with the terms in Ṙ given by formula 3.1.17.

Proof. We first deduce, using12 the definition of conformal derivative, since sign(U) = s,
sign( (c)∇3U) = s− 1,

[ (c)∇3,
(c)∇b]UA = [∇3,∇b]UA + s

(
∇3ζb + 2∇bω

)
UA + ζb

(c)∇3UA (3.1.31)

Hence,

[ (c)∇3,
(c)∇b]UA = −χ

bc
∇cUA + (ηb − ζb)∇3UA + ξ

b
∇4UA + Ṙaic3bUa1

c
ak

+ζb
(c)∇3UA + s

(
∇3ζb + 2∇bω

)
UA

= −χ
bc

(
(c)∇cUA − sζcUA

)
+ (ηb − ζb)

(
(c)∇3UA + 2sωUA)

+ξ
b

(
(c)∇4 − 2sω

)
UA + s

(
∇3ζb + 2∇bω

)
UA + Ṙaic3bUa1

c
ak

= −χ
bc

(c)∇cUA + η (c)∇3UA + ξ
b

(c)∇4UA + Ṙaic3bUa1
c
ak

+sζcχbcUA + 2sω(η − ζ)bUA − 2sωξ
b
UA + s

(
∇3ζb + 2∇bω

)
UA.

Therefore,

[ (c)∇3,
(c)∇b]UA = −χ

bc

(c)∇cUA + η (c)∇3UA + ξ
b

(c)∇4UA + Ṙaic3bUa1
c
ak

+s
(
∇3ζb + 2∇bω + 2ω(η − ζ)b − 2ωξ

b

)
UA

In view of the null structure equation, see Proposition 3.1.5,

∇3ζ + 2∇ω = −χ · (ζ + η) + 2ω(ζ − η) + χ · ξ + 2ωξ − β

we deduce

[ (c)∇3,
(c)∇b]UA = −χ

bc

(c)∇cUA + η (c)∇3UA + ξ
b

(c)∇4UA + Ṙaic3bUa1
c
ak

+s
(
− χ · (ζ + η) + χ · ξ − β

)
UA

as stated. The second formula can be deduced in the same manner.

12 Indeed on the commutator on the left

= (c)∇3( (c)∇U)− (c)∇( (c)∇3U) = ∇3( (c)∇U)− 2sω( (c)∇U)− (∇+ (s− 1)ζ)( (c)∇3U)

= ∇3

(
∇U + sζU

)
− 2sω

(
∇U + sζU

)
− (∇+ (s− 1)ζ)

(
∇3U − 2sωU

)
= [∇3,∇]U + s∇3(ζU)− 2ω∇U − sζ∇3U + 2s∇(ωU) + 2sζωU

= [∇3,∇]U + s
(
∇3ζ + 2∇ω

)
U + ζ

(
∇3U − 2sωU)
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To derive the last formula we first obtain from the definitions of (c)∇3,
(c)∇4,

[ (c)∇4,
(c)∇3]U = [∇4,∇3]U − 2ω (c)∇3U + 2ω (c)∇4U − 2s

(
∇3ω +∇4ω)U.

Using the last commutator formula in Lemma 3.1.17 we deduce

[ (c)∇4,
(c)∇3]UA = 2(η

b
− ηb)∇bUA + 2ω∇3UA − 2ω∇4UA + Ṙaic43Ua1

c
ak

−2ω (c)∇3UA + 2ω (c)∇4UA − 2s
(
∇3ω +∇4ω)UA

= 2(η
b
− ηb)

(
(c)∇b − sζb)UA − 2s

(
∇3ω +∇4ω − 4ωω

)
UA

= 2(η
b
− ηb) (c)∇bUA − 2s

(
∇4ω +∇3ω − 4ωω + (η − η) · ζ

)
UA

Making us of the null structure equation, see Proposition 3.1.5,

∇3ω +∇4ω − 4ωω − (η − η) · ζ = ρ− η · η + ξ · ξ.

Therefore

[ (c)∇4,
(c)∇3]UA = 2(η

b
− ηb) (c)∇bUA − 2s

(
ρ− η · η + ξ · ξ

)
UA + Ṙaic43Ua1

c
ak

as stated.

3.1.12 Commutation formulas with horizontal Lie derivatives

Recall that the Lie derivative of a k-covariant tensor U relative to a vectorfield X is given
by

LX(Y1, . . . , Yk) = XU(Y1, . . . , Yk)− U(LXY1, . . . , Yk)− U(Y1, . . . ,LXYk),

where LXY = [X, Y ]. In components relative to an arbitrary frame

LXUα1...αk : = DXUα1...αk + Dα1X
βUβα1...αk + · · ·DαkX

βUα1...β.

Recall also the general commutation Lemma, see chapter 7 in [Ch-Kl].

Lemma 3.1.21. The following formula13 for a vectorfield X and a k-covariant tensor-
field U holds true:

Dβ(LXUα1...αk)− LX(DβUα1...αk) =
k∑
j=1

(X)ΓαjβρU
ρ

α1... ...αk
, (3.1.32)

13This holds true for an arbitrary pseudo-riemannian space (M,g).
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where

(X)Γαβµ =
1

2
(Dα

(X)πβµ + Dβ
(X)παµ −Dµ

(X)παβ). (3.1.33)

Proof. We check the result for for a 1-tensor Uα.

LXUα = XλDλUα + (DαX
λ)Uλ

Dβ(LXVα) = XλDβDλUα + (DβX
λ)DλUα + (DβDαX

λ)Uλ + (DαX
λ)DβUλ

LX(DβUα) = XλDλDβUα + (DαX
λ)DβUλ + (DβX

λ)DλUα.

Hence, in view of Lemma A.1.4 stated and proved below,

Dβ(LXVα)− LX(DβUα) = Xλ
(
DβDλ −DλDβ

)
Uα + (DβDαX

λ)Uλ

= XλRαρβλU
ρ + (DβDαX

λ)Uλ = (X)ΓαβρU
ρ

The proof of the Lemma was given in [Ch-Kl], see Lemma 7.1.3, based on the following

Lemma 3.1.22. Given an arbitrary vectorfield X we have the identity

DµDνXβ = RβµνγX
γ + (X)Γµνβ.

Proof.

2 (X)Γαβλ = Dβ
(X)παλ + Dα

(X)πβλ −Dλ
(X)παβ

= Dβ(DαXλ + DλXα) + Dα(DβXλ + DλXβ)−Dλ(DαXβ + DβXα)

= DαDβXλ + DβDαXλ + (DαDλ −DλDα)Xβ + (DβDλ −DλDβ)Xα

= 2DβDαXλ + (DαDβ −DβDα)Xλ + (DαDλ −DλDα)Xβ + (DβDλ −DλDβ)Xα

= 2DβDαXλ + RλσαβX
σ + RβσαλX

σ + RασβλX
σ

= 2DβDαXλ −
(
Rσλαβ + Rσβαλ + Rσαβλ

)
Xσ

= 2DβDαXλ −
(
Rσλαβ −Rσβαλ + Rσαβλ

)
Xσ − 2RσβαλX

λ

= 2DβDαXλ −
(
Rσλαβ + Rσβλα + Rσαβλ

)
Xσ − 2RσβαλX

σ

= 2DβDαXλ − 2RσβαλX
λ

Therefore,

DβDαXλ = RσβαλX
σ + (X)Γαβλ = RαλσβX

σ + (X)Γαβλ = RλαβσX
σ + (X)Γαβλ
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as stated.

As an alternative proof one could consider the tensor Aµνβ = DµDνXβ − RβµνγX
γ −

(X)Γµνβ and observe that it verifies the symmetries

Aµνβ = Aνµβ = −Aµβν .

The proof of Lemma A.1.4 follows by observing that any such tensor must vanish identi-
cally14.

Proof. We check the result for for a 1-tensor Uα.

LXUα = XλDλUα + (DαX
λ)Vλ

Dβ(LXVα) = XλDβDλUα + (DβX
λ)DλUα + (DβDαX

λ)Uλ + (DαX
λ)DβUλ

LX(DβUα) = XλDλDβUα + (DαX
λ)DβUλ + (DβX

λ)DλUα.

Hence, in view of Lemma A.1.4,

Dβ(LXVα)− LX(DβUα) = Xλ
(
DβDλ −DλDβ

)
Uα + (DβDαX

λ)Uλ

= XλRαρβλU
ρ + (DβDαX

λ)Uλ = (X)ΓαβρU
ρ

We are now ready to define the horizontal Lie derivative operator L/ as follows.

Definition 3.1.23 (Horizontal Lie derivatives). Given vectorfields X, Y , the horizontal
Lie derivative L/XY is given by

L/XY := LXY +
1

2
g(LXY, e3)e4 +

1

2
g(LXY, e4)e3.

Given a horizontal covariant k-tensor U , the horizontal Lie derivative L/XU is defined to be
the projection of LXU to the horizontal space. Thus, for horizontal indices A = a1 . . . ak,

(L/XU)A : = ∇XUA + Da1X
bUb...ak + · · ·+ DakX

bUa1...b. (3.1.34)

14Indeed Aµνβ = −Aµβν = −Aβµν = Aβνµ = Aνβµ = −Aνµβ = −Aµνβ .
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Lemma 3.1.24. The following commutation formulas hold true for a horizontal covariant
k-tensor U and a vectorfield X

∇b(L/XUA)− L/X(∇bUA) =
k∑
j=1

(X)Γ/ ajbcU
c

a1... ...ak
,

∇4(L/XUA)− L/X(∇4UA) +∇L/Xe4UA =
k∑
j=1

(X)Γ/ aj4cU
c

a1... ...ak
,

∇3(L/XUA)− L/X(∇3UA) +∇L/Xe3UA =
k∑
j=1

(X)Γ/ aj3cU
c

a1... ...ak
,

(3.1.35)

with15

(X)Γ/ abc =
1

2
(∇a

(X)πbc +∇b
(X)πac −∇c

(X)πab),

(X)Γ/ a4b =
1

2
(∇a

(X)π4b +∇4
(X)πab −∇b

(X)πa4),

(X)Γ/ a3b =
1

2
(∇a

(X)π3b +∇3
(X)πab −∇b

(X)πa3).

(3.1.36)

Proof. Follows easily by projecting formula (3.1.32) in Lemma 3.1.21, see also Lemma 9.1
in [Chr-BH]. Below we also give a more direct proof based on the following analogue of
Lemma

We now extend the definition of horizontal Lie derivative to any U ∈ Tk(M)⊗Ol(M).

Definition 3.1.25. We define the general horizontal derivatives as follows.

1. Given X ∈ T(M) and a general, horizontal tensor-field U ∈ Ok(M), we define

L̇XU := L/XU.

2. Given a tensor in U ∈ Tk(M) ⊗ Ol(M) and X ∈ T (M) we define, for Z =
Z1, . . . , Zk ∈ O(M) and Y = Y1, . . . Yl ∈ O1(M)

L̇XU
(
Z, Y

)
= XU

(
Z, Y

)
−U
(
LXZ1, · · ·Zk, Y

)
− . . .− U

(
Z1, · · · LXZk, Y

)
−U
(
Z, L̇XY1, . . . , Yl

)
− . . .− U

(
Z, Y1, . . . , L̇XYl

)
.

15Here, (X)πab is treated as a horizontal symmetric 2-tensor, and (X)πa4, (X)πa3, as horizontal 1-forms.
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3. We have

L̇X(U ⊗ V ) = L̇XU ⊗ V + U ⊗ L̇XV.

4. The definition can be extended by duality to any mixed tensors tensors in Tk1
k2

(M)⊗
Ol1
l2

(M).

Lemma 3.1.26. The following commutation formulas hold true16 for U ∈ Ok(M) and
X ∈ T(M),

Ḋµ(L̇XUa1...ak)− L̇X(ḊµUa1...ak) =
k∑
j=1

(X)Γ/ ajµcU
c

a1... ...ak
.

The following commutation formula holds true for U ∈ T(M)⊗Ok(M) and X ∈ T(M),

Ḋµ(L̇XUγa1...ak)− L̇X(ḊµUγa1...ak) = (X)ΓγµρU
ρ
a1... ...ak +

k∑
j=1

(X)Γ/ ajµcU
c

γa1... ...ak
.

Proof. Follows easily by projecting formula (3.1.32) in Lemma 3.1.21, see also Lemma 9.1
in [Chr-BH].

Below we also give a more direct proof based on the following analogue of Lemma A.1.4.

Lemma 3.1.27. Given an arbitrary vectorfield X the following identities hold true

• We have

ḊaḊbXc = RβµνγX
γ + (X)Γ̇µνβ. (3.1.37)

ḊµḊνXβ = RβµνγX
γ + (X)Γ̇µνβ.

where

(X)Γ̇µνβ =
1

2
(Ḋα

(X)π̇βµ + Ḋβ
(X)π̇αµ − Ḋµ

(X)π̇αβ)

and

(X)π̇αβ = ḊαXβ + ḊβXα.
16With Γ/X defined in (3.1.36).
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Proof.

2 (X)Γ̇αβλ = Ḋβ
(X)π̇αλ + Ḋα

(X)π̇βλ − Ḋλ
(X)π̇αβ

= Ḋβ(ḊαXλ + ḊλXα) + Ḋα(ḊβXλ + ḊλXβ)− Ḋλ(ḊαXβ + ḊβXα)

= 2ḊβḊαXλ + (ḊαḊβ − ḊβḊα)Xλ + (ḊαḊλ − ḊλḊα)Xβ + (ḊβḊλ − ḊλḊβ)Xα

To calculate (X)Γ̇abc we make use of the commutation formulas

(ḊaḊb − ḊbḊa)Xc = ṘcλabX
λ

(ḊaḊc − ḊcḊa)Xb = ṘbλacX
λ

(ḊbḊc − ḊcḊb)Xa = ṘaλbcX
λ

Hence

2 (X)Γ̇abc = 2ḊbḊaXc + (ḊaḊb − ḊbḊa)Xc + (ḊaḊc − ḊcḊa)Xb + (ḊbḊc − ḊcḊb)Xa

= 2ḊbḊaXc +
(
Ṙcλab + Ṙbλac + Ṙaλbc

)
Xλ

= 2ḊbḊaXc −
(
Ṙλcab + Ṙλbac + Ṙλabc

)
Xλ

= 2ḊbḊaXc −
(
Ṙλcab − Ṙλbac + Ṙλabc

)
Xλ − 2ṘλbacX

λ

= 2ḊbḊaXc −
(
Ṙλcab + Ṙλbca + Ṙλabc

)
Xλ − 2ṘλbacX

λ

= 2ḊbḊaXc −
(
Bλcab + Bλbca + Bλabc

)
Xλ − 2ṘλbacX

λ

In view of Lemma 3.1.4 we deduce

2 (X)Γ̇abc = 2ḊbḊaXc −
(
Bλcab + Bλbca + Bλabc

)
Xλ − 2ṘλbacX

λ

= 2ḊbḊaXc −
(
B3cab + B3bca + B3abc

)
X3 −

(
B4cab + B4bca + B4abc

)
X4

−2ṘλbacX
λ

= 2ḊbḊaXc +
(
Babc3 + Bcab3 + Bbca3

)
X3 +

(
Babc4 + Bcab4 + Bbca4

)
X4

−2ṘλbacX
λ − 2 (X)Errabc

with

(X)Errabc =
(

(a)trχ ∈[ca ηb] + (a)trχ ∈[ca ξb]

)
X3 +

(
(a)trχ ∈[ca ηb] + (a)trχ ∈[ca ξb]

)
X4
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Therefore

ḊbḊaXc = (X)Γ̇abc + ṘλbacX
λ + (X)Errabc

DµDνXβ = (X)Γµνβ + RβµνγX
γ.

Babc3 + Bbca3 + Bcab3 = −2 (a)trχ ∈[ca ηb] − 2 (a)trχ ∈[ca ξb]

Babc4 + Bbca4 + Bcab4 = −2 (a)trχ ∈[ca ηb] − 2 (a)trχ ∈[ca ξb]

Babcd + Bbcad + Bcabd = 0.

Proposition 3.1.28. For a tensor Ψ ∈ O1(M), we have the curvature formula17

(ḊµḊν − ḊνḊµ)Ψa = ṘabµνΨ
b (3.1.38)

where, with connection coefficients (Λα)βγ = g(Dαeγ, eβ),

Ṙabµν := Rabµν +
1

2
Babµν

Babµν := (Λµ)3a(Λν)b4 + (Λµ)4a(Λν)b3 − (Λν)3a(Λµ)b4 − (Λν)4a(Λµ)b3.
(3.1.39)

The above can also be written as

Babc3 = −trχ
(
δcaηb − δcbηa

)
− (a)trχ

(
∈ca ηb− ∈cb ηa

)
+ 2
(
− χ̂

ca
ηb + χ̂

cb
ηa − χcaξb + χcbξa

)
,

Babc4 = −tr χ
(
δcaηb − δcbηa

)
− (a)trχ

(
∈ca ηb− ∈cb ηa

)
+ 2
(
− χ̂caηb + χ̂cbηa − χcaξb + χ

cb
ξa
)
.

(3.1.40)

The only non vanishing component of Babcd is given by

B1212 = −B1221 = B2121 = −1

2
tr χtrχ− 1

2
(a)trχ (a)trχ+ χ̂ · χ̂

Calculate

Babc3 + Bbca3 + Bcab3

= −trχ
((
δcaηb − δcbηa

)
+
(
δabηc − δacηb

)
+
(
δbcηa − δbaηc

))
− (a)trχ

((
∈ca ηb− ∈cb ηa

)
+
(
∈ab ηc− ∈ac ηb

)
+
(
∈bc ηa− ∈ba ηc

)
)

+2
(
− χ̂

ca
ηb + χ̂

cb
ηa − χcaξb + χcbξa

)
=

17 With an immediate generalization to tensors Ψ ∈ Ol(M).
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3.1.13 Frame transformations

3.1.14 General null frame transformations

Lemma 3.1.29. Given a null frame (e3, e4, e1, e2), a general null transformation from the
null frame (e3, e4, e1, e2) to another null frame (e′3, e

′
4, e
′
1, e
′
2) can be written in the form,

e′4 = λ

(
e4 + f beb +

1

4
|f |2e3

)
,

e′a =

(
δab +

1

2
f
a
fb

)
eb +

1

2
f
a
e4 +

(
1

2
fa +

1

8
|f |2f

a

)
e3, a = 1, 2,

e′3 = λ−1

((
1 +

1

2
f · f +

1

16
|f |2|f |2

)
e3 +

(
f b +

1

4
|f |2f b

)
eb +

1

4
|f |2e4

)
,

(3.1.41)

where λ is a scalar, f and f are horizontal 1-forms. The dot product and magnitude
| · | are taken with respect to the standard euclidian norm of R2. We call (f, f , λ) the
transition coefficients of the change of frame.

Remark 3.1.30. Note that we have in particular the following identities

e′a = ea +
1

2
f
a
λ−1e′4 +

1

2
fae3,

e′3 = λ−1

(
e3 + fae′a −

1

4
|f |2λ−1e′4

)
.

Proof. Clearly e′4 is null. Also, we have

λ−1g(e′4, e
′
a) = g

(
e4 + f beb +

1

4
|f |2e3,

(
δca +

1

2
f
a
f c
)
ec +

1

2
f
a
e4 +

(
1

2
fa +

1

8
|f |2f

a

)
e3

)
= f b

(
δca +

1

2
f
a
f c
)
δbc − 2

(
1

2
fa +

1

8
|f |2f

a

)
− 1

4
|f |2f

a

= fa +
1

2
|f |2f

a
− fa −

1

4
|f |2f

a
− 1

4
|f |2f

a
= 0.

Similarly,

g(e′a, e
′
b) =

(
δca +

1

2
f
a
f c
)(

δdb +
1

2
f
b
fd
)
δcd − fa

(
1

2
fb +

1

8
|f |2f

b

)
−
(

1

2
fa +

1

8
|f |2f

a

)
f
b

= δab
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and

g(e′3, e
′
4) =

(
f b +

1

4
|f |2f b

)
fb − 2

(
1 +

1

2
f · f +

1

16
|f |2|f |2

)
− 1

8
|f |2|f |2 = −2.

Also, we have

λg(e′3, e
′
a) =

(
f b +

1

4
|f |2f b

)(
δca +

1

2
f
a
f c
)
δbc −

(
1 +

1

2
f · f +

1

16
|f |2|f |2

)
f
a

−1

2
|f |2

(
1

2
fa +

1

8
|f |2f

a

)
= f

a
+

1

4
|f |2fa +

(
f · f +

1

4
|f |2|f |2

)
1

2
f
a

−
(

1 +
1

2
f · f +

1

16
|f |2|f |2

)
f
a
− 1

2
|f |2

(
1

2
fa +

1

8
|f |2f

a

)
= 0.

Finally

λ2g(e′3, e
′
3) =

∣∣∣∣f +
1

4
|f |2f

∣∣∣∣2 − |f |2(1 +
1

2
f · f +

1

16
|f |2|f |2

)
= |f |2 +

1

2
|f |2f · f +

1

16
|f |4|f |2 − |f |2

(
1 +

1

2
f · f +

1

16
|f |2|f |2

)
= 0.

This concludes the proof of the lemma.

3.1.15 Transformation formulas for Ricci and Curvature coeffi-
cients

While we only need the transformation formulas for χ, χ, ζ and ρ for this paper, we
nevertheless derive below the transformation formulas for all connection coefficients and
curvature components for completeness.

Proposition 3.1.31. Under a general transformation of type (3.1.41), the Ricci coeffi-
cients transform as follows:

• The transformation formula for ξ is given by

λ−2ξ′ = ξ +
1

2
λ−1∇′4f +

1

4
(tr χf − (a)trχ ∗f) + ωf + Err(ξ, ξ′),

Err(ξ, ξ′) =
1

2
f · χ̂+

1

4
|f |2η +

1

2
(f · ζ) f − 1

4
|f |2η

+ λ−2

(
1

2
(f · ξ′) f +

1

2
(f · f) ξ′

)
+ l.o.t.

(3.1.42)
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• The transformation formula for ξ is given by

λ2ξ′ = ξ +
1

2
λ∇′3f + ω f +

1

4
trχ f − 1

4
(a)trχ ∗f + Err(ξ, ξ′),

Err(ξ, ξ′) =
1

2
f · χ̂− 1

2
(f · ζ)f +

1

4
|f |2η − 1

4
|f |2η′ + l.o.t.

(3.1.43)

• The transformation formulas for χ are given by

λ−1tr χ′ = tr χ+ div ′f + f · η + f · ζ + Err(tr χ, tr χ′)

Err(tr χ, tr χ′) = f · ξ +
1

4
f ·
(
f tr χ− ∗f (a)trχ

)
+ ω(f · f)− ω|f |2

− 1

4
|f |2trχ− 1

4
(f · f)λ−1tr χ′ +

1

4
(f ∧ f)λ−1 (a)trχ′ + l.o.t.,

(3.1.44)

λ−1 (a)trχ′ = (a)trχ+ curl ′f + f ∧ η + f ∧ ζ + Err( (a)trχ, (a)trχ′),

Err( (a)trχ, (a)trχ′) = f ∧ ξ +
1

4

(
f ∧ f tr χ+ (f · f) (a)trχ

)
+ ωf ∧ f

− 1

4
|f |2 (a)trχ− 1

4
(f · f)λ−1 (a)trχ′ +

1

4
λ−1(f ∧ f)tr χ′ + l.o.t.,

(3.1.45)

λ−1χ̂′ = χ̂+∇′⊗̂f + f⊗̂η + f⊗̂ζ + Err(χ̂, χ̂′),

Err(χ̂, χ̂′) = f⊗̂ξ +
1

4
f⊗̂
(
f tr χ− ∗f (a)trχ

)
+ ωf⊗̂f − ωf⊗̂f − 1

4
|f |2 (a)trχ

+
1

4
(f⊗̂f)λ−1tr χ′ +

1

4
( ∗f⊗̂f)λ−1 (a)trχ′ +

1

2
f⊗̂(f · λ−1χ̂′) + l.o.t.

(3.1.46)

• The transformation formulas for χ are given by

λtrχ′ = trχ+ div ′f + f · η − f · ζ + Err(trχ, trχ′),

Err(trχ, trχ′) =
1

2
(f · f)trχ+ f · ξ − |f |2ω + (f · f)ω − 1

4
|f |2λ−1tr χ′ + l.o.t.,

(3.1.47)

λ (a)trχ′ = (a)trχ+ curl ′f + f ∧ η − ζ ∧ f + Err( (a)trχ, (a)trχ′),

Err( (a)trχ, (a)trχ′) =
1

2
(f · f) (a)trχ+ f ∧ ξ + (f ∧ f)ω − 1

4
|f |2λ−1 (a)trχ′ + l.o.t.,

(3.1.48)

λχ̂′ = χ̂+∇′⊗̂f + f⊗̂η − f⊗̂ζ + Err(χ̂, χ̂′),

Err(χ̂, χ̂′) =
1

2
(f⊗̂f)trχ+ f⊗̂ξ − (f⊗̂f)ω + (f⊗̂f)ω − 1

4
|f |2λ−1χ̂′ + l.o.t.

(3.1.49)
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• The transformation formula for ζ is given by

ζ ′ = ζ −∇′(log λ)− 1

4
trχf +

1

4
(a)trχ ∗f + ωf − ωf +

1

4
f tr χ

+
1

4
∗f (a)trχ+ Err(ζ, ζ ′),

Err(ζ, ζ ′) = −1

2
χ̂ · f +

1

2
(f · ζ)f − 1

2
(f · η)f +

1

4
f(f · η) +

1

4
f(f · ζ)

+
1

4
∗f(f ∧ η) +

1

4
∗f(f ∧ ζ) +

1

4
fdiv ′f +

1

4
∗fcurl ′f +

1

2
λ−1f · χ̂′

− 1

16
(f · f)fλ−1tr χ′ +

1

16
(f ∧ f)fλ−1 (a)trχ′ − 1

16
∗f(f · f)λ−1 (a)trχ′

+
1

16
∗fλ−1(f ∧ f)tr χ′ + l.o.t.

(3.1.50)

• The transformation formula for η is given by

η′ = η +
1

2
λ∇′3f +

1

4
f tr χ− 1

4
∗f (a)trχ− ω f + Err(η, η′),

Err(η, η′) =
1

2
(f · f)η +

1

2
f · χ̂+

1

2
f(f · ζ)− (f · f)η′ +

1

2
f(f · η′) + l.o.t.

(3.1.51)

• The transformation formula for η is given by

η′ = η +
1

2
λ−1∇′4f +

1

4
trχf − 1

4
(a)trχ ∗f − ωf + Err(η, η′),

Err(η, η′) =
1

2
f · χ̂+

1

2
(f · η)f − 1

4
(f · ζ)f − 1

4
|f |2λ−2ξ′ + l.o.t.

(3.1.52)

• The transformation formula for ω is given by

λ−1ω′ = ω − 1

2
λ−1e′4(log λ) +

1

2
f · (ζ − η) + Err(ω, ω′),

Err(ω, ω′) = −1

4
|f |2ω − 1

8
trχ|f |2 +

1

2
λ−2f · ξ′ + l.o.t.

(3.1.53)

• The transformation formula for ω is given by

λω′ = ω +
1

2
λe′3(log λ)− 1

2
f · ζ − 1

2
f · η + Err(ω, ω′),

Err(ω, ω′) = f · f ω − 1

4
|f |2ω +

1

2
f · ξ +

1

8
(f · f)trχ+

1

8
(f ∧ f) (a)trχ

− 1

8
|f |2tr χ− 1

4
λf · ∇′3f +

1

2
(f · f)(f · η′)− 1

4
|f |2(f · η′) + l.o.t.

(3.1.54)
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where, for the transformation formulas of the Ricci coefficients above, l.o.t. denote ex-
pressions of the type

l.o.t. = O((f, f)3)Γ +O((f, f)2)qΓ

containing no derivatives of f , f , Γ and qΓ.

Also, the curvature components transform as follows

• The transformation formula for α, α are given by

λ−2α′ = α + Err(α, α′),

Err(α, α′) =
(
f⊗̂β − ∗f⊗̂ ∗β) +

(
f⊗̂f − 1

2
∗f⊗̂ ∗f

)
ρ+

3

2

(
f⊗̂ ∗f

) ∗ρ+ l.o.t.,
(3.1.55)

λ2α′ = α + Err(α, α′),

Err(α, α′) = −
(
f⊗̂β − ∗f⊗̂ ∗β) +

(
f⊗̂f − 1

2
∗f⊗̂ ∗f

)
ρ+

3

2

(
f⊗̂ ∗f

) ∗ρ+ l.o.t.
(3.1.56)

• The transformation formula for β, β are given by

λ−1β′ = β +
3

2

(
fρ+ ∗f ∗ρ

)
+ Err(β, β′),

Err(β, β′) =
1

2
α · f + l.o.t.,

(3.1.57)

λβ′ = β − 3

2

(
fρ+ ∗f ∗ρ

)
+ Err(β, β′),

Err(β, β′) = −1

2
α · f + l.o.t.

(3.1.58)

• The transformation formula for ρ and ∗ρ are given by

ρ′ = ρ+ Err(ρ, ρ′),

Err(ρ, ρ′) = f · β − f · β +
3

2
ρ(f · f)− 3

2
∗ρ(f ∧ f) + l.o.t.

(3.1.59)

∗ρ′ = ∗ρ+ Err( ∗ρ, ∗ρ′),

Err( ∗ρ, ∗ρ′) = −f · ∗β − f · ∗β +
3

2
∗ρ(f · f) +

3

2
ρ(f ∧ f) + l.o.t.

(3.1.60)
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where, for the transformation formulas of the curvature components above, l.o.t. denote
expressions of the type

l.o.t. = O((f, f)3)(ρ, ∗ρ) +O((f, f)2)(α, β, α, β)

containing no derivatives of f , f , α, β, (ρ, ∗ρ), β, and α.

Proof. See Appendix A1 in [K-S:GCM1]

3.2 Wave operators

Consider a spacetime (M,g) with a horizontal structure induced by a null pair (e3, e4).

Definition 3.2.1. We define the wave operator for tensor-fields ψ ∈ Ok(M) to be

�̇kψ := gµνḊµḊνψ. (3.2.1)

3.2.1 Commutation with L̇X and ḊX

Recalling the definition of (X)Γ, (X)Γ/ in section 3.1.12 we have:

Proposition 3.2.2. The following commutation formula18 holds true for ψ ∈ s2 and
X ∈ T(M),

[L̇X , �̇2]ψab = − (X)πµνḊµḊνψab − (X)Γ
µ
µρḊ

ρψab − 2(X)Γ/ aµcḊ
µψcb − 2(X)Γ/ bµcḊ

µψa
c

−Ḋν((X)Γ/ aνc)ψ
c
b − Ḋν((X)Γ/ bνc)ψa

c.

Proof. See proof of Proposition 2.3.2 in [GKS-2022].

Lemma 3.2.3. We have in a vacuum spacetime

�̇(XβḊβUa)−XβḊβ�̇Ua = πµνḊµḊνUa +
(
Dµπµ

β − 1

2
Dβtrπ)ḊβUa

−2XβRacβµḊ
µUc + DβXµRacβµU

c

−XβBacβµḊ
µUc +

1

2
DβXµBacβµU

c +
1

2
XβDµBacµβU

c.

Proof. Straightforward computation using Lemma A.1.4 and Proposition 3.1.28. See
Lemma 2.3.3 in [GKS-2022].

18Recall that L̇ has been introduced in Definition 3.1.25.
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3.2.2 Killing tensor and commutation with second order oper-
ators

Recall that the deformation tensor of a vectorfield (X)π is defined as

(X)πµν := D(µXν) = DµXν + DνXµ.

The vectorfield is said to be Killing if (X)π ≡ 0. The Kerr spacetime has, in addition to
the symmetries generated by its two linearly independent Killing vectorfields T and Z, a
higher order symmetry defined by a Killing tensor.

Definition 3.2.4. A symmetric 2-tensor Kµν is said to be a Killing tensor if its defor-
mation 3-tensor Π, defined below, vanishes identically.

Πµνρ := D(µKνρ) = DµKνρ + DνKρµ + DρKµν . (3.2.2)

Remark 3.2.5. Observe that if X, Y are Killing vectorfields then the symmetric 2-tensor
K = 1

2
(X ⊗ Y + Y ⊗X) is a Killing tensor.

We define the second order differential operator associated to a tensor-field ψ ∈ sk.

Definition 3.2.6. Given a symmetric tensor K its associated second order differential
operator K applied to a tensor ψ ∈ sk is defined as

K(ψ) = Ḋµ(KµνḊν(ψ)). (3.2.3)

We now compute the commutators of K with �g in terms of the symmetric tensor Π.

Proposition 3.2.7. In a vacuum spacetime, the commutator between the differential op-
erator K and the �g operator applied to a scalar function φ is given by

[K,�g]φ = Err[Π](φ)

where Err[Π](φ) denotes terms involving Π given by

Err[Π](φ) := Dµ

((
DαΠανµ −

1

2
DµΠα

αν +
1

2
DνΠ

α
αµ

)
Ḋνφ− 2ΠµανḊ

αḊνφ

)
−2 (DαΠανµ) ḊµḊνφ.

Proof. See the proof of Proposition 2.3.7 in [GKS-2022].
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3.2.3 A class of spin-k wave operators with potential

The following class of spin-k wave operators play a very important role in our analysis.

�̇kψ − V ψ = N, (3.2.4)

where ψ ∈ sk and V is a real potential. The equation is variational with Lagrangian

L[ψ] = gµνḊµψ · Ḋνψ + V ψ · ψ.

where the dot product here denotes full contraction with respect to the horizontal indices.

The corresponding energy-momentum tensor associated to (3.2.4) is given by

Qµν := Ḋµψ · Ḋνψ −
1

2
gµν

(
Ḋλψ · Ḋλψ + V ψ · ψ

)
= Ḋµψ · Ḋνψ −

1

2
gµνL[ψ]. (3.2.5)

Lemma 3.2.8. Given a solution ψ ∈ sk of equation (3.2.4) we have

DνQµν = Ḋµψ ·
(
�̇kψ − V ψ

)
+ ḊνψAṘABνµψ

B − 1

2
DµV |ψ|2.

Proof. We have, making us of Proposition 3.1.28

DνQµν = ḊνḊνψ · Ḋµψ + Ḋνψ ·
(
ḊνḊµ − ḊµḊν

)
ψ − VDµψ · ψ −

1

2
DµV ψ · ψ

= Ḋµψ · ḊνḊνψ + ḊνψaṘabνµψ
b − VDµψ · ψ −

1

2
DµV ψ · ψ

= Ḋµψ ·
(
�̇kψ − V ψ

)
+ ḊνψaṘabνµψ

b − 1

2
DµV |ψ|2.

Proposition 3.2.9. [Standard calculation for generalized currents] Let ψ ∈ sk be a solu-
tion of (3.2.4) and X be a vectorfield. Then,

1. The 1-form Pµ = QµνXν verifies

DµPµ =
1

2
Q · (X)π +X(ψ) ·

(
�̇kψ − V ψ

)
− 1

2
X(V )|ψ|2 +XµḊνψaṘabνµψ

b.

2. Let X as above, w a scalar and M a one form. Define

Pµ[X,w,M ] := QµνXν +
1

2
wψ · Ḋµψ −

1

4
|ψ|2∂µw +

1

4
|ψ|2Mµ.
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Then,

DµPµ[X,w,M ] =
1

2
Q · (X)π − 1

2
X(V )|ψ|2 +

1

2
wL[ψ]− 1

4
|ψ|2�gw +

1

4
Div(|ψ|2M

)
+ XµḊνψaṘabνµψ

b +

(
X(ψ) +

1

2
wψ

)
·
(
�̇kψ − V ψ

)
.

Proof. Immediate verification. See also the proof of Proposition 4.7.2 in [GKS-2022].

3.2.4 Decomposition of �̇k in null frames

Lemma 3.2.10. The wave operator for ψ ∈ sk is given by

�̇kψ = −1

2

(
∇3∇4ψ +∇4∇3ψ

)
+

(
ω − 1

2
trχ

)
∇4ψ +

(
ω − 1

2
tr χ

)
∇3ψ

+4kψ + (η + η) · ∇ψ,
(3.2.6)

where 4 = ∇a∇a denotes the horizontal Laplacian for k-tensors. Moreover If ψ is also
0-conformal invariant we also have

�̇kψ = −1

2

(
(c)∇3

(c)∇4ψ + (c)∇4
(c)∇3ψ

)
− 1

2
trχ (c)∇4ψ −

1

2
tr χ (c)∇3ψ

+4c
kψ + (η + η) · (c)∇ψ,

(3.2.7)

Proof. See the proof of Lemma 4.7.4 in [GKS-2022] for the first part. The second part
follows then easily from first and the definition of the conformal derivatives.

Corollary 3.2.11. The wave operator for 0-conformally invariant ψ ∈ sk(C) is given by
the formula (with A = a1 . . . ak.)

�̇kψA = − (c)∇4
(c)∇3ψA −

1

2
trχ (c)∇4ψA −

1

2
tr χ (c)∇3ψA + (c)42ψA + 2η · (c)∇ψA

+
k∑
i=1

Ṙaic43ψa1
c
ak

(3.2.8)

Proof. It follows easily from the commutator formula for [ (c)∇4,
(c)∇3] of 3.1.20 applied

to signature s = 0.
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3.3 Integrable S-foliations

We consider the case of a given foliation of our spacetime by compact two dimensional
surfaces S. At every point p of a given S surface we take e3, e4 to be orthogonal to S. We
are thus in a situation when our horizontal structure is integrable, i.e. (a)trχ = (a)trχ = 0.
Thus, in this case the second fundamental forms χ, χ are symmetric. The null structure
and Bianchi equations simplify considerably.

Proposition 3.3.1. We have

(c)∇3trχ = −|χ̂|2 − trχ2 + 2 (c)div ξ + 2ξ · (η + η),

0 = 2 (c)curl ξ + 2ξ ∧ (−η + η),
(c)∇3χ̂ = −trχ χ̂+ (c)∇⊗̂ξ + ξ⊗̂(η + η)− α,

(c)∇3tr χ = −χ̂ · χ̂− 1

2
trχtr χ+ 2 (c)div η + 2

(
ξ · ξ + |η|2

)
+ 2ρ,

0 = 2 (c)curl η − χ̂ ∧ χ̂+ 2ξ ∧ ξ − 2 ∗ρ,

(c)∇3χ̂ = −1

2

(
tr χχ̂+ trχχ̂

)
+ (c)∇⊗̂η + ξ⊗̂ξ + η⊗̂η,

(c)∇4trχ = −χ̂ · χ̂− 1

2
tr χtrχ+ 2 (c)div η + 2

(
ξ · ξ + |η|2

)
+ 2ρ,

0 = 2 (c)curl η − χ̂ ∧ χ̂+ 2ξ ∧ ξ + 2 ∗ρ,

(c)∇4χ̂ = −1

2

(
trχχ̂+ tr χχ̂

)
+ (c)∇⊗̂η + ξ⊗̂ξ + η⊗̂η,

(c)∇4tr χ = −|χ̂|2 − 1

2
tr χ2 + 2 (c)div ξ + 2ξ · (η + η),

0 = 2 (c)curl ξ − tr χ (a)trχ+ 2ξ ∧ (−η + η),
(c)∇4χ̂ = −tr χ χ̂+ (c)∇⊗̂ξ + ξ⊗̂(η + η)− α,

(c)∇3η − (c)∇4ξ = −χ̂ · (η − η)− 1

2
trχ(η − η) + β,

(c)∇4η − (c)∇3ξ = −χ̂ · (η − η)− 1

2
tr χ(η − η)− β.

(c)div χ̂ =
1

2
(c)∇(tr χ)− β,

(c)div χ̂ =
1

2
(c)∇(trχ) + β.
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Proposition 3.3.2. The Bianchi equations take the form

(c)∇3α− (c)∇⊗̂β = −1

2
trχα + 4η⊗̂β − 3(ρχ̂+ ∗ρ ∗χ̂),

(c)∇4β − (c)div α = −2tr χβ + α · η + 3(ξρ+ ∗ξ ∗ρ),
(c)∇3β + (c)div % = −trχβ + 2β · χ̂+ 3(ρη + ∗ρ ∗η) + α · ξ,
(c)∇4ρ− (c)div β = −3

2
tr χρ+ 2η · β − 2ξ · β − 1

2
χ̂ · α,

(c)∇4
∗ρ+ (c)curl β = −3

2
tr χ ∗ρ− 2η · ∗β − 2ξ · ∗β +

1

2
χ̂ · ∗α,

(c)∇3ρ+ (c)div β = −3

2
trχρ− 2η · β + 2ξ · β − 1

2
χ̂ · α,

(c)∇3
∗ρ+ (c)curl β = −3

2
trχ ∗ρ− 2η · ∗β − 2ξ · ∗β − 1

2
χ̂ · ∗α,

(c)∇4β − (c)div %̌ = −tr χβ + 2β · χ̂− 3(ρη − ∗ρ ∗η)− α · ξ,

(c)∇3β + (c)div α = −2trχβ − α · η − 3(ξρ− ∗ξ ∗ρ),

(c)∇4α + (c)∇⊗̂β = −1

2
tr χα− 4η⊗̂β − 3(ρχ̂− ∗ρ ∗χ̂).

3.3.1 Diez operators

Definition 3.3.3. Define the rank of an horizontal tensor ψ to be the negative of its scale.
Thus curvature components α, β, . . . have scale −2 and rank k = 2 while Ricci coefficients
have scale −1 and rank k = 1. Note that the scale of the metric is 0 and its derivative of
it lowers the scale by 1.

Definition 3.3.4. If f is a horizontal tensor of signature s and scale k we define

∇#
3 ψ = (c)∇3ψ +

1

2

(
1− s+ k)trχψ

∇#
4 ψ = (c)∇3ψ +

1

2

(
1 + s+ k)tr χψ

(3.3.1)
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Remark 3.3.5. According to this definition

∇#
3 α = (c)∇3α +

1

2
(1− 2 + 2)trχα = (c)∇3α +

1

2
trχα

∇#
4 α = (c)∇4α +

1

2
(1 + 2 + 2)tr χα = (c)∇4α + tr χα

∇#
3 β = (c)∇3β +

1

2
(1− 1 + 2)trχβ = (c)∇3β + trχβ

∇#
4 β = (c)∇4β +

1

2
(1 + 1 + 2)trχβ = (c)∇4β + 2tr χβ

∇#
3 ρ = (c)∇3ρ+

1

2
(1− 0 + 2)trχρ = (c)∇3ρ+

3

2
trχρ

∇#
4 ρ = (c)∇4ρ+

1

2
(1 + 0 + 2)tr χρ = (c)∇4ρ+

3

2
tr χρ

∇#
3
∗ρ = (c)∇3

∗ρ+
1

2
(1− 0 + 2)trχ ∗ρ = (c)∇3

∗ρ+
3

2
trχ ∗ρ

∇#
4
∗ρ = (c)∇4

∗ρ+
1

2
(1 + 0 + 2)tr χ ∗ρ = (c)∇4

∗ρ+
3

2
tr χ ∗ρ

Also, since ∇#
3 α has signature s = 1 and rank k = 3

∇#
3 ∇#

3 α = (c)∇3(∇#
3 α) +

1

2
(1− 1 + 3)trχ∇#

3 α = (c)∇3(∇#
3 α) +

3

2
trχ∇#

3 α

∇#
4 ∇#

3 α = (c)∇4(∇#
3 α) +

1

2
(1 + 1 + 3)trχ∇#

3 α = (c)∇4(∇#
3 α) +

5

2
trχ∇#

3 α

and similarly for all other second and higher derivatives.
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Thus Proposition 3.3.2 takes the form

∇#
3 α = (c)∇⊗̂β + 4η⊗̂β − 3(ρχ̂+ ∗ρ ∗χ̂),

∇#
4 β = (c)div α + α · η + 3(ξρ+ ∗ξ ∗ρ),

∇#
3 β = − (c)div %+ 2β · χ̂+ 3(ρη + ∗ρ ∗η) + α · ξ,

∇#
4 ρ = (c)div β + 2η · β − 2ξ · β − 1

2
χ̂ · α,

∇#
4
∗ρ = − (c)curl β − 2η · ∗β − 2ξ · ∗β +

1

2
χ̂ · ∗α,

∇#
3 ρ = − (c)div β − 2η · β + 2ξ · β − 1

2
χ̂ · α,

∇#
3
∗ρ = − (c)curl β − 2η · ∗β − 2ξ · ∗β − 1

2
χ̂ · ∗α,

(c)∇4β = (c)div %̌+ 2β · χ̂− 3(ρη − ∗ρ ∗η)− α · ξ,
∇#

3 β = − (c)div α− α · η − 3(ξρ− ∗ξ ∗ρ),

∇#
4 α = − (c)∇⊗̂β − 4η⊗̂β − 3(ρχ̂− ∗ρ ∗χ̂).

Using the definition of the Hodge operators, see Lemma 3.0.33 and recalling the formulas
−div % = (∇ρ + ∗∇ ∗ρ) = D ∗/1(−ρ, ∗ρ) and −div %̌ = (∇ρ − ∗∇ ∗ρ) = −D ∗/1(ρ, ∗ρ), see
(3.1.12), we deduce

Proposition 3.3.6. The Bianchi equations take the form

∇#
3 α = 2D ∗/2β + 4η⊗̂β − 3(ρχ̂+ ∗ρ ∗χ̂),

∇#
4 β = D/2α + α · η + 3(ξρ+ ∗ξ ∗ρ),

∇#
3 β = D ∗/1(−ρ, ∗ρ)− trχβ + 2β · χ̂+ 3(ρη + ∗ρ ∗η) + α · ξ,

∇#
4 (−ρ, ∗ρ) = −D/1β − 2η · (β, ∗β) + 2ξ · (β,− ∗β) +

1

2
χ̂ · (α, ∗α),

∇#
3 (ρ, ∗ρ) = −D/1β − 2η · (β, ∗β) + 2ξ · (β,− ∗β)− 1

2
χ̂ · (α, ∗α)

(c)∇4β = D ∗/1(ρ, ∗ρ) + 2β · χ̂− 3(ρη − ∗ρ ∗η)− α · ξ,

∇#
3 β = −D/2α− α · η − 3(ξρ− ∗ξ ∗ρ),

∇#
4 α = 2D ∗/2β −

1

2
tr χα− 4η⊗̂β − 3(ρχ̂− ∗ρ ∗χ̂).

Remark 3.3.7. The division in Bianchi pairs is important as we shall see later.
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3.3.2 Commutator formulas for the diez operators

Lemma 3.3.8 (Commutator Formulas). Given U of signature s and rank k we have

1. We have

[ (c)∇#
3 ,

(c)∇b]UA = −χ̂
bc

(c)∇cUA + ηb
(c)∇3UA + ξ

b

(c)∇4UA +
k∑
i=1

Ṙaic3bUa1
c
ak

− s
(
χ · η − χ · ξ + β

)
UA −

1

2
(1− s+ k)∇trχUA

(3.3.2)

2. We have

[ (c)∇#
4 ,

(c)∇b]UA = −χ̂bc (c)∇cUa + η
b

(c)∇4Ua + ξb
(c)∇3Ua +

k∑
i=1

Ṙaic4bUa1
c
ak

− s
(
χ · η − χ · ξ − β

)
UA −

1

2
(1− s+ k)∇trχUA

(3.3.3)

3. We have

[ (c)∇#
4 ,

(c)∇#
3 ]UA = 2(η

b
− ηb) (c)∇bUA +

k∑
i=1

Ṙaib43Ua1
b
ak − s

(
4ρ− 1

2
trχtr χ− 2η · η

)
+ s
(
χ̂ · χ̂− 4ξ · ξ

)
U

+
(

(1− s+ k)
(

(c)div η + |η|2
)
− (1 + s+ k)

(
(c)div η + |η|2

))
U

(3.3.4)

Proof. Since U has rank k and signature s, ∇U has signature s and rank k + 1, (c)∇#
3 U

has signature s − 1 and rank k + 1 and (c)∇#
4 U has signature s + 1 and rank k + 1.

Therefore

[ (c)∇#
3 ,

(c)∇b]U = (c)∇#
3

(
(c)∇bU)− (c)∇b

(c)∇#
3

=

(
(c)∇3 +

1

2
(1− s+ k + 1)trχ

)
(c)∇bU − (c)∇b

(
(c)∇3U + trχU

)
= [ (c)∇3,

(c)∇b]U +
1

2
(1− s+ k + 1)trχ (c)∇bU −

1

2
(1− s+ k)trχ (c)∇bU

−1

2
(1− s+ k)∇trχU

= [ (c)∇3,
(c)∇b]U −

1

2
trχ (c)∇bU −

1

2
(1− s+ k)∇trχU
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Hence, in view of Lemma 3.1.20 and (a)trχ = 0,

[ (c)∇#
3 ,

(c)∇b]U = −χ̂
bc

(c)∇cUA + ηb
(c)∇3UA + ξ

b

(c)∇4UA +
k∑
i=1

Ṙaic3bUa1
c
ak

− s
(
χ · η − χ · ξ + β

)
UA −

1

2
(1− s+ k)∇trχU

as stated. The commutator formula for [ (c)∇#
3 ,

(c)∇b]U is derived in the same manner.

Using the definitions of (c)∇#
3 ,

(c)∇#
4 we deduce

[
(c)∇#

4 ,
(c)∇#

3

]
U = [ (c)∇4,

(c)∇3]U − 1

2

(
(1 + s+ k)( (c)∇3trχ)− (1− s+ k)( (c)∇4trχ)

)
U

In view of the null structure equations, see Proposition 3.1.15, since (a)trχ = (a)trχ = 0,

(c)∇3tr χ = 2ρ− 1

2
trχtr χ+ 2

(
(c)div η + |η|2

)
− χ̂ · χ̂+ 2ξ · ξ

(c)∇4trχ = 2ρ− 1

2
trχtr χ+ 2

(
(c)div η + |η|2

)
− χ̂ · χ̂+ 2ξ · ξ

we deduce[
(c)∇#

4 ,
(c)∇#

3

]
U =

[
(c)∇4,

(c)∇3

]
U − s

(
2ρ− 1

2
trχtr χ− χ̂ · χ̂+ 2ξ · ξ

)
U

+(1− s+ k)
(

(c)div η + |η|2
)
− (1 + s+ k)

(
(c)div η + |η|2

)
= 2(η

b
− ηb) (c)∇bUA +

k∑
i=1

Ṙaib43Ua1
b
ak − s

(
2ρ− 2η · η + 2ξ · ξ

)
U

−s
(

2ρ− 1

2
trχtr χ− χ̂ · χ̂+ 2ξ · ξ

)
+(1− s+ k)

(
(c)div η + |η|2

)
− (1 + s+ k)

(
(c)div η + |η|2

)
= 2(η

b
− ηb) (c)∇bUA +

k∑
i=1

Ṙaib43Ua1
b
ak

−s
(
4ρ− 1

2
trχtr χ− 2η · η − χ̂ · χ̂+ 4ξ · ξ

)
U

+
(

(1− s+ k)
(

(c)div η + |η|2
)
− (1 + s+ k)

(
(c)div η + |η|2

))
U

as stated.
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The commutation formulas with the diez operators become particularly simple in the case
of linear perturbations around Schwarzschild when χ̂, χ̂, η, η, ξ, ξ, β, β, ∗ρ are all linear
quantities, i.e. they all vanish in Kerr.

Corollary 3.3.9. For linearized perturbations near Schwarzschild we have, for any linear,
horizontal, tensorfield U of signature s,

[ (c)∇#
3 ,

(c)∇]U = [ (c)∇#
4 ,

(c)∇]U = 0.

and

[ (c)∇#
4 ,

(c)∇#
3 ]U = −s

(
4ρ− 1

2
trχtr χ

)
U

Leibnitz rule for the diez operators

Lemma 3.3.10. We have

(c)∇#
3 (ψ1 · ψ2) = (c)∇#

3 ψ1 · ψ2 + ψ1 · (c)∇#
3 ψ2 −

1

2
trχψ1 · ψ2

(c)∇#
4 (ψ1 · ψ2) = (c)∇#

4 ψ1 · ψ2 + ψ1 · (c)∇#
4 ψ2 −

1

2
tr χψ1 · ψ2

(3.3.5)

Also

(c)∇#
3 (ψ1 · ψ2 · ψ3) = (c)∇#

3 ψ1 · ψ2 · ψ3 + ψ1 · (c)∇#
3 ψ2 · ψ3 + ψ1 · ψ2 · (c)∇#

3 ψ3

− trχψ1 · ψ2 · ψ3

(c)∇#
4 (ψ1 · ψ2 · ψ3) = (c)∇#

4 ψ1 · ψ2 · ψ3 + ψ1 · (c)∇#
4 ψ2 · ψ3 + ψ1 · ψ2 · (c)∇#

4 ψ3

− tr χψ1 · ψ2 · ψ3

(3.3.6)

Proof. Assume sign(ψi) = si, rank(ψi) = ki. Note that sign(ψ1 · ψ2) = s1 + s2 and
rank(ψ1 · ψ2) = k1 + k2. Therefore,

(c)∇#
3 (ψ1 · ψ2)

= (c)∇3(ψ1 · ψ2) +
1

2

(
1− (s2 + s2) + (k1 + k2)

)
trχψ1 · ψ2

= (c)∇3ψ1 · ψ2 + ψ1 · (c)∇3ψ2 +
1

2

(
1− (s2 + s2) + (k1 + k2)

)
trχψ1 · ψ2

=
(

(c)∇3ψ1 +
1

2
(1− s1 + k1)trχψ1

)
· ψ2 + ψ1 ·

(
(c)∇3ψ2 +

1

2
(1− s2 + k2)trχψ2

)
−1

2
trχψ1 · ψ2

= (c)∇#
3 ψ1 · ψ2 + ψ1 · (c)∇#

3 ψ2 −
1

2
trχψ1 · ψ2
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The second identity in (3.3.5) follows in the same manner. Similarly, sign(ψ1 · ψ2 · ψ3) =
s1 + s2 + s3 and rank(ψ1 · ψ2 · ψ3) = k1 + k2 + k3. Hence

(c)∇#
3 ψi = (c)∇3ψ1 +

1

2

(
1− si + ki

)
trχψ1

and

(c)∇#
3 (ψ1 · ψ2 · ψ3) = (c)∇3

(
ψ1 · ψ2 · ψ

)
+

1

2

(
1−

∑
s+

∑
k
)
trχψ1 · ψ2 · ψ3

from which the result easily follows.

3.3.3 Double null and geodesic foliations

Definition 3.3.11 (Double null). An optical function u is a regular solution (i.e. du 6= 0),
of the Eikonal equation

gαβ∂αu∂βu = 0.

In that case L = −gαβ∂βu∂α is null and geodesic, i.e. DLL = 0 and is called the null
geodesic generators of the null hypersurfaces generated by the level surfaces of u.

Definition 3.3.12. Consider a region D = D(u∗, u∗) of a vacuum spacetime (M,g)
spanned by a double null foliation generated by the optical functions (u, u) increasing to-
wards the future, 0 ≤ u ≤ u∗ and 0 ≤ u ≤ u∗. We denote by Hu the outgoing null
hypersurfaces generated by the level surfaces of u and by Hu the incoming null hypersur-
faces generated level hypersurfaces of u. We write Su,u = Hu∩Hu Let L, L be the geodesic
vectorfields associated to the two foliations and define19,

1

2
Ω2 = −g(L, L)−1 (3.3.7)

The normalized symmetric null pair is defined by,

e3 = ΩL, e4 = ΩL, g(e3, e4) = −2

Given a 2-surfaces S(u, u) and (ea)a=1,2 an arbitrary frame tangent to it we recall the
Ricci coefficients,

Γ(λ)(µ)(ν) = g(e(λ),De(ν)e(µ)), λ, µ, ν = 1, 2, 3, 4 (3.3.8)

19Observe that the flat value of Ω is 1.
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These coefficients are completely determined by the following components,

χab = g(Dae4, eb), χ
ab

= g(Dae3, eb),

ηa = −1

2
g(D3ea, e4), η

a
= −1

2
g(D4ea, e3)

ω = −1

4
g(D4e3, e4), ω = −1

4
g(D3e4, e3),

ζa =
1

2
g(Dae4, e3)

(3.3.9)

where Da = De(a) , D3 = De3 ,D4 = De4 .

Lemma 3.3.13. For a double null foliation we have,

ω = −1

2
∇4(log Ω), ω = −1

2
∇3(log Ω),

ηa = ζa +∇a(log Ω), η
a

= −ζa +∇a(log Ω)
(3.3.10)

Proof. Straightforward verification. Compare also with the proof of Lemma 3.3.15 below.

For a more detailed exposition of double null foliations see20 [Kl-Ni1] and in [Chr-BH] in
the context of Christodolou’s famous result21 on formation of trapped surfaces.

Definition 3.3.14 (Geodesic). A geodesic foliations are given by the level surfaces of
function (u, s) where u is an outgoing (or incoming) optical function u,

gαβ∂αu∂βu = gab∂au∂bu = 0

and s verifies,

L(s) = 1, L = −gab∂bu∂a.

We denote Su,s the 2-surfaces of intersection between the level surfaces of u and s. We
then choose e4 = L and e3 the unique null vectorfield orthogonal to Su,s and such that
g(e3, e4) = −2. We also introduce

Ω := e3(s). (3.3.11)

20 [Kl-Ni1] contains a proof of the stability of the Minkowski space in the exterior of the domain of
influence of a compact region. A modern version of the result can be found in [Shen:Mink-ext]

21 See also [Kl-Rod2] and [An-Luk] for more recent versions of the result.
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Lemma 3.3.15. We have

ω = ξ = 0, η = ζ, η = −ζ, eθ(Ω) = −ξ, e4(Ω) = −2ω. (3.3.12)

Proof. Since e4 is geodesic, we have ω = ξ = 0. Next, note that

eθ(u) = eθ(s) = e4(u) = 0

and
e3(u) = g(e3,−L) = −g(e3, e4) = 2, e4(s) = 1.

Applying the vectorfield

[e3, ea] = ξ
a
e4 + (η − ζ)ae3 − χabeb

to u we deduce η = ζ. Applying then

[e3, ea] = ξ
a
e4 − χabeb

to s we deduce ea(Ω) = −ξ
a
. Applying

[e4, ea] = (η + ζ)ae4 − χabeb

to s, we deduce that
0 = −es(e4(s)) = (η + ζ)e4(s) = η + ζ

and hence η + ζ = 0. Finally applying

[e4, e3] = −4ζaea − 2ωe4

to s we infer e4(e3(s)) = −2ω, i.e. e4(Ω) = −2ω as desired.

3.3.4 Teukolski and Regge-Wheeler equations in the integrable
case

3.4 Main equations in complex notations

In this section we introduce complex notations for the Ricci coefficients and the curvature
components with the objective of simplifying the main equations. From the real scalars, 1-
tensors and symmetric traceless 2-tensors already introduced, we define their complexified
version which results in anti-self dual tensors.
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3.4.1 Complex notations

Recall Definition 3.0.8 of the set of real horizontal k-tensors sk = sk(M,R) on M. For
instance,

• (a, b) ∈ s0 is a pair of real scalar function on M,

• f ∈ s1 is a real horizontal 1-tensor on M,

• u ∈ s2 is a real horizontal symmetric traceless 2-tensor on M.

By Definition 3.0.9, the duals of real horizontal tensors are real horizontal tensors of the
same type, i.e. ∗f ∈ s1 and ∗u ∈ s2.

We define the complexified version of horizontal tensors on M.

Definition 3.4.1. We denote by sk(C) = sk(M,C) the set of complex anti-self dual k-
tensors on M. More precisely,

• a+ ib ∈ s0(C) is a complex scalar function on M if (a, b) ∈ s0,

• F = f + i ∗f ∈ s1(C) is a complex anti-self dual 1-tensor on M if f ∈ s1,

• U = u+ i ∗u ∈ s2(C) is a complex anti-self dual symmetric traceless 2-tensor on M
if u ∈ s2.

Observe that F ∈ s1(C) and U ∈ s2(C) are indeed anti-self dual tensors, i.e.:

∗F = −iF, ∗U = −iU.

More precisely

U12 = U21 = i ∗U12 = i ∈12 U22 = −iU11, U11 = iU12.

Recall that the derivatives ∇3, ∇4 and ∇a are real derivatives. We can use the dual
operators to define the complexified version of the ∇a derivative, which allows to simplify
the notations in the main equations.

Definition 3.4.2. We define the complexified version of the horizontal derivative as

D = ∇+ i ∗∇, D = ∇− i ∗∇.

More precisely, we have
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• for a+ ib ∈ s0(C),

D(a+ ib) := (∇+ i ∗∇)(a+ ib), D(a+ ib) := (∇− i ∗∇)(a+ ib).

• For f + i ∗f ∈ s1(C),

D · (f + i ∗f) := (∇+ i ∗∇) · (f + i ∗f) = 0,

D · (f + i ∗f) := (∇− i ∗∇) · (f + i ∗f),

D⊗̂(f + i ∗f) := (∇+ i ∗∇)⊗̂(f + i ∗f).

• For u+ i ∗u ∈ s2(C),

D · (u+ i ∗u) := (∇+ i ∗∇) · (u+ i ∗u) = 0

D · (u+ i ∗u) := (∇− i ∗∇) · (u+ i ∗u).

Note that

∗D = −iD.

For F = f + i ∗f ∈ s1(C) the operator −1
2
D⊗̂ is formally adjoint to the operator D · U

applied to U ∈ s2(C). For h = a + ib ∈ s0(C) the operator −Dh is formally adjoint to
the operator D · F applied to F ∈ s1(C). These notions makes sense literally only if the
horizontal structure is integrable.

Lemma 3.4.3. For F = f + i ∗f ∈ s1(C) and U = u+ i ∗u ∈ s2(C), we have

(D⊗̂F ) · U = −2F · (D · U)− ((H + H)⊗̂F ) · U + 2D · (F · U). (3.4.1)

Proof. We look at the real parts. Then

(∇⊗̂f) · u =
(
∇afb +∇bfa − δabdiv f

)
uab = 2(∇afb)uab = 2∇a(uabfb)− 2(div u) · f

Using Lemma 3.0.41 applied to ξ = u · f we obtain

(∇⊗̂f) · u = 2∇a(uabfb)− 2(η + η) · (u · f)− 2(div u) · f
= −2(div u) · f − ((η + η)⊗̂f) · u+ 2div (u · f)

By complexifying, we obtain the stated identity.

Lemma 3.4.4. The following holds.
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• If ξ, η ∈ s1

ξ · η + i ∗ξ · η =
1

2

(
(ξ + i ∗ξ) · (η + i ∗η)

)
,

ξ⊗̂η + i ∗(ξ⊗̂η) =
1

2

(
(ξ + i ∗ξ)⊗̂(η + i ∗η)

)
.

• If η ∈ s1, u ∈ s2

u · η + i ∗u · η =
1

2
(u+ i ∗u) · (η + i ∗η),

u · η + i ∗(u · η) =
1

2
(u+ i ∗u) · (η + i ∗η).

• If u, v ∈ s2

u · v + i ∗u · v =
1

2
(u+ i ∗u) · (v + i ∗v).

• If (a, b) ∈ s0

∇a− ∗∇b+ i( ∗∇a+∇b) = D(a+ ib).

• If ξ ∈ s1

div ξ + icurl ξ =
1

2
D · (ξ + i ∗ξ)

∇⊗̂ξ + i ∗(∇⊗̂ξ) =
1

2
D⊗̂(ξ + i ∗ξ).

• If u ∈ s2

div u+ i ∗(div u) =
1

2
D · (u+ i ∗u).

Proof. Straightforward verification.

Lemma 3.4.5. Let E,F ∈ s1(C) and U ∈ s2(C). Then

E⊗̂(F · U) + F ⊗̂(E · U) = 2(E · F + E · F ) U. (3.4.2)

Proof. See proof of Lemma 2.4.5 in [GKS-2022].
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Leibniz formulas

We collect here Leibniz formulas involving the derivative operators defined above.

Lemma 3.4.6. Let h be a scalar function, F ∈ s1(C), U ∈ s2(C). Then

D · (hF ) = hD · F +D(h) · F ,
D⊗̂(hF ) = hD⊗̂F +D(h)⊗̂F ,
D · (hU) = D(h) · U + h(D · U),

D⊗̂(F · U) = 2(D · F )U + 2(F · D)U,

U · DF = U(D · F ).

(3.4.3)

Also,

F ⊗̂(D · U) = 2(F · D)U = 4F · ∇U,
(F · D)U + (F · D)U = 4f · ∇U = 2(F + F ) · ∇U.

(3.4.4)

Proof. Straightforward verifications, see section ??.

Lemma 3.4.7. As a corollary of (3.4.4) we derive the following formula for U ∈ s2(C)

D⊗̂(D · U) = 242U − 4 (h)KU − i
(

(a)trχ∇3 + (a)trχ∇4

)
U (3.4.5)

where

(h)K = −1

4
tr χtrχ− 1

4
(a)trχ (a)trχ+

1

2
χ̂ · χ̂− 1

4
ρ.

Proof. See proof of Lemma 2.4.7 in [GKS-2022].

3.4.2 Main equations in complex form

We now extend the definitions for the Ricci coefficients and curvature components given
in Sections 3.1.1 and 3.1.2, to the complex case by using the anti-self dual tensors defined
above.

Definition 3.4.8. We define the following complex anti-self dual tensors:

A := α + i ∗α, B := β + i ∗β, P := ρ+ i ∗ρ, B := β + i ∗β, A := α + i ∗α,
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and

X = χ+ i ∗χ, X = χ+ i ∗χ, H = η + i ∗η, H = η + i ∗η, Z = ζ + i ∗ζ,

Ξ = ξ + i ∗ξ, Ξ = ξ + i ∗ξ.

In particular, note that

trX = tr χ− i (a)trχ, X̂ = χ̂+ i ∗χ̂, trX = trχ− i (a)trχ, X̂ = χ̂+ i ∗χ̂.

Remark 3.4.9. The pairing relations described in section 3.1.3 imply the following trans-
formation rules with respect to the interchange of L = e4, L = e3

A↔ A, B ↔ −B, P ↔ P, trX ↔ trX, X̂ ↔ X̂, H ↔ H, Ξ↔ Ξ,

Z ↔ −Z, ω ↔ ω, D → D.

Note the anomaly P ↔ P rather than P ↔ P . This is consistent however to setting
P = ρ− i ∗ρ and then P = P .

The complex notations allow us to rewrite the Ricci equations in a more compact form.

Proposition 3.4.10.

∇3trX +
1

2
(trX)2 + 2ω trX = D · Ξ + Ξ · H + Ξ · (H − 2Z)− 1

2
X̂ · X̂,

∇3X̂ + <(trX)X̂ + 2ω X̂ =
1

2
D⊗̂Ξ +

1

2
Ξ⊗̂(H + H − 2Z)− A,

∇3trX +
1

2
trXtrX − 2ωtrX = D ·H +H ·H + 2P + Ξ · Ξ− 1

2
X̂ · X̂,

∇3X̂ +
1

2
trX X̂ − 2ωX̂ =

1

2
D⊗̂H +

1

2
H⊗̂H − 1

2
trXX̂ +

1

4
Ξ⊗̂Ξ,

∇4trX +
1

2
trXtrX − 2ωtrX = D · H + H · H + 2P + Ξ · Ξ− 1

2
X̂ · X̂,

∇4X̂ +
1

2
trX X̂ − 2ωX̂ =

1

2
D⊗̂H +

1

2
H⊗̂H − 1

2
trXX̂ +

1

4
Ξ⊗̂Ξ,

∇4trX +
1

2
(trX)2 + 2ωtrX = D · Ξ + Ξ ·H + Ξ · (H + 2Z)− 1

2
X̂ · X̂,

∇4X̂ + <(trX)X̂ + 2ωX̂ =
1

2
D⊗̂Ξ +

1

2
Ξ⊗̂(H +H + 2Z)− A.
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Also,

∇3Z +
1

2
trX(Z +H)− 2ω(Z −H) = −2Dω − 1

2
X̂ · (Z +H)

+
1

2
trXΞ + 2ωΞ−B +

1

2
Ξ · X̂,

∇4Z +
1

2
trX(Z − H)− 2ω(Z + H) = 2Dω +

1

2
X̂ · (−Z + H)

−1

2
trXΞ− 2ωΞ−B − 1

2
Ξ · X̂,

∇3H −∇4Ξ = −1

2
trX(H −H)− 1

2
X̂ · (H −H)− 4ωΞ +B,

∇4H −∇3Ξ = −1

2
trX(H − H)− 1

2
X̂ · (H − H)− 4ωΞ−B,

and

∇3ω +∇4ω − 4ωω − ξ · ξ − (η − η) · ζ + η · η = ρ.

Also,

1

2
D · X̂ +

1

2
X̂ · Z =

1

2
DtrX +

1

2
trXZ − i=(trX)H − i=(trX)Ξ−B,

1

2
D · X̂ − 1

2
X̂ · Z =

1

2
DtrX − 1

2
trXZ − i=(trX)H − i=(trX)Ξ +B,

and,

curl ζ = −1

2
χ̂ ∧ χ̂+

1

4

(
tr χ (a)trχ− trχ (a)trχ

)
+ ω (a)trχ− ω (a)trχ+ ∗ρ.

We rewrite the Gauss equation in Proposition 3.0.27 for complex tensors.

Proposition 3.4.11. The following identity holds true for Ψ ∈ sk(C) for k = 1, 2:

[∇a,∇b]Ψ =
(1

2
( (a)trχ∇3 + (a)trχ∇4)Ψ− ik (h)KΨ

)
∈ab (3.4.6)

where

(h)K = −1

8
trXtrX − 1

8
trXtrX +

1

4
X̂ · X̂ +

1

4
X̂ · X̂ − 1

2
P − 1

2
P .

The complex notations allow us to rewrite the Bianchi identities as follows.
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Proposition 3.4.12. We have,

∇3A−
1

2
D⊗̂B = −1

2
trXA+ 4ωA+

1

2
(Z + 4H)⊗̂B − 3PX̂,

∇4B −
1

2
D · A = −2trXB − 2ωB +

1

2
A · (2Z + H) + 3P Ξ,

∇3B −DP = −trXB + 2ωB +B · X̂ + 3PH +
1

2
A · Ξ,

∇4P −
1

2
D ·B = −3

2
trXP +

1

2
(2H + Z) ·B − Ξ ·B − 1

4
X̂ · A,

∇3P +
1

2
D ·B = −3

2
trXP − 1

2
(2H − Z) ·B + Ξ ·B − 1

4
X̂ · A,

∇4B +DP = −trXB + 2ωB +B · X̂ − 3P H − 1

2
A · Ξ,

∇3B +
1

2
D · A = −2trX B − 2ωB − 1

2
A · (−2Z +H)− 3P Ξ,

∇4A+
1

2
D⊗̂B = −1

2
trXA+ 4ωA+

1

2
(Z − 4H)⊗̂B − 3PX̂.

Proof. Straightforward verifications by complexifying the Bianchi identities of Proposition
3.1.6.

Remark 3.4.13. Note that both the complex null structure and null Bianchi equations
are both invariant with respect to the pairing relations of Remark 3.4.9.

Remark 3.4.14. Note that the complex Bianchi identities can be also derived directly
from the equations

DαRαβγδ = 0, R = R + i ∗R.

In view of (3.1.6), α( ∗R) = ∗α(R), α( ∗R) = − ∗α(R), β( ∗R) = ∗β(R), β( ∗R) =
− ∗β(R), ρ( ∗R) = ∗ρ and therefore

Ra4b4 = Aab, Ra434 = 2Ba, R3434 = 4P, Ra334 = 2Ba Ra3b3 = A. (3.4.7)

The derivation is done in appendix

3.4.3 Main complex equations using conformal derivatives

Definition 3.4.15. We define the following conformal angular derivatives in the complex
notation:



130CHAPTER 3. THE GEOMETRIC FORMALISMOF NULL HORIZONTAL STRUCTURES

• For a+ ib ∈ s0(C) we define

(c)D(a+ ib) :=
(

(c)∇+ i ∗ (c)∇
)
(a+ ib).

• For f + i ∗f ∈ s1(C) we define

(c)D(f + i ∗f) :=
(

(c)∇+ i ∗ (c)∇
)
· (f + i ∗f),

(c)D⊗̂(f + i ∗f) := ( (c)∇+ i ∗ (c)∇)⊗̂(f + i ∗f).

• For u+ i ∗u ∈ s2(C) we define

(c)D · (u+ i ∗u) :=
(

(c)∇+ i ∗ (c)∇
)
· (u+ i ∗u).

• In all the above cases we set

(c)D := (c)∇− i (c)∇.

These complex notations allow us to rewrite the null structure equations as follows.

Proposition 3.4.16. We have

(c)∇3trX +
1

2
(trX)2 = (c)D · Ξ + Ξ · H + Ξ ·H − 1

2
X̂ · X̂,

(c)∇3X̂ + <(trX)X̂ =
1

2
(c)D⊗̂Ξ +

1

2
Ξ⊗̂(H + H)− A,

(c)∇3trX +
1

2
trXtrX = (c)D ·H +H ·H + 2P + Ξ · Ξ− 1

2
X̂ · X̂,

(c)∇3X̂ +
1

2
trX X̂ =

1

2
(c)D⊗̂H +

1

2
H⊗̂H − 1

2
trXX̂ +

1

4
Ξ⊗̂Ξ,

(c)∇4trX +
1

2
trXtrX = (c)D · H + H · H + 2P + Ξ · Ξ− 1

2
X̂ · X̂,

(c)∇4X̂ +
1

2
trX X̂ =

1

2
(c)D⊗̂H +

1

2
H⊗̂H − 1

2
trXX̂ +

1

4
Ξ⊗̂Ξ,

(c)∇4trX +
1

2
(trX)2 = (c)D · Ξ + Ξ ·H + Ξ ·H − 1

2
X̂ · X̂,

(c)∇4X̂ + <(trX)X̂ =
1

2
(c)D⊗̂Ξ +

1

2
Ξ⊗̂(H +H)− A,
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(c)∇3H − (c)∇4Ξ = −1

2
trX(H −H)− 1

2
X̂ · (H −H) +B,

(c)∇4H − (c)∇3Ξ = −1

2
trX(H − H)− 1

2
X̂ · (H − H)−B.

Also,

1

2
(c)D · X̂ =

1

2
(c)DtrX − i=(trX)H − i=(trX)Ξ−B,

1

2
(c)D · X̂ =

1

2
(c)DtrX − i=(trX)H − i=(trX)Ξ +B.

The complex notations allow us to rewrite the Bianchi identities as follows.

Proposition 3.4.17. We have

(c)∇3A−
1

2
(c)D⊗̂B = −1

2
trXA+ 2H⊗̂B − 3PX̂,

(c)∇4B −
1

2
(c)D · A = −2trXB +

1

2
A · H + 3P Ξ,

(c)∇3B − (c)DP = −trXB +B · X̂ + 3PH +
1

2
A · Ξ,

(c)∇4P −
1

2
(c)D ·B = −3

2
trXP + H ·B − Ξ ·B − 1

4
X̂ · A,

(c)∇3P +
1

2
(c)D ·B = −3

2
trXP −H ·B + Ξ ·B − 1

4
X̂ · A,

(c)∇4B + (c)DP = −trXB +B · X̂ − 3P H − 1

2
A · Ξ,

(c)∇3B +
1

2
(c)D · A = −2trX B − 1

2
A ·H − 3P Ξ,

(c)∇4A+
1

2
(c)D⊗̂B = −1

2
trXA− 2H⊗̂B − 3PX̂.

Remark 3.4.18. The complex Bianchi equations can also be derived directly from the
equation DαRαβγδ = 0, see Remark 3.4.2.

3.4.4 Connection to the Newman-Penrose formalism

In the Newman-Penrose NP formalism, one chooses a specific orthonormal basis of hor-
izontal vectors (e1, e2) and defines all connection coefficients relative to the complexified
frame (n, l,m,m) where n = 1

2
e3, l = e4, m = e1 + ie2, m = e1 − ie2. Thus, all quantities

of interest are complex scalars instead of our horizontal tensors such as s1, s2. The NP



132CHAPTER 3. THE GEOMETRIC FORMALISMOF NULL HORIZONTAL STRUCTURES

formalism works well for deriving the basic equations, but has the disadvantage of sub-
stantially increasing the number of variables. Moreover, the calculations become far more
cumbersome when deriving equations involving higher derivatives of the main quantities,
in perturbations of Kerr. Another advantage of the formalism used here is that all im-
portant equations look similar to the ones in [Ch-Kl]. We refer to [NP] for the original
form of the NP formalism.

The formalism used here is also related to the so-called Geroch-Held-Penrose formalism
GHP formalism, which also introduced derivatives with boost weights, which are the
scalar equivalent of the conformal derivatives used here, see Lemma 3.1.13. Nevertheless,
the GHP formalism still involves complex scalars instead of horizontal tensors. We refer
to [GHP] for the original form of the GHP formalism.

3.5 The wave operator using complex derivatives-See

section 4.7.3 in [?]

We now express the laplacian in terms of complex derivatives. We summarize the result
in the following.

Lemma 3.5.1. We have for ψ ∈ s2(C),

D⊗̂(D · ψ) = 442ψ − 2i
(

(a)trχ∇3 + (a)trχ∇4

)
ψ − 8 (h)Kψ (3.5.1)

where (h)K is defined in (3.1.9). In particular, in perturbations of Kerr we have

D⊗̂(D · ψ) = 442ψ − 2i
(

(a)trχ∇3 + (a)trχ∇4

)
ψ

+2
(
tr χtrχ+ (a)trχ (a)trχ+ 4ρ

)
ψ + (Γg · Γb) · ψ, (3.5.2)

D⊗̂(D · ψ) = 442ψ − 2i
(

(a)trχ∇3 + (a)trχ∇4

)
ψ

+2

(
1

2
trXtrX +

1

2
trXtrX + 2P + 2P

)
ψ + (Γg · Γb) · ψ. (3.5.3)

Proof. See section 4.7.3 in [?].

We rewrite the above using the conformal derivatives introduced in Lemma 3.1.13.
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Lemma 3.5.2. We have for ψ ∈ s2(C) s-conformally invariant,

(c)D⊗̂( (c)D · ψ) = 4 (c)42ψ − 2i
(

(a)trχ (c)∇3 + (a)trχ (c)∇4

)
ψ

+ 2
[ (

tr χtrχ+ (a)trχ (a)trχ+ 4ρ
)

− is
(

1

2

(
tr χ (a)trχ− trχ (a)trχ

)
+ 2 ∗ρ

)]
ψ

+ (Γg · Γb) · ψ

(3.5.4)

where (c)42 := γab (c)∇a
(c)∇b is the conformal Laplacian operator for horizontal 2-tensors.

Proof. See section 4.7.3 in [?].

By putting together the canonical expression for the wave operator given in Lemma 3.2.10
and the expression for the Laplacian given in Lemma 3.5.1, we obtain the following.

Corollary 3.5.3. We have, for ψ ∈ s2(C),

�̇2ψ = −∇4∇3ψ +
1

4
D⊗̂(D · ψ) +

(
2ω − 1

2
trX

)
∇3ψ −

1

2
trX∇4ψ + 2η · ∇ψ

+

(
−1

2
tr χtrχ− 1

2
(a)trχ (a)trχ− 2ρ

)
ψ + 2i

( ∗ρ− η ∧ η)ψ + (Γb · Γg) · ψ,
(3.5.5)

which can be rewritten as

�̇2ψ = −∇4∇3ψ +
1

4
D⊗̂(D · ψ) +

(
2ω − 1

2
trX

)
∇3ψ −

1

2
trX∇4ψ + 2η · ∇ψ

+

(
−1

4
trXtrX − 1

4
trXtrX − 2P

)
ψ − 2i

(
η ∧ η

)
ψ + (Γb · Γg) · ψ.

(3.5.6)

To do from the Bianchi equations using the hodge operators
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Chapter 4

Derivation of the main equations

4.1 Teukolsky equation for A

It is known that the curvature components A and A satisfy wave equations which decouple
from all other components at the linear level, the celebrated Teukolsky equations. In this
section we derive, using our formalism, the corresponding Teukolsky equation for A while
keeping track of the error terms generated by the perturbation from Kerr expressed in
terms of (Γb,Γg).

4.1.1 The Teukolsky equation for A

Proposition 4.1.1. The complex tensor A ∈ s2(C) satisfies the following equation:

L(A) = Err[L(A)] (4.1.1)

where

L(A) = − (c)∇4
(c)∇3A+

1

4
(c)D⊗̂( (c)D · A) +

(
−1

2
trX − 2trX

)
(c)∇3A

− 1

2
trX (c)∇4A+

(
4H + H + H

)
· (c)∇A+

(
−trXtrX + 2P

)
A+H⊗̂(H · A),

(4.1.2)

with error term expressed schematically

Err[L(A)] = r−1d≤1
(
Γg ·B

)
+ (c)∇3Ξ ·B + Γb · Γg · A. (4.1.3)

Proof. See proof of proposition 5.1.1.

135



136 CHAPTER 4. DERIVATION OF THE MAIN EQUATIONS

4.2 Generalized Regge-Wheeler equation for q

In this section we derive the generalized Regge-Wheeler-type equation.

4.2.1 The invariant quantities Q and q

We start with the following lemma.

Lemma 4.2.1. Let C1 and C2 be scalar functions. The expression

Q(A) = (c)∇3
(c)∇3A+ C1

(c)∇3A+ C2A ∈ s2(C) (4.2.1)

is 0-conformally invariant provided C1 is −1-conformally invariant and C2 is −2-conformally
invariant.

Proof. Direct verification in view of the definition of the conformal derivative (c)∇3.

Definition 4.2.2. Given a fixed null pair (e3, e4) and scalar functions r and θ as in
Section 4.1 of [GKS-2022] we define our main quantity q ∈ s2(C) as

q = qq3Q(A) = qq3
(

(c)∇3
(c)∇3A+ C1

(c)∇3A+ C2A
)

(4.2.2)

where q = r + ia cos θ, and the scalar function C1, C2 are given by

C1 = 2trχ− 2
(a)trχ2

trχ
− 4i (a)trχ,

C2 =
1

2
trχ2 − 4 (a)trχ2 +

3

2

(a)trχ4

trχ2
+ i

(
−2trχ (a)trχ+ 4

(a)trχ3

trχ

)
.

(4.2.3)

Remark 4.2.3. Note that q is independent of the particular normalization. More precisely
if e′3 = λ−1e3, e

′
4 = λe4 and A′ = λ2A then q′ = q.

4.2.2 The derivation of the gRW equation for q

We now state the first main result of Part I concerning the wave equation satisfied by q.
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Theorem 4.2.4. The invariant symmetric traceless 2-tensor q ∈ s2(C) in Definition 4.2.2
satisfies the equation

�̇2q− i
4a cos θ

|q|2 ∇Tq− V q = Lq[A] + Err[�̇2q], (4.2.4)

where:

• T is the vectorfield given by Definition 5.2.8, see also Remark ?? below.

• The potential V is the real scalar function given by

V =
4

|q|2
r2 − 2mr + 2a2

r2
− 4a2 cos2 θ

|q|6 (r2 + 6mr + a2 cos2 θ), (4.2.5)

which for a = 0 coincides with the potential of the Regge-Wheeler equation in
Schwarzschild, i.e. V = −tr χtrχ+O( |a|

r4
), see also Remark ?? below.

• Lq[A] is a linear second order operator in A, given in the outgoing frame by

Lq[A] = qq3

(
− 8a2∆

r2|q|4∇T∇3A−
8a∆

r2|q|4∇Z∇3A

+W4 ∇4A+W3∇3A+W · ∇A+W0A

)
,

where W4, W3, W0 are complex functions of (r, θ) and W is the product of a complex
function of (r, θ) with ∗<(J), with the following fall-off in r

qq3W4 = qq3W3 = qq3W = O (a) , qq3W0 = O
(a
r

)
.

• Err[�̇2q] is the nonlinear correction term, which under the additional condition

qH ∈ Γg

is given schematically by the expression

Err[�̇2q] = r2d≤3(Γg · (A,B)) +∇3(r2d≤2(Γb · (A,B)))

+ d≤1(Γg · q) + r3d≤2
(
Γb · Γg · Γg

)
.

(4.2.6)
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4.2.3 The real part of the gRW equation

Since q ∈ s2(C) is a complex anti-self dual tensor, we can decompose it as

q = ψ + i ∗ψ (4.2.7)

for some ψ = <(q) ∈ s2(R). Taking the real part of (4.2.4), since V is real, we then obtain
an equation for ψ, which is given by

�̇2ψ +
4a cos θ

|q|2
∗∇Tψ − V ψ = <(Lq[A]) + <(Err[�̇2q]).

We summarize in the following.

Proposition 4.2.5. The tensor ψ ∈ s2(R) satisfies

�̇2ψ − V0ψ = −4a cos θ

|q|2
∗∇Tψ +N, V0 =

4∆

(r2 + a2)|q|2 , (4.2.8)

with the right hand side N being given by

N :=
(
V − V0

)
ψ + <(Lq[A]) + <(Err[�̇2q])

= N0 +NL +NErr
(4.2.9)

where:

- N0 denotes the zero-th order term in ψ, i.e.

N0 :=

(
V − 4∆

(r2 + a2)|q|2
)
ψ = O

( a
r4

)
ψ. (4.2.10)

- NL denotes the lower order terms in ψ, i.e.

NL := <
(
qq3

[
− 8a2∆

r2|q|4∇T∇3A−
8a∆

r2|q|4∇Z∇3A

+W4∇4A+W3∇3A+W · ∇A+W0A

]) (4.2.11)

where W4, W3, W0 are complex functions of (r, θ), and W is the product of a complex
function of (r, θ) with ∗<(J), having the following fall-off in r

qq3W4 = qq3W3 = qq3W = O (a) , qq3W0 = O
(a
r

)
.
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- NErr[ψ] denotes the error terms, i.e.

NErr[ψ] := <(Err[�̇2q]) (4.2.12)

which are schematically given by

NErr[ψ] = r2d≤2(Γg · (α, β)) +∇3(r2d≤2(Γb · (α, β)))

+d≤1(Γgψ) + r3d≤2
(
Γb · Γg · Γg

)
.

Also, recall that ψ and A are related by the differential relation:

ψ = <
(
qq3
(

(c)∇3
(c)∇3A+ C1

(c)∇3A+ C2A
))
,

with

C1 = 2trχ− 2
(a)trχ2

trχ
− 4i (a)trχ,

C2 =
1

2
trχ2 − 4 (a)trχ2 +

3

2

(a)trχ4

trχ2
+ i

(
−2trχ (a)trχ+ 4

(a)trχ3

trχ

)
.

4.3 Generalized Regge-Wheeler equation for q

In this section, we derive the generalized Regge-Wheeler equation for q.

4.3.1 The Teukolsky equation for A

Here we derive the Teukolsky equation for A. In order to capture correctly the non linear
terms in the equation, we express the Bianchi identity for A in terms of

A4 = (c)∇4A+
1

2
trXA,

which has an improved decay rate as compared to (c)∇4A. In the derivation of the
Teukolsky equation below, we express explicitly the error terms which decay less than
r−2d≤1(Γg · Γb).
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Proposition 4.3.1. We have(
(c)∇3 + 2trX +

1

2
trX

)
A4 =

1

4

(
(c)D +H + 4H

)
⊗̂
(

(c)D · A+H · A
)

+ 3PA+ ErrTE

(4.3.1)

where ErrTE is given schematically by

ErrTE = trXΞ⊗̂B + ( (c)D ·B)X̂ + (X̂ · qH)B + (Γb · Γb) · (A,B) + r−2d≤1(Γg · Γb).

Proof. See Proposition 5.3.1 in [GKS-2022].

4.3.2 The invariant quantities Q and q

In this section we consider the analog q of q and derive its corresponding gRW equation.

Definition 4.3.2. Given a fixed null pair (e3, e4) and scalar functions r and θ as in
Section ??, we define our second main quantity q ∈ s2(C) as

q = qq3Q(A) = qq3
(

(c)∇4
(c)∇4A+ C1

(c)∇4A+ C2A
)
, (4.3.2)

with complex scalars

C1 = 2tr χ− 2
(a)trχ2

tr χ
− 4i (a)trχ,

C2 =
1

2
tr χ2 − 4 (a)trχ2 +

3

2

(a)trχ4

tr χ2
+ i

(
−2tr χ (a)trχ+ 4

(a)trχ3

tr χ

)
.

(4.3.3)

4.3.3 The derivation of the gRW equation for q

We state below the gRW equation satisfied by q.

Theorem 4.3.3. The invariant symmetric traceless 2-tensor q ∈ s2(C) in Definition 4.3.2
satisfies the equation

�̇2q + i
4a cos θ

|q|2 ∇Tq− V q = Lq[A] + Err[�̇2q] (4.3.4)

where:
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• The potential V is the real scalar function given by

V =
4

|q|2
r2 − 2mr + 2a2

r2
− 4a2 cos2 θ

|q|6 (r2 + 6mr + a2 cos2 θ), (4.3.5)

which for a = 0 coincides with the potential of the Regge-Wheeler equation in
Schwarzschild, i.e. V = −tr χtrχ+O( |a|

r4
).

• Lq[A] is a linear second order operator in A given in the ingoing frame by

Lq[A] = qq3

(
8a2∆

r2|q|4∇TA4 +
8a∆

r2|q|4∇ZA4 +W 4A4 +W 3∇3A+W · ∇A+W 0A

)
,

where W 4, W 3, W 0 are complex functions of (r, θ) and W is the product of a complex
function of (r, θ) with ∗<(J), with the following fall-off in r

qq3W 4, qq
3W = O

(
a2

r

)
, qq3W 3, qq

3W 0 = O

(
a2

r2

)
.

• Err[�̇2q] is the nonlinear correction term, which under the additional conditions1

Ξ = 0, |H = 0, for r ≥ r0,

is given schematically by the expression

Err[�2q] = r2d≤2(Γb · (A,B)) + d≤3(Γg · Γb).

4.4 Teukolsky-Starobinski identity

We state here, in the context of perturbations of Kerr, one of the Teukolsky-Starobinski
identities, which relate the complex curvature components A and A through fourth-order
differential operators.

Proposition 4.4.1. Assume that Ξ = 0 in r ≤ r0. The complex tensors A, A ∈ s2(C)
satisfy the following relation in the region r ≤ r0(

(c)∇4 + 2trX
)4

A = r−4d≤4A+ d≤3
(
Γb · Γg

)
. (4.4.1)

1In fact, it suffices to assume that Ξ ∈ r−2Γg and |H ∈ r−1Γg. These additional conditions make the
structure of Err[�̇2q] in (4.3.6) possible. This structure is essential in the control of the nonlinear terms.
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Proof. See Proposition 5. 4.1 in[GKS-2022]..

Remark 4.4.2. Proposition 4.4.1 is stated without proof in Chapter 7 of [K-S:Kerr]. Both
the assumption Ξ = 0 and the restriction to r ≤ r0 are unnecessary and assumed only for
convenience, as they hold when applying Proposition 4.4.1 in Chapter 7 of [K-S:Kerr]. In
particular, the restriction to r ≤ r0 allows us to avoid having to track the precise powers
of r in the nonlinear terms.

Remark 4.4.3. Choosing a normalization such that ω ∈ Γg, and hence trX = 2
q

+ Γg, we
infer from Proposition 4.4.1, for Ξ = 0 in the region r ≤ r0,

1

q7
∇4

(
q2∇4

(
q2∇4

(
q2∇4(qA)

)))
= r−4d≤4A+ d≤3

(
Γb · Γg

)
.

4.5 The wave equation for P

Here we derive the wave equation satisfied by the curvature component P .

Lemma 4.5.1. The curvature component P satisfies the following scalar wave equation:

�gP = trX∇3P + trX∇4P −H · DP − H · DP

+
3

2

[
trXtrX + 2P − 2H ·H

]
P + Err[�gP ],

(4.5.1)

with error terms given by

Err[�gP ] = − (c)∇3(Ξ ·B)− 1

4
(c)∇3(X̂ · A) +

1

2
(c)D ·

(
B · X̂ +

1

2
A · Ξ

)
+ H ·

(
B · X̂ +

1

2
A · Ξ

)
+

1

2

(
−B ·B + Ξ · ∇4B − X̂ · (c)DB −H · X̂ ·B

)
− 1

2

(
2trX + trX

)(
Ξ ·B +

1

4
X̂ · A

)
+

1

2
H ·

(
B · X̂ +

1

2
A · Ξ

)
+

(
−1

2
(c)D · X̂ − i=(trX)Ξ +B + (c)∇4Ξ− 1

2
X̂ · (H −H) +B

)
·B

− 3

2

(
Ξ · Ξ− 1

2
X̂ · X̂

)
P.

(4.5.2)

Proof. See Appendix ??.

Remark 4.5.2. From the expression in (4.5.2) and using the null structure equation for
(c)∇3X̂, observe that the error terms Err[�gP ] can be schematically written as

Err[�gP ] = r−1d≤1(Γg ·B) +∇3(Ξ ·B) + r−1d≤1(Γb · (A,B)) + r−3(Γg · Γb)− A · A.
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4.6 Derivation of the main equations in linear per-

turbations of Schwarzschild

We make use of the results of section 3.3.1 to derive the Teukolsky and RW equations
in linear perturbations of Schwarzschild, i.e. we assume that (a)trχ = (a)trχ = 0,
χ̂, χ̂, η, η, ζ, ξ, ξ, α, α, β, β are linear quantities and that we neglect all quadratic and higher
order expressions involving them.

4.7 Derivation of the Teukolsky equations

Proposition 4.7.1 (Bianchi-Schw#). In linear perturbations of Schwarzschild we have2

(c)∇#
3 α = (c)∇⊗̂β − 3ρχ̂,

(c)∇#
4 β = (c)div α + 3ξρ,

(c)∇#
3 β = − (c)div %+ 3ρη,

(c)∇#
4 ρ = (c)div β,

(c)∇#
3 ρ = − (c)div β,

(c)∇#
4
∗ρ = − (c)curl β − 3

2
(tr χ ∗ρ− (a)trχρ)

(c)∇#
3
∗ρ = − (c)curl β − 3

2
(trχ ∗ρ+ (a)trχρ)

(c)∇#
4 β = − (c)div %̌− 3ρη

(c)∇#
3 β = − (c)div α− 3ξρ

(c)∇#
4 α = − (c)∇⊗̂β − 3ρχ̂.

Proof. We only need to check the equations for ρ, ∗ρ. Neglecting quadratic terms the

2Here div % = −(∇ρ+ ∗∇ ∗ρ), div %̌ = −(∇ρ− ∗∇ ∗ρ).
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Bianchi equations for ρ, ∗ρ take the form

(c)∇4ρ− (c)div β = −3

2
tr χρ

(c)∇4
∗ρ+ (c)curl β = −3

2
(tr χ ∗ρ− (a)trχρ)

(c)∇3ρ+ (c)div β = −3

2
trχρ

(c)∇3
∗ρ+ (c)curl β = −3

2
(trχ ∗ρ+ (a)trχρ)

Remark 4.7.2. In view of our definition for (c)∇# applied to Ricci coefficients

(c)∇#
3 χ̂ = (c)∇3χ̂+

1

2
(1− 1 + 1)trχχ̂ = (c)∇3χ̂+

1

2
trχχ

(c)∇#
3 tr χ = (c)∇3tr χ+

1

2
trχtr χ

(c)∇#
4 χ̂ = (c)∇4χ̂+

1

2
(1 + 1 + 1)trχχ̂ = (c)∇4χ̂+

3

2
tr χχ̂

(c)∇#
4 tr χ = (c)∇4tr χ+

3

2
tr χ2

(c)∇#
3 χ̂ = (c)∇3χ̂+

1

2
(1 + 1 + 1)trχ χ̂ = (c)∇3χ̂+

3

2
trχ χ̂

(c)∇#
3 trχ = (c)∇3trχ+

3

2
trχ2

(c)∇#
4 χ̂ = (c)∇4χ̂+

1

2
(1− 1 + 1)trχχ̂ = (c)∇3χ̂+

1

2
tr χχ̂

(c)∇#
4 trχ = (c)∇4trχ+

1

2
tr χtrχ

Proposition 3.3.1 becomes

Proposition 4.7.3 (Ricci-Schwarzschild#). We have

(c)∇#
3 trχ = trχ2 + 2 (c)div ξ,

(c)∇#
3 χ̂ =

1

2
trχ χ̂+ (c)∇⊗̂ξ − α,

(c)∇#
3 tr χ = 2 (c)div η + 2ρ,

(c)∇#
3 χ̂ = −1

2
tr χχ̂+ (c)∇⊗̂η,
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(c)∇#
4 trχ = 2 (c)div η + 2ρ,

(c)∇#
4 χ̂ = −1

2
trχχ̂+ (c)∇⊗̂η,

(c)∇#
4 tr χ = tr χ2 + 2 (c)div ξ,

(c)∇#
4 χ̂ =

1

2
tr χ χ̂+ (c)∇⊗̂ξ − α,

Also,

(c)div χ̂ =
1

2
(c)∇(tr χ)− 1

2
∗ (c)∇( (a)trχ)− β,

(c)div χ̂ =
1

2
(c)∇(trχ)− 1

2
∗ (c)∇( (a)trχ) + β.

We will make use of the commutation formulas of Corollary 3.3.9.

For linearized perturbations near Schwarzschild we have, for any linear, horizontal, ten-
sorfield U of signature s,

[ (c)∇#
3 ,

(c)∇]U = [ (c)∇#
4 ,

(c)∇]U = 0.

[ (c)∇#
4 ,

(c)∇#
3 ]U = −s

(
4ρ− 1

2
trχtr χ

)
U.

4.7.1 Useful calculations

Lemma 4.7.4. We have, ignoring quadratic and higher order terms,

(c)∇#
3 (tr χtrχ) = trχ

(1

2
tr χtrχ+ 2ρ

)
+ 2
(
tr χdiv ξ + trχdiv η)

(c)∇#
4 (tr χtrχ) = tr χ

(1

2
tr χtrχ+ 2ρ

)
+ 2
(
trχdiv ξ + tr χdiv η)

(4.7.1)

Also,

(c)∇#
4 (ρχ̂) = ρ

(
(c)∇⊗̂ξ − α

)
.

Proof. Using the equations of Proposition 4.7.3 we calculate,

(c)∇#
3 (tr χtrχ) = (c)∇#

3 tr χtrχ+ tr χ (c)∇#
3 trχ− 1

2
trχtr χtrχ

= (2div η + 2ρ)trχ+ tr χ(trχ2 + 2div ξ)− 1

2
tr χtr χ2

= trχ
(1

2
tr χtrχ+ 2ρ

)
+ 2
(
tr χdiv ξ + trχdiv η)
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Similarly

(c)∇#
4 (tr χtrχ) = tr χ

(1

2
tr χtrχ+ 2ρ

)
+ 2
(
trχdiv ξ + tr χdiv η).

Now, using the Leibnitz rule for (c)∇# operators and the equations (c)∇#
4 ρ = 0, (c)∇#

4 (χ̂) =
1
2
tr χ χ̂+ (c)∇⊗̂ξ − α of Proposition 4.7.3, we deduce

(c)∇#
4 (ρχ̂) = (c)∇#

4 ρχ̂+ ρ (c)∇#
4 χ̂−

1

2
ρtr χχ̂ = ρ

(
(c)∇#

4 χ̂−
1

2
tr χχ̂

)
= ρ

(
(c)∇⊗̂ξ − α

)
as stated.

4.7.2 Teukolsky Equation for α

Proposition 4.7.5. We have

(c)∇#
4

(c)∇#
3 α = (c)∇⊗̂ (c)div α + 3ρα. (4.7.2)

Also,

(c)∇#
4

(c)∇#
3 α = 4α +

(
5ρ+

1

2
tr χtrχ

)
α. (4.7.3)

Proof. We write the first Bianchi pair

(c)∇#
3 α = (c)∇⊗̂β − 3ρχ̂,

(c)∇#
4 β = (c)div α + 3ξρ

in the form

(c)∇#
3 α = (c)∇⊗̂β + i

(c)∇#
4 β = (c)div α + j

i = −3ρχ̂

j = 3ξρ

Lemma 4.7.6. Given

i = −3ρχ̂, j = 3ξρ

we have

(c)∇#
4 i+ (c)∇⊗̂j = 3ρα (4.7.4)
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Taking (c)∇#
4 and of the first equation, (c)∇⊗̂ of the second equation and using Lemma

3.3.8 we derive

(c)∇#
4

(c)∇#
3 α = (c)∇⊗̂ (c)∇#

4 β + (c)∇#
4 i

(c)∇⊗̂ (c)∇#
4 β = (c)∇⊗̂ (c)div α + (c)∇⊗̂j

Combining we deduce,

(c)∇#
4

(c)∇#
3 α = (c)∇⊗̂ (c)div α + (c)∇#

4 i+ (c)∇⊗̂j.

Now, making use of the formula (c)∇#
4 (ρχ̂) = ρ

(
(c)∇⊗̂ξ − α

)
in Lemma 4.7.4

(c)∇#
4 i+ (c)∇⊗̂j = −3ρ

(
(c)∇⊗̂ξ − α

)
+ 3 (c)∇⊗̂(ρξ) = 3ρα (4.7.5)

We deduce

(c)∇#
4

(c)∇#
3 α = (c)∇⊗̂ (c)div α + 3ρα.

as stated. To prove the second part of the proposition we make use of the Lemma

Lemma 4.7.7. We have

(c)∇⊗̂div = 4− 2K (4.7.6)

where K = −ρ− 1
4
tr χtrχ is the Gauss curvature

Proof. The Lemma follows from the formula D ∗/2D/2 = −1
2
4+K, D/2 = div , D ∗/2 = −1

2
∇⊗̂.

Therefore,

(c)∇#
4

(c)∇#
3 α = 4α− 2Kα + 3ρα = −2(−ρ− 1

4
tr χtrχ)α + 3ρα

= 4α +
(
5ρ+

1

2
tr χtrχ

)
α

as stated.

Lemma 4.7.8. Teukolsky equation takes the form

(c)∇4
(c)∇3α +

5

2
trχ (c)∇3α +

1

2
trχ (c)∇4α + (−2ρ+

1

2
tr χtrχ)α = (c)∇⊗̂ (c)div α.
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Proof.

(c)∇#
4

(c)∇#
3 α = (c)∇4( (c)∇#

3 α) +
5

2
trχ( (c)∇#

3 α)

= (c)∇4( (c)∇3α +
1

2
trχα) +

5

2
trχ( (c)∇3α +

1

2
trχα)

= (c)∇4
(c)∇3α +

5

2
trχ (c)∇3α +

1

2
trχ (c)∇4α +

(1

2
(c)∇4trχ+

5

4
trχ2

)
α.

Recall that

(c)∇4trχ = −1

2
tr χtrχ+ 2 (c)div η + 2ρ

Hence

(c)∇#
4

(c)∇#
3 α = (c)∇4

(c)∇3α +
5

2
trχ (c)∇3α +

1

2
trχ (c)∇4α +

(
ρ+

1

2
trχ2

)
α

Therefore equation (c)∇#
4

(c)∇#
3 = (c)∇⊗̂ (c)div α + 3ρα takes the form

(c)∇4
(c)∇3α +

5

2
trχ (c)∇3α +

1

2
trχ (c)∇4α +

(
ρ+

1

2
trχ2

)
α = (c)∇⊗̂ (c)div α + 3ρα

or,

(c)∇4
(c)∇3α +

5

2
trχ (c)∇3α +

1

2
trχ (c)∇4α + (−2ρ+

1

2
tr χtrχ)α = (c)∇⊗̂ (c)div α.

4.8 Derivation of the RW equation

4.8.1 The commuted First Bianchi system

We commute the first Bianchi system with (c)∇#
3 and Q = (c)∇#

3
(c)∇#

3

(c)∇#
3 α = (c)∇⊗̂β − 3ρχ̂

(c)∇#
4 β = (c)div α + 3ρξ

Proposition 4.8.1. Ignoring quadratic terms we have

(c)∇#
3

(c)∇#
3 α = (c)∇⊗̂ (c)∇#

3 β − 3 (c)∇#
3 (ρχ̂),

(c)∇#
4

(c)∇#
3 β = (c)div (c)∇#

3 α +

(
−4ρ+

1

2
trχtrχ

)
β + 3 (c)∇#

3 (ρξ).
(4.8.1)
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(c)∇#
3 Q(α) = (c)∇⊗̂Q(β)− 3 (c)∇#

3
(c)∇#

3 (ρχ̂)

(c)∇#
4 Q(β) = (c)div Q(α) + (c)∇#

3

((
−4ρ+

1

2
trχtrχ

)
β

)
+ 3 (c)∇#

3
(c)∇#

3 (ρξ)
(4.8.2)

Proof. We start with

(c)∇#
3 α = (c)∇⊗̂β − 3ρχ̂.

Apply (c)∇#
3 (note that (c)∇#

3 α has signature 1 and rank 3) and apply the commutator
lemma to obtain

(c)∇#
3

(c)∇#
3 α = (c)∇⊗̂ (c)∇#

3 β − 3 (c)∇#
3 (ρχ̂).

which is the first equation in (4.8.1).

Starting with

(c)∇#
4 β = (c)div α + 3ρξ

we apply (c)∇#
3 to both sides

(c)∇#
3

(c)∇#
4 β = (c)div (c)∇#

3 α + 3 (c)∇#
3 (ρξ).

or,

(c)∇#
4

(c)∇#
3 β + [ (c)∇#

3 ,
(c)∇#

4 ]β = (c)div (c)∇#
3 α + 3 (c)∇#

3 (ρξ).

Using the commutator identity of Lemma 3.3.8, where s = sign(ψ) = 1,

[ (c)∇#
3 ,

(c)∇#
4 ]β =

(
4ρ− 1

2
trχtrχ

)
β =

we deduce

(c)∇#
4

(c)∇#
3 β = (c)div (c)∇#

3 α−
(

4ρ− 1

2
trχtrχ

)
β + 3 (c)∇#

3 (ρξ).

Hence (c)∇#
3 α,

(c)∇#
3 β verify the system

(c)∇#
3 ( (c)∇#

3 α) = (c)∇⊗̂( (c)∇#
3 β)− 3 (c)∇#

3 (ρχ̂)

(c)∇#
4 ( (c)∇#

3 β) = (c)div ( (c)∇#
3 α)−

(
4ρ− 1

2
trχtrχ

)
β + 3 (c)∇#

3 (ρξ).
(4.8.3)

as stated in (4.8.1).
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Next we apply apply (c)∇#
3 to the first equation in (4.8.1), commute, and derive

(c)∇#
3 Q(α) = (c)∇⊗̂ (c)∇#

3
(c)∇#

3 β − 3 (c)∇#
3

(c)∇#
3 (ρχ̂)

= (c)∇⊗̂Q(β)− 3 (c)∇#
3

(c)∇#
3 (ρχ̂).

which is the first equation in (4.8.2).

Applying (c)∇#
3 to the second equation in (4.8.3) and commuting as before we derive

(c)∇#
4 ( (c)∇#

3
(c)∇#

3 β) + [ (c)∇#
3 ,

(c)∇#
4 ] (c)∇#

3 β

= (c)div ( (c)∇#
3

(c)∇#
3 α)− (c)∇#

3

((
4ρ− 1

2
trχtrχ

)
β
)

+ 3 (c)∇#
3

(c)∇#
3 (ρξ).

Since (c)∇#
3 β has signature zero [ (c)∇#

3 ,
(c)∇#

4 ] (c)∇#
3 β = 0. We deduce,

(c)∇#
4 Q(β) = (c)div Q(β) + (c)∇#

3

((
− 4ρ+

1

2
trχtrχ

)
β
)

+ 3 (c)∇#
3

(c)∇#
3 (ρξ).

which is the second equation in (4.8.2).

4.8.2 Teuklosky equation for Q(α)

We rewrite the result of the second part of Proposition 4.8.1 in the form

(c)∇#
3 Q(α) = (c)∇⊗̂Q(β) + I

(c)∇#
4 Q(β) = div Q(α) + J

(4.8.4)

where

I = −3 (c)∇#
3

(c)∇#
3 (ρχ̂)

J = (c)∇#
3

((
−4ρ+

1

2
trχtrχ

)
β

)
+ 3 (c)∇#

3
(c)∇#

3 (ρξ)
(4.8.5)

Proposition 4.8.2. The following identity holds true

(c)∇#
4 I + (c)∇⊗̂J =

(
− ρ+

1

2
tr χtrχ

)
Q(α). (4.8.6)

The proof is an immediate consequence of the following calculations.
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Lemma 4.8.3. The following identities hold true.

(c)∇#
4 I = 3ρQ(α)− 3trχρ (c)∇#

3 α− 3 (c)∇⊗̂ (c)∇#
3

(c)∇#
3

(
ρξ
)

−3 (c)∇#
3

((
4ρ− 1

2
tr χtrχ

)
(ρχ̂)

)
.

(4.8.7)

(c)∇⊗̂J =
(
− 4ρ+

1

2
trχtrχ

)
Q(α) + 3ρtrχρ (c)∇#

3 α

+ 3 (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
ρχ̂
)

+ 3 (c)∇#
3

(c)∇#
3 (ρ∇⊗̂ξ)

(4.8.8)

Proof. We start with checking (4.8.8). Making use of

(c)∇⊗̂β = (c)∇#
3 α + 3χ̂ρ

we deduce

(c)∇⊗̂ (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
β
)

= (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
(c)∇⊗̂β

)
= (c)∇#

3

((
− 4ρ+

1

2
trχtrχ

)(
(c)∇#

3 α + 3ρχ̂
))

= (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
(c)∇#

3 α
)

+ 3 (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
ρχ̂
)

= (c)∇#
3

(
− 4ρ+

1

2
trχtrχ

)
(c)∇#

3 α +
(
− 4ρ+

1

2
trχtrχ

)
Q(α)

−1

2
trχ
(
− 4ρ+

1

2
trχtrχ

)
(c)∇#

3 α + 3 (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
ρχ̂
)

Hence

(c)∇⊗̂ (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
β
)

=
(
− 4ρ+

1

2
trχtrχ

)
Q(α) + 3 (c)∇#

3

((
− 4ρ+

1

2
trχtrχ

)
ρχ̂
)

+
(

(c)∇#
3

(
− 4ρ+

1

2
trχtrχ

)
− 1

2
trχ
(
− 4ρ+

1

2
trχtrχ

))
(c)∇#

3 α

In view of Lemma 4.7.4 we have, modulo linear terms,

(c)∇#
3 (tr χtrχ) = trχ

(
1
2
tr χtrχ+ 2ρ

)
.

Thus, since also (c)∇#
3 (ρ) = 0,

(c)∇#
3

(
− 4ρ+

1

2
trχtrχ

)
=

1

2
trχ
(1

2
tr χtrχ+ 2ρ

)
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and therefore,

(c)∇#
3

(
− 4ρ+

1

2
trχtrχ

)
− 1

2
trχ
(
− 4ρ+

1

2
trχtrχ

)
= 3trχρ.

Henceforth

(c)∇⊗̂ (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
β
)

=
(
− 4ρ+

1

2
trχtrχ

)
Q(α) + 3ρtrχρ (c)∇#

3 α

+3 (c)∇#
3

((
− 4ρ+

1

2
trχtrχ

)
ρχ̂
)

from which (4.8.8) easily follows.

To check (4.8.7) we write, commuting (c)∇#
4 with (c)∇#

3 twice,

(c)∇#
4

(c)∇#
3

(c)∇#
3 (ρχ̂) = (c)∇#

3
(c)∇#

4
(c)∇#

3 (ρχ̂) + [ (c)∇#
4 ,

(c)∇#
3 ] (c)∇#

3 (ρχ̂)

= (c)∇#
3

(c)∇#
3

(c)∇#
4 (ρχ̂) + (c)∇#

3

(
[ (c)∇#

4 ,
(c)∇#

3 ](ρχ̂)
)

+[ (c)∇#
4 ,

(c)∇#
3 ] (c)∇#

3 (ρχ̂)

= I1 + I2 + I3

Recall, see 4.7.4,

(c)∇#
4 (ρχ̂) = ρ

(
(c)∇⊗̂ξ − α

)
.

Thus,

I1 = (c)∇#
3

(c)∇#
3

(c)∇#
4 (ρχ̂) = (c)∇#

3
(c)∇#

3

(
ρ
(

(c)∇⊗̂ξ − α
))

= − (c)∇#
3

(c)∇#
3 (ρα) + (c)∇#

3
(c)∇#

3 (ρ (c)∇⊗̂ξ)
= − (c)∇#

3
(c)∇#

3 (ρα) + (c)∇⊗̂ (c)∇#
3

(c)∇#
3

(
ρξ
)

Also, since (c)∇#
3 ρ = 0,

(c)∇#
3 (ρα) = (c)∇#

3 ρα + ρ (c)∇#
3 α−

1

2
trχρα = ρ (c)∇#

3 α−
1

2
trχρα
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(c)∇#
3

(c)∇#
3 (ρα) = (c)∇#

3

(
ρ (c)∇#

3 α−
1

2
trχρα

)
=

(
(c)∇#

3 ρ
(c)∇#

3 α + ρ (c)∇#
3

(c)∇#
3 α−

1

2
trχρ (c)∇#

3 α
)
− 1

2
(c)∇#

3

(
trχρα

)
= ρQ(α)− 1

2
trχρ (c)∇#

3 α−
1

2
(c)∇#

3

(
trχρα

)
= ρQ(α)− 1

2
trχρ (c)∇#

3 α

−1

2

(
(c)∇#

3 α(trχρ) + α (c)∇#
3 (trχρ)− 1

2
trχ
(
trχρα

))
= ρQ(α)− trχρ (c)∇#

3 α−
1

2
α (c)∇#

3 (trχρ) +
1

4
trχ2ρα

We deduce,

(c)∇#
3

(c)∇#
3 (ρα) = ρQ(α)− trχρ (c)∇#

3 α +
1

4
trχ2ρα

−1

2
α
(

(c)∇#
3 trχρ+ trχ (c)∇#

3 ρ−
1

2
trχ2ρ

)
= ρQ(α)− trχρ (c)∇#

3 α +
1

4
trχ2ρα− 1

2
α
(
trχ2ρ− 1

2
trχ2ρ

)
= ρQ(α)− trχρ (c)∇#

3 α

and therefore,

I1 = −ρQ(α) + trχρ (c)∇#
3 α + (c)∇⊗̂ (c)∇#

3
(c)∇#

3

(
ρξ
)
. (4.8.9)

Note that the signature of (c)∇#
3 (ρχ̂) is zero and therefore, in view of the commutator

Lemma 3.3.8

I3 = [ (c)∇#
4 ,

(c)∇#
3 ] (c)∇#

3 (ρχ̂) = 0. (4.8.10)

It remains to calculate I2.

I2 = (c)∇#
3

(
[ (c)∇#

4 ,
(c)∇#

3 ](ρχ̂)
)

In view of the commutator Lemma 3.3.8 and

[ (c)∇#
4 ,

(c)∇#
3 ](ρχ̂) =

(
4ρ− 1

2
tr χtrχ

)
(ρχ̂)

Thus

I2 = (c)∇#
3

((
4ρ− 1

2
tr χtrχ

)
(ρχ̂)

)
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We deduce

(c)∇#
4

(c)∇#
3

(c)∇#
3 (ρχ̂) = I1 + I2 + I3

= −ρQ(α) + trχρ (c)∇#
3 α + (c)∇⊗̂ (c)∇#

3
(c)∇#

3

(
ρξ
)

+ (c)∇#
3

((
4ρ− 1

2
tr χtrχ

)
(ρχ̂)

)
from which (4.8.7) follows.

As a corollary of (4.8.4) and Proposition 4.8.2 we derive the Teukolski equation for Q(α).

Proposition 4.8.4. Q(α) verifies,

(c)∇#
4

(c)∇#
3 Q(α) = (c)∇⊗̂div Q(α) +

(
− ρ+

1

2
tr χtrχ

)
Q(α) (4.8.11)

Proof.

(c)∇#
4

(c)∇#
3 Q(α) = (c)∇⊗̂ (c)∇4Q(β) + (c)∇#

4 I

= (c)∇⊗̂
(
div Q(α) + J

)
+ (c)∇#

4 I

= (c)∇⊗̂div Q(α) + (c)∇⊗̂J + (c)∇#
4 I

= (c)∇⊗̂div Q(α) +
(
− ρ+

1

2
tr χtrχ

)
Q(α)

as stated.

Proposition 4.8.5. We have

(c)∇#
4

(c)∇#
3 Q(α) = 4Q(α) +

(
ρ+ tr χtrχ

)
Q(α) (4.8.12)

Proof. Note that

(c)∇⊗̂div = 4− 2K (4.8.13)

where K = −1
4
tr χtrχ− ρ+ 1

2
χ̂ · χ̂ = −ρ− 1

4
tr χtrχ is the Gauss curvature This follows

from the formula d ∗/2 d/2 = −1
2
4+K where d/2 = div , d ∗/2 = −1

2
∇⊗̂.

Remark 4.8.6. We have

(c)∇#
4

(c)∇#
3 Q(α) = (c)∇4

(c)∇3Q(α) +
5

2

(
tr χ (c)∇3Q(α) + trχ (c)∇4Q(α)

)
+ 5(ρ+ tr χtrχ).
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Proof. We have sign(Q(α)) = 0, rank(Q(α)) = 4 and sign( (c)∇3Q(α)) = −1, rank( (c)∇3(Q(α)) =
5,

(c)∇#
3 Q(α) = (c)∇3Q(α) +

5

2
trχQ(α)

(c)∇#
4

(c)∇#
3 Q(α) = (c)∇#

4

(
(c)∇3Q(α) +

5

2
trχQ(α)

)
= (c)∇4

(
(c)∇3Q(α) +

5

2
trχQ(α)

)
+

5

2
tr χ

(
(c)∇3Q(α) +

5

2
trχ
)
Q(α)

= (c)∇4
(c)∇3Q(α) +

5

2
tr χ (c)∇3Q(α) +

5

2
trχ (c)∇4Q(α)

+
5

2

(
(c)∇4(trχ) +

5

2
tr χtrχ

)
Q(α)

The result then follows by a simple computation using (c)∇4(trχ) = −1
2
tr χtrχ+ 2ρ.

4.8.3 Function r and normalizations

Outgoing frame for which e4 is gedoesic

In this case e4 = Υ−1∂t + ∂r, e3 = ∂t −Υ∂r, ξ = ω = 0, ω = m
r2
, tr χ = 2

r
, trχ = −2

r
Υ We

have

(c)∇3(r) =
r

2
trχ, (c)∇4(r) =

r

2
tr χ

Lemma 4.8.7. For a tensor ψ of signature s and rank k we have

(c)∇#
3 (ψ) = r−1+s−k (c)∇3(r1−s+kψ)

(c)∇#
4 (ψ) = r−1−s−k (c)∇4(r1+s+kψ).

(4.8.14)

Ingoing frame for which e3 is gedoesic

In this case e3 = Υ−1∂t + ∂r, e3 = ∂t + Υ∂r, ξ = ω = 0, ω = −m
r2
, tr χ = 2Υ

r
, trχ = −1

r
. In

this case also

(c)∇3(r) =
r

2
trχ, (c)∇4(r) =

r

2
tr χ

Thus in both cases
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Lemma 4.8.8. For a tensor ψof signature s and rank k we have

(c)∇#
3 (ψ) = r−1+s−k (c)∇3(r1−s+kψ)

(c)∇#
4 (ψ) = r−1−s−k (c)∇4(r1+s+kψ).

(4.8.15)

Proof. Indeed

(c)∇#
3 (ψ) = (c)∇3 +

1− s+ k

2
trχψ

(c)∇#
4 (ψ) = (c)∇4 +

1 + s+ k

2
tr χψ

Hence

r−1+s−k (c)∇3(r1−s+kψ) = (c)∇3ψ + (1− s+ k)r−1+s−kr−s+k
r

2
trχψ

= (c)∇3ψ +
1− s+ k

2
trχψ = (c)∇#

3 ψ

and similarly for the second equation in (4.8.15).

4.8.4 Reggee-Wheeler equation

Lemma 4.8.9. We have

(c)∇#
4

(c)∇#
3 Q(α) = r−5 (c)∇4

(c)∇3

(
r5Q(α)

)
(4.8.16)

Proof. To check (4.8.16) we write (note that Q(α) has signature 0 and rank 4.) Thus,
since (c)∇#

3 Q(α) has signature −1 and rank 5.

(c)∇#
4

(c)∇#
3 Q(α) = r−1−(−1)−5 (c)∇4

(
r1+(−1)+5 (c)∇#

3 Q(α)
)

= r−5 (c)∇4

(
r5 (c)∇#

3 Q(α)
)

= r−5 (c)∇4

(
r5r−1+0−4 (c)∇3

(
r1+0+4Q(α)

)
= r−5 (c)∇4

(c)∇3

(
r5Q(α)

)

(c)∇#
4

(c)∇#
3 Q(α) = r−5 (c)∇4

(
r5 (c)∇#

3 Q(α)
)

= r−5 (c)∇4
(c)∇3

(
r5Q(α)

)
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Theorem 4.8.10. The quantity q = r4Q(α) verifies,

�̇q + tr χtrχq = 0. (4.8.17)

Proof. Recall that the wave operator for ψ ∈ s2(C) is given by

�̇ = −∇4∇3ψ −
1

2
trχ∇4ψ +

(
2ω − 1

2
tr χ

)
∇3ψ +42ψ

Equation (4.8.12) takes the form, with q = r4Q(α)

(c)∇4
(c)∇3(rq) = 4rq +

(
ρ+ tr χtrχ

)
rq (4.8.18)

Now, using the equation ∇4trχ = −1
2
tr χtrχ+ 2ρ+ 2ωtrχ,

(c)∇3(rq) = ∇3(rq) =
r

2
trχq + r∇3q

(c)∇4
(c)∇3(rq) = ∇4

(r
2

trχq + r∇3q
)
− 2ω

(r
2

trχq + r∇3q
)

=
r

4
tr χtrχq +

r

2
∇4trχq +

r

2
trχ∇4q +

r

2
tr χ∇3q + r∇4∇3q

−2ω
(r

2
trχq + r∇3q

)
= r∇4∇3q + r

(1

2
tr χ− 2ω)∇3q +

r

2
trχ∇4q

+
1

2
rq
(1

2
tr χtrχ+∇4trχ− 2ωtrχ

)
.

= r∇4∇3q + r
(1

2
tr χ− 2ω)∇3q +

r

2
trχ∇4q + rρq

Using (4.8.18)

r∇4∇3q + r
(1

2
tr χ− 2ω)∇3q +

r

2
trχ∇4q + rρq = r4q +

(
ρ+ tr χtrχ

)
rq

Therefore

−∇4∇3q +4q−
(1

2
tr χ− 2ω)∇3q−

1

2
trχ∇4 + tr χtrχq = 0.

Therefore,

�̇q + tr χtrχq = 0.

as stated.
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Chapter 5

The Kerr spacetime

5.1 Boyer-Lindquist coordinates

We consider the Kerr metric in standard Boyer-Lindquist coordinates (t, r, θ, φ),

ga,m = −|q|
2∆

Σ2
(dt)2 +

Σ2(sin θ)2

|q|2
(
dφ− 2amr

Σ2
dt

)2

+
|q|2
∆

(dr)2 + |q|2(dθ)2,

where

q = r + ia cos θ, (5.1.1)

and 
∆ = r2 − 2mr + a2,
|q|2 = r2 + a2(cos θ)2,
Σ2 = (r2 + a2)|q|2 + 2mra2(sin θ)2 = (r2 + a2)2 − a2(sin θ)2∆.

Observe that

(2mr − |q|2)Σ2 = −|q|4∆ + 4a2m2r2(sin θ)2.

The metric g = ga,m can also be written in the form

g = −
(
∆− a2 sin2 θ

)
|q|2 dt2 − 4amr

|q|2 sin2 θdtdφ+
|q|2
∆
dr2 + |q|2dθ2 +

Σ2

|q|2 sin2 θdφ2.

159
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Note that gttgφφ− g2
tφ = −∆ sin2 θ and that the non-vanishing components of the inverse

metric are given by

g00 = − Σ2

|q|2∆
, g0φ = −2amr

|q|2∆
, gφφ =

∆− a2 sin2 θ

|q|2∆ sin2 θ
,

grr =
∆

|q|2 , gθθ =
1

|q|2 .
(5.1.2)

The volume element dµ of g is given by

dµ = |q|2 sin θdtdrdθdφ,
√
|g| = |q|2 sin θ.

We also note that

T = ∂t, Z = ∂φ, (5.1.3)

are both Killing. Also

g(T,T) = −∆− a2 sin2 θ

|q|2 = −|q|
2 − 2mr

|q|2 .

Thus and T is only time-like in the complement of the ergoregion, i.e. the region

∆ > a2 sin2 θ.

The domain of outer communication of the Kerr metric is given by,

R = {(θ, r, t, φ) ∈ (0, π)× (r+,∞)× R× S1},

where r+ := m+
√
m2 − a2, the larger root of ∆, corresponds to the event horizon.

Definition 5.1.1. We introduce the vectorfields T̂ , R̂ as follows:

T̂ : = ∂t +
a

r2 + a2
∂φ, R̂ :=

∆

r2 + a2
∂r. (5.1.4)

Lemma 5.1.2.

g(T̂ , T̂ ) = −∆
|q|2

(r2 + a2)2
, g(R̂, R̂) = ∆

|q|2
(r2 + a2)2

, g(T̂ , R̂) = 0.
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Figure 5.1: Penrose diagram of Kerr for 0 < |a| < m. The surface r = r+, the larger root of ∆ = 0,
is the event horizon of the black hole, r > r+ the domain of outer communication, I+ is the future null
infinity, corresponding to r = +∞.

5.2 Principal null frames

The Kerr metric is a spacetime of Petrov Type D, i.e. its Weyl curvature can be di-
agonalized with two linearly independent eigenvectors, the so-called principal null (PN)
directions. There are two basic normalizations for these directions, the ingoing normal-
ization, defined for all r > 0,

e
(in)
4 =

r2 + a2

|q|2 ∂t +
∆

|q|2∂r +
a

|q|2∂φ,

e
(in)
3 =

r2 + a2

∆
∂t − ∂r +

a

∆
∂φ,

(5.2.1)

for which e3 = e
(in)
3 is geodesic, i.e. De3e3 = 0, and the outgoing one

e
(out)
4 =

|q|2
∆
e

(in)
4 =

r2 + a2

∆
∂t + ∂r +

a

∆
∂φ,

e
(out)
3 =

∆

|q|2 e
(in)
3 =

r2 + a2

|q|2 ∂t −
∆

|q|2∂r +
a

|q|2∂φ,
(5.2.2)

for which e4 = e
(iout)
4 is geodesic De4e4 = 0. The horizontal structure H is spanned by the

orthonormal vectors

e1 =
1

|q|∂θ, e2 =
a sin θ

|q| ∂t +
1

|q| sin θ∂φ. (5.2.3)

We refer to (5.2.3) as the canonical horizontal basis of Kerr.
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Remark 5.2.1. Note that H(r) = 0 and, relative to the r, θ BL-coordinates,

e
(in)
4 (r) =

∆

|q|2 , e
(in)
3 (r) = −1, e3(θ) = 0

e
(out)
3 (r) = − ∆

|q|2 , e
(out)
4 (r) = 1, e4(θ) = 0.

(5.2.4)

Lemma 5.2.2. In both cases we have, consistent with the definition of principal null
frames and the Penrose-Saks theorem,

X̂ = X̂ = Ξ = Ξ, A = B = A = B = 0. (5.2.5)

Proof. Straightforward calculation.

The null structure and null Bianchi equations, Propositions 3.4.16 and 3.4.17, take the
form (in both the incoming and outgoing frames)

Proposition 5.2.3. 1. We have

(c)∇3trX +
1

2
(trX)2 = 0

(c)D⊗̂H +H⊗̂H = 0
(c)D⊗̂H + H⊗̂H = 0

(c)∇4trX +
1

2
(trX)2 = 0

(c)∇3H +
1

2
trX(H −H) = 0,

(c)∇4H +
1

2
trX(H − H) = 0

1

2
(c)DtrX − i=(trX)H = 0

1

2
(c)DtrX − i=(trX)H = 0.

2. The complex scalar P verifies:

− (c)DP = 3PH
(c)DP = −3P H,

(c)∇4P = −3

2
trXP

(c)∇3P = −3

2
trXP.
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3. The components of B are given by, see Proposition 3.1.3,

Babc3 = −Bab3c = −trχ
(
δcaηb − δcbηa

)
− (a)trχ

(
∈ca ηb− ∈cb ηa

)
,

Babc4 = −Bab4c = −tr χ
(
δcaηb − δcbηa

)
− (a)trχ

(
∈ca ηb− ∈cb ηa

)
,

Bab34 = −Bab43 = −4
(
ηaηb − ηaηb

)
,

B1212 = −B1221 = B2121 =
1

2
tr χtrχ+

1

2
(a)trχ (a)trχ.

(5.2.6)

Definition 5.2.4. We define the following complex horizontal 1-tensor in Kerr, given in
components relative to e1, e2 by

J1 =
i sin θ

|q| , J2 =
sin θ

|q| .

Note that J is regular1 (even at the axis), and anti-selfadjoint, i.e. ∗J = −iJ and |J|2 =
2 sin2 θ
|q|2 .

Remark 5.2.5. Note that J = j + i ∗j can also be written as with j1 = − ∗j2 = 0 and
j2 = ∗j1 = sin θ

|q| .

Lemma 5.2.6. In addition to (5.2.5) the remaining null Ricci and curvature coefficients
are given by the following:

1. Relative to the ingoing PN frame ω = 0 and H = Z. Moreover P = −2m
q3

and

trX =
2∆q

|q|4 , trX = −2

q
, ω = −1

2
∂r

(
∆

|q|2
)

= −a
2 cos2 θ(r −m) +mr2 − a2r

|q|4 .

2. Relative to the outgoing PN frame ω = 0, H = −Z. Moreover P = −2m
q3

and

trX =
2

q
, trX = −2∆q

|q|4 , ω =
1

2
∂r

(
∆

|q|2
)

=
a2 cos2 θ(r −m) +mr2 − a2r

|q|4 .

3. In both cases, in view of the definition of J,

H = −a
q
J = − aq

|q|2J, H =
a

q
J =

aq

|q|2J.

In particular q H = −qH and |H|2 = |H|2.

1While the basis (e1, e2) is not.
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4. The scalar q satisfies, for both the outgoing and incoming PN frames,

∇4q =
1

2
trXq, ∇3q =

1

2
trXq, Dq = q H, Dq = qH. (5.2.7)

5. Moreover, in both frames,

tr χ (a)trχ+ trχ (a)trχ = 0,

|η|2 − |η|2 = 0,

div (η − η) = 0,

div ( ∗η + ∗η) = 0,

Proof. Straightforward verification.

Lemma 5.2.7. The complex 1-form J verifies the following properties

1. We have

∗J = −iJ, J · J =
2(sin θ)2

|q|2 , |<(J)|2 =
(sin θ)2

|q|2 .

2. We have

D · J =
4i(r2 + a2) cos θ

|q|4 , D⊗̂J = 0,

3. We have

D(q) = −aJ, D(q) = aJ.

4. Relative to e3 = e
(in)
3 , e4 = e

(in)
4

∇4J +
1

2
trXJ = 0, ∇3J +

1

2
trXJ = 0, (5.2.8)

5. We have

∇4(qJ) = ∇3(qJ) = 0. (5.2.9)

Proof. Straightforward verification.

Lemma 5.2.8. The vectorfields T,Z, T̂ , R̂ can be expressed as follows
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• If the normalization of (e3, e4) is ingoing, we have

T :=
1

2

(
e4 +

∆

|q|2 e3 − 2a<(J)beb

)
,

Z :=
1

2

(
2(r2 + a2)<(J)beb − a(sin θ)2e4 −

a(sin θ)2∆

|q|2 e3

)
.

and

T̂ =
1

2

( |q|2
r2 + a2

e
(in)
4 +

∆

r2 + a2
e

(in)
3

)
, R̂ =

1

2

( |q|2
r2 + a2

e
(in)
4 − ∆

r2 + a2
e

(in)
3

)
.

• If the normalization of (e3, e4) is outgoing, we have

T :=
1

2

(
e3 +

∆

|q|2 e4 − 2a<(J)beb

)
,

Z :=
1

2

(
2(r2 + a2)<(J)beb − a(sin θ)2e3 −

a(sin θ)2∆

|q|2 e4

)
.

and

T̂ =
1

2

(
∆

r2 + a2
e

(out)
4 +

|q|2
r2 + a2

e
(out)
3

)
, R̂ =

1

2

(
∆

r2 + a2
e

(out)
4 − |q|2

r2 + a2
e

(out)
3

)
.

• We also have the following relations, valid in any frame:

(a)trχe3 + (a)trχe4 =
4a cos θ(r2 + a2)

|q|4 T̂ ,

(a)trχe3 + (a)trχe4 + 2(η + η) · ∗∇ =
4a cos θ

|q|2 T,

(a)trχe3 + (a)trχe4 − 4
r2 + a2

|q|3 cot θe2 = − 4 cos θ

|q|2 sin2 θ
Z.

(5.2.10)

5.2.1 Eddington-Finkelstein (EF) coordinates

Ingoing EF-coordinates

Let r0 be a constant r0 > r+. We introduce the adapted ingoing Eddington-Finkelstein
function u defined by2

u = t+

∫ r

r0

r′2 + a2

∆(r′)
dr′.

2Note that the choice of u and u is such that we have u = u = t on the timelike hypersurface r = r0.
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Note that

e
(in)
4 (u) =

2(r2 + a2)

|q|2 , e
(in)
3 (u) = 0, e1(u) = 0, e2(u) =

a sin θ

|q| .

Remark 5.2.9. Note that the non-vanishing of e2(u) in Kerr is connected with the lack

of integrability of the null pair (e
(in)
3 , e

(in)
4 ).

Definition 5.2.10. The principal null pair (e
(in)
3 , e

(in)
4 ) together with the BL function r,

such that e
(in)
3 (r) = 1, is called the canonical, ingoing, principal geodesic structure (PG)

of Kerr. The associated, ingoing, Eddington-Finkelstein coordinates (u, r, θ, ϕ+) are given
by

u := t+ f(r), f ′(r) =
r2 + a2

∆
, ϕ+ := φ+ h(r), h′(r) =

a

∆
,

such that,

e
(in)
3 (r) = 1, e

(in)
3 (u) = e

(in)
3 (θ) = e

(in)
3 (ϕ+) = 0.

In particular

gαβ∂αu∂βu =
a2 sin2 θ

|q|2

Outgoing EF coordinates

Let r0 be a constant r0 > r+. We introduce the adapted outgoing Eddington-Finkelstein
function u defined by

u := t−
∫ r

r0

r′2 + a2

∆(r′)
dr′.

Note that

e
(out)
4 (u) = 0, e

(out)
3 (u) =

2(r2 + a2)

|q|2 , e1(u) = 0, e2(u) =
a sin θ

|q| ,

and

g(Du,Du) =
a2 sin2 θ

|q|2 .
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Definition 5.2.11. The principal null pair (e
(out)
3 , e

(out)
4 ) together with the BL function

r, such that e
(out)
4 (r) = 1, is called the canonical, outgoing, PG structure of Kerr. The

associated, outgoing, Eddington-Finkelstein coordinates (u, r, θ, ϕ−) are given by

u := t− f(r), f ′(r) =
r2 + a2

∆
, ϕ− := φ− h(r), h′(r) =

a

∆
,

such that,

e
(out)
4 (r) = 1, e

(out)
4 (u) = e

(out)
4 (θ) = e

(out)
4 (ϕ−) = 0.

Lemma 5.2.12. Relative to the outgoing Eddington-Finkelstein coordinates (u, r, θ, ϕ−)
we have:

1. The action of the outgoing PG frame on the coordinates (u, r, θ, ϕ−) is given by

e4(r) = 1, e4(u) = 0, e4(θ) = 0, e4(ϕ−) = 0,

e3(r) = − ∆

|q|2 , e3(u) =
2(r2 + a2)

|q|2 , e3(θ) = 0, e3(ϕ−) =
2a

|q|2 ,

e1(r) = 0, e1(u) = 0, e1(θ) =
1

|q| , e1(ϕ−) = 0,

e2(r) = 0, e2(u) =
a sin θ

|q| , e2(θ) = 0, e2(ϕ−) =
1

|q| sin θ .

(5.2.11)

2. In particular 
e4

e3

e2

e1

 =


1 0 0 0

− ∆
|q|2

2(r2+a2)
|q|2 0 2a

|q|2
0 a sin θ

|q| 0 1
|q| sin θ

0 0 1
|q| 0




∂r
∂u
∂θ
∂ϕ−

 .

3. In the outgoing EF coordinates, the metric takes the form

g = −
(

1− 2mr

|q|2
)

(du)2 − 2drdu+ 2a(sin θ)2drdϕ−

−4mra(sin θ)2

|q|2 dudϕ− + |q|2(dθ)2 +
Σ2(sin θ)2

|q|2 (dϕ−)2.

Proof. Straightforward verification.
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5.2.2 Aymptotically null optical time function

Lemma 5.2.13. There exists a function τ , defined for r ≥ r+ − δH which verifies the
following properties:

g(NΣ, NΣ) ≤ −m
2

8r2
, e4(τ) > 0, e3(τ) > 0, |∇τ |2 ≤ 8

9
e4(τ)e3(τ).

with NΣ the future unit normal to the level surfaces Σ − Σ(τ) of τ . In addition, for r
large,

m2

r2
. e4(τ) .

m2

r2
, 1 . e3(τ) . 1.

Moreover we can choose τ s.t.

T(τ) = 1, ∇(τ) = a<(J).

Proof. See Section D.3.1 in [K-S:Kerr].

5.3 Inverse Kerr metric and Killing tensors

Lemma 5.3.1. The inverse Kerr metric can be written in the form

|q|2gαβ = ∆∂αr ∂
β
r +

1

∆
Rαβ (5.3.1)

with

Rαβ = −(r2 + a2)2∂αt ∂
β
t − 2a(r2 + a2)∂

(α
t ∂

β)
φ − a2∂αφ∂

β
φ + ∆Oαβ,

Oαβ = ∂αθ ∂
β
θ +

1

sin2 θ
∂αφ∂

β
φ + 2a∂

(α
t ∂

β)
φ + a2 sin2 θ∂αt ∂

β
t .

(5.3.2)

Note that

Rαβ = −(r2 + a2)2T̂αT̂ β + ∆Oαβ, Oαβ = |q|2
(
eα1 e

β
1 + eα2 e

β
2

)
, (5.3.3)

thus the inverse metric can also be written in the form

|q|2gαβ =
(r2 + a2)2

∆

(
− T̂αT̂ β + R̂αR̂β

)
+Oαβ. (5.3.4)
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Proof. From the expression of the Kerr metric, the inverse metric can be written in the
form

|q|2gαβ = ∆∂αr ∂
β
r +

1

∆
Rαβ

with

Rαβ = −Σ2∂αt ∂
β
t − 2amr∂αt ∂

β
φ − 2amr∂αφ∂

β
t + ∆∂αθ ∂

β
θ +

∆− a2 sin2 θ

sin2 θ
∂αφ∂

β
φ

which establishes (5.3.2). According to the definition (5.1.4) of T̂ , we can write

Rαβ = −(r2 + a2)2

(
∂αt ∂

β
t +

2a

r2 + a2
∂

(α
t ∂

β)
φ +

a2

(r2 + a2)2
∂αφ∂

β
φ

)
+ ∆Oαβ

= −(r2 + a2)2T̂αT̂ β + ∆Oαβ

which establishes the first expression in (5.3.3). Finally the second expression (5.3.3)
can be easily checked from the expressions of e1, e2 in terms of the BL coordinates in
(5.2.2).

The relevance of the decomposition of the metric in (5.3.1) is in the fact that the operator

Rαβ can be written in terms of ∂αt ∂
β
t , a∂

(α
t ∂

β)
φ , a2∂αφ∂

β
φ and Oαβ where ∂t, ∂ϕ are Killing

vectors and O is intimately related to the Carter operator as discussed in the next section.

Definition 5.3.2. We define the following symmetric spacetime 2-tensors

Sαβ1 := TαTβ = ∂αt ∂
β
t ,

Sαβ2 := aT(αZβ) = a∂
(α
t ∂

β)
φ ,

Sαβ3 := a2ZαZβ = a2∂αφ∂
β
φ ,

Sαβ4 := Oαβ = |q|2
(
eα1 e

β
1 + eα2 e

β
2

)
.

We denote the set of the above tensors as Sa, for a = 1, 2, 3, 4.

With the above definition, from (5.3.2) we write

Rαβ = −(r2 + a2)2Sαβ1 − 2(r2 + a2)Sαβ2 − Sαβ3 + ∆Sαβ4 . (5.3.5)

More compactly, using the repetition in a to signify summation over a = 1, 2, 3, 4, we
denote

Rαβ = RaSαβa , (5.3.6)

with Ra, a = 1, 2, 3, 4, given by

R1 = −(r2 + a2)2, R2 = −2(r2 + a2), R3 = −1, R4 = ∆. (5.3.7)
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5.4 Carter tensor and Carter operator

One of the fundamental properties of the Kerr metric is that it admits a Killing tensor3

K which cannot be written in terms of the Killing vectorfields T and Z. This 2-tensor is
called the Carter tensor [Carter].

Definition 5.4.1 (Carter tensor). The Carter tensor is defined by

Kαβ = −(a2 cos2 θ)gαβ +Oαβ (5.4.1)

where the tensor O is defined in (5.3.2).

Note that the only non-vanishing components of K are:

Kab = r2δab, K34 = 2a2 cos2 θ.

Proposition 5.4.2. The Carter tensor defined in (5.4.1) is a Killing tensor of the Kerr
metric, i.e. D(µKνρ) = 0.

Proof. See Proposition 3.7.2 in [GKS-2022].

Given Kαβ we associate to it the second order operator K

K(ψ) := Ḋβ(KαβḊαψ),

which has the fundamental property of commuting with the D’Alembertian operator for
scalars in a vacuum spacetime, see Proposition 2.3.7 in [GKS-2022]. Its explicit expression
in Kerr for K as in (5.4.1) is given in the following.

Proposition 5.4.3. In Kerr spacetime, the Carter operator K for ψ ∈ sk is given by

K = −(a2 cos2 θ)�̇k +O (5.4.2)

where O is the following second order angular operator:

O(ψ) := |q|2
(
4kψ + (η + η) · ∇ψ). (5.4.3)

Proof. See Section ??.

3A Killing 2-tensor K is a symmetric 2-tensor satisfying D(µKαβ) = 0.
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Lemma 5.4.4. In Kerr, the second order operator O defined in (5.4.3) is equivalent to

O(ψ) = |q|2
(
4kψ −

2a2 cos θ

|q|2
∗<(J)b∇bψ

)
. (5.4.4)

Also, the operator O can be written in the following ways, all equivalent to (5.4.3):

O(ψ) = |q|2
(
4kψ +

2∇(|q|)
|q| · ∇ψ

)
,

O(ψ) = ∇ ·
(
|q|2∇ψ

)
,

O(ψ) = Ḋβ(OαβḊαψ)−∇(a2 cos2 θ) · ∇ψ,
O(ψ) = |q|2Ḋβ(|q|−2OαβḊαψ).

(5.4.5)

Proof. See Lemma 3.7.4 in [GKS-2022]

Proposition 5.4.5. In Kerr, for scalars ψ ∈ s0, the operator O commutes with |q|2�̇2.
This is no longer true for tensors ψ ∈ s2. We have however, for ψ ∈ s2,

[O, |q|2�̇2]ψ = |q|2
[
∇
(

8a(r2 + a2) cos θ

|q|2
)
· ∇∇T̂

∗ψ +O(ar−2)∇≤1

R̂
d≤1ψ

]
, (5.4.6)

where d = (∇3, r∇4, r∇) denotes weighted derivatives as in [K-S:Schw] and [K-S:Kerr].

Proof. See Proposition 4.5.3 in [GKS-2022]. This should be redone.

5.5 Null geodesics in Kerr

5.5.1 The constants of motion for geodesics

Let γ(λ) be a null geodesic in Kerr. Using the expression for the inverse of the metric
given by (5.3.1), along γ(λ), since g(γ̇, γ̇) = 0 we have, with γ̇r = ∂αr γ̇α, γ̇t = ∂αt γ̇α,
γ̇ϕ = ∂αϕ γ̇α

0 = |q|2gαβγ̇αγ̇β =

(
∆∂αr ∂

β
r +

1

∆
Rαβ

)
γ̇αγ̇β = ∆γ̇rγ̇r +

1

∆
Rαβγ̇αγ̇β

with

Rαβγ̇αγ̇β = −(r2 + a2)2γ̇tγ̇t − 2a(r2 + a2)γ̇tγ̇ϕ − a2γ̇ϕγ̇ϕ + ∆Oαβγ̇αγ̇β.
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Since ∂t = T and ∂ϕ = Z are Killing vectorfields, we deduce that γ̇t = g(γ̇, T ) and
γ̇ϕ = g(γ̇, Z) are constants of the motion, i.e. constants along γ, and respectively called
the energy and the azimuthal angular momentum. We write,

e := −g(γ̇, T ), `z := −g(γ̇, Z).

We also define4

k2 := Kαβγ̇αγ̇β

for the Carter tensor K in Kerr. Since K is Killing, k2 is also a constant of motion.
Indeed, we have

d

dλ
k2
(
γ(λ)

)
= DλKαβ γ̇

λγ̇αγ̇β = 0.

Since from (5.4.1), K = −(a2 cos2 θ)g +O and γ is null we deduce, with γ̇a = g(γ̇, ea)

k2 = Oαβγ̇αγ̇β = |q|2
(
eα1 e

β
1 + eα2 e

β
2

)
γ̇αγ̇β = |q|2

(
|γ̇1|2 + |γ̇2|2

)
.

We summarize the result in the following.

Proposition 5.5.1. The quantities

e = −g(γ̇, T ), `z = −g(γ̇, Z), k2 = Kαβγ̇αγ̇β,

are constant along null geodesics. Moreover, relative to the null frame

k2 = |q|2
(
|γ̇1|2 + |γ̇2|2

)
.

With these constants we have

Rαβγ̇αγ̇β = −(r2 + a2)2γ̇tγ̇t − 2a(r2 + a2)γ̇tγ̇ϕ − a2γ̇ϕγ̇ϕ + ∆Oαβγ̇αγ̇β

= −(r2 + a2)2e2 − 2a(r2 + a2)e `z − a2`z
2 + ∆k2

which is only a function of r along any fixed null geodesic. We introduce the notation

R(r; a,m, e, `z,k) := −(r2 + a2)2e2 − 2a(r2 + a2)e `z − a2`z
2 + ∆k2.

Note that we have the identity

−R(r; a,m, e, `z,k) =
(
(r2 + a2)e + a`z

)2 −∆k2. (5.5.1)

4Observe that k2 is a positive constant of motion.
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In view of the above, we infer that

0 = ∆γ̇rγ̇r +
1

∆
Rαβγ̇αγ̇β = ∆γ̇rγ̇r +

1

∆
R(r; a,m, e, `z,k).

Since

dr

dλ
= γ̇α

∂r

∂α
= γ̇r = grrγ̇r =

∆

|q|2 γ̇r,

we finally obtain

|q|4
(dr
dλ

)2

= −R(r; a,m, e, `z,k)

which is the equation for a null geodesic with constants of motion e, `z, k.

5.5.2 Trapped null geodesics

There exist null geodesics along which R(r; a,m, e, `z,q) = 0 i.e. r remains constant.
These are called orbital null geodesics.

Remark 5.5.2. Trapped null geodesics correspond to null geodesics that stay in a region
[r1, r2] of r with r+ < r1 < r2 < +∞ for all values of λ, and are thus a priori more
general than orbital null geodesics. As it turns out, see for example Proposition 2 in [?],
all trapped null geodesics in Kerr are in fact orbital null geodesics. Thus, from now on,
we do not distinguish between trapped and orbital null geodesics.

If r is constant we also have

−∂rR(r; a,m, e, `z,k) = ∂r(|q|4)
(dr
dλ

)2

+ 2|q|4 dr
dλ
∂r

(dr
dλ

)
= 0.

The r values for which such solutions are possible must then verify the equations

R(r; a,m, e, `z,k) = ∂rR(r; a,m, e, `z,k) = 0.

Thus, introducing

Π := (r2 + a2)e + a`z

we write from (5.5.1)

−R(r; a,m, e, `z,k) = Π2 −∆k2 = 0,

−∂rR(r; a,m, e, `z,k) = 2Π(∂rΠ)− (∂r∆)k2 = 0.
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From the second equation, we deduce

k2 = 2Π
∂rΠ

∂r∆
. (5.5.2)

Thus, substituting in the first equation,

Π2 − 2Π
∆∂rΠ

∂r∆
= 0

or, if Π 6= 0,

Π(∂r∆)− 2(∂rΠ)∆ = 0. (5.5.3)

We make use of the following calculation.

Lemma 5.5.3. We have the identity

Π(∂r∆)− 2(∂rΠ)∆ = −2Te,`z (5.5.4)

where

Te,`z :=
(
r3 − 3mr2 + ra2 +ma2

)
e− (r −m)a`z.

Proof. We have

(∂r∆)Π− 2∆(∂rΠ) = 2(r −m)
(
(r2 + a2)e + a`z

)
− 4r

(
r2 + a2 − 2rm

)
e

= 2
(

(r −m)
(
(r2 + a2)e + a`z

)
− 2r

(
r2 + a2 − 2rm

)
e
)

= 2
((
− r3 + 3mr2 − ra2 −ma2

)
e + (r −m)a`z

)
= −2Te,`z

as stated.

As a consequence of the Lemma we deduce that all orbital null geodesics are given by the
equation

Te,`z =
(
r3 − 3mr2 + ra2 +ma2

)
e− (r −m)a`z = 0.

Remark 5.5.4. The following hold true.

1. There are no trapped null geodesics perpendicular to T = ∂t in the exterior of a
non-extremal Kerr.
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2. The values of r for which trapped null geodesics exist depends on the ratio `z/e.
More precisely, at trapped null geodesics, we have

r3 − 3mr2 + ra2 +ma2

r −m =
a`z
e
.

In particular, for `z = 0, the trapped null geodesics are given by the equation

T := r3 − 3mr2 + a2r + a2m = 0. (5.5.5)

Remark 5.5.5. Note that one may specify possible values of r for which trapped null
geodesics exists. Indeed, let

r̂1 := 2m

(
1 + cos

(
2

3
arccos

(
−|a|
m

)))
,

r̂2 := 2m

(
1 + cos

(
2

3
arccos

( |a|
m

)))
.

(5.5.6)

Then, a trapped null geodesics satisfies r ∈ [r̂1, r̂2], see for example [Teo].

Lemma 5.5.6. The trapped null geodesics are unstable, i.e.

∂2
rR(r; a,m, e, `z,k) < 0.

Proof. We have

Π = (r2 + a2)e + a`z, ∂rΠ = 2re, ∂2
rΠ = 2e,

and using (5.5.2) to write k2 = 4r Π
∂r∆

e, we have

−∂2
rR(r; a,m, e, `z,k) = 2(∂rΠ)2 + 2Π(∂2

rΠ)− 2k2 = 8r2e2 + 4Πe− 8r
Π

∂r∆
e

=
4

∂r∆

(
2r2∂r∆e2 + (∂r∆)Πe− 2rΠe

)
=

4e

∂r∆

(
4r2(r −m)e− 2mΠ

)
.

Using (5.5.3) to write Π = 4r∆e
∂r∆

we deduce

−∂2
rR(r; a,m, e, `z,k) =

4e

∂r∆

(
4r2(r −m)e− 2m

4r∆e

∂r∆

)
=

32re2

(∂r∆)2

(
r(r −m)2 −m∆

)
=

8r

(r −m)2
e2
(
r(r −m)2 −m(r2 + a2 − 2mr)

)
=

8r

(r −m)2
e2
(

(r −m)3 +m(m2 − a2)
)
,

which is positive since r ≥ m and |a| ≤ m.

Remark 5.5.7. The trapped region is disjoint from the ergoregion if |a|
m
< 0.7.
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Figure 5.2: Penrose diagram for the future of a spacelike hypersurface in the exterior of K(a,m) when
|a|/m is sufficiently small so that the trapped region is separated from the ergoregion. H+ is the future
event r = r+ and A a spacelike hypersurface inside the black hole.

A

H+

Σ0

I+

Σt

T

T
T

1
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.1 Direct proof of the complex Bianchi identities

We give a direct proof of Proposition 3.4.17 using the complex for of the Bianchi identities

DαRαβγδ = 0.

and the relations,

Lemma .1.1. Let Rµνγδ = Rµνγδ + i ∗Rµνγδ. We have

R4a4b = Aab

R3a3b = Aab
Ra434 = 2Ba

Ra334 = 2Ba

R4343 = 4P

Ra3b4 = −Pδab + ∗P ∈ab
Rab34 = 2 ∈ab ∗P
Rabc3 = −i ∈ab Bc =∈ab ∗Bc

Rabc4 = −i ∈ab Bc = − ∈ab ∗Bc

Proof. Direct verification form the definition of R = R + i ∗R.

According to Proposition 3.4.17 we have to check the following:

∇3A−
1

2
D⊗̂B = −1

2
trXA+ 4ωA+

1

2
(Z + 4H)⊗̂B − 3PX̂,

∇4B −
1

2
D · A = −2trXB − 2ωB +

1

2
A · (2Z + H) + 3P Ξ,

∇3B −DP = −trXB + 2ωB +B · X̂ + 3PH +
1

2
A · Ξ,

∇4P −
1

2
D ·B = −3

2
trXP +

1

2
(2H + Z) ·B − Ξ ·B − 1

4
X̂ · A,

∇3P +
1

2
D ·B = −3

2
trXP − 1

2
(2H − Z) ·B + Ξ ·B − 1

4
X̂ · A,

∇4B +DP = −trXB + 2ωB +B · X̂ − 3P H − 1

2
A · Ξ,

∇3B +
1

2
D · A = −2trX B − 2ωB − 1

2
A · (−2Z +H)− 3P Ξ,

∇4A+
1

2
D⊗̂B = −1

2
trXA+ 4ωA+

1

2
(Z − 4H)⊗̂B − 3PX̂.
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Proof. We start with deriving the ∇4P equation, because the ∇4P is needed in order to
do later Bianchi calculations in this proof.

Derivation of ∇4P Equation: We start with 0 = DαRα434 or 1
2
D4R3434 = DbRb434..

For the left-hand side, we compute

D4R3434 =e4(R(e3, e4, e3, e4))−R(D4e3, e4, e3, e4)−R(e3,D4e4, e3, e4)

−R(e3, e4,D4e3, e4)−R(e3, e4, e3,D4e4)

=e4(R(e3, e4, e3, e4))− 2R(D4e3, e4, e3, e4)− 2R(e3,D4e4, e3, e4)

=e4(4P )− 2R(2ωe3 + 2η
a
ea, e4, e3, e4)− 2R(e3,−2ωe4 + 2ξaea, e3, e4)

=4∇4P − 4ωR(e3, e4, e3, e4)− 4η
a
R(ea, e4, e3, e4)

+ 4ωR(e3, e4, e3, e4)− 4ξaR(e3, ea, e3, e4)

=4∇4P − 4η
a
R(ea, e4, e3, e4)− 4ξaR(e3, ea, e3, e4)

=4∇4P − 4η
a
(2Ba)− 4ξa(−2Ba)

=4∇4P − 8η
a
Ba + 8ξaBa

=4∇4P − 8

(
1

2
H ·B

)
+ 8

(
1

2
Ξ ·B

)
(by Lemma 2.4.4)

=4∇4P − 4H ·B + 4Ξ ·B

and for the right-hand side we compute

DaRb434

= ea(R(eb, e4, e3, e4))−R(Daeb, e4, e3, e4)−R(eb,Dae4, e3, e4)

−R(eb, e4,Dae3, e4)−R(eb, e4, e3,Dae4)

= ea(R(eb, e4, e3, e4))−R(∇aeb +
1

2
χabe3 +

1

2
χ
ab
e4, e4, e3, e4)−R(eb, χacec − ζae4, e3, e4)

−R(eb, e4, χacec + ζae3, e4)−R(eb, e4, e3, χacec − ζae4)

= ∇a(2Bb)−
1

2
χabR3434 − χacRbc34 + ζaRb434 − χacRb4c4 − ζaRb434 − χacRb43c + ζaRb434

= 2∇aBb −
1

2
χabR3434 − χacRbc34 + ζaRb434 − χacRb4c4 + χacRc3b4

= 2∇aBb −
1

2
χab(4P )− χac(2 ∈bc ∗P ) + ζa(2Bb)− χacAbc + χac(−Pδcb + ∗P ∈cb)

= 2∇aBb − 2χabP − 2χac ∈bc ∗P + 2ζaBb − χacAbc − χabP + ∗P ∈cb χac
= 2∇aBb − 3χabP + 3 ∗P ∈cb χac + 2ζaBb − χacAbc
= 2∇aBb − 3χabP − χacAbc + 3 ∗Pχab

∗ + 2ζaBb
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We deduce

DbRb434 = 2div B − 3trχP − χ · A− 3 ∗P (a)trχ+ 2ζ ·B

= 2
1

2
D ·B − 3trχP − 1

2
X̂ · A+ 3iP (a)trχ+ Z ·B

= D ·B − 3(trχ− i (a)trχ)P − 1

2
X̂ · A+ Z ·B

= D ·B − 3trXP − 1

2
X̂ · A+ Z ·B.

Putting it all together gives

1

2

(
4∇4P − 4H ·B + 4Ξ ·B

)
= D ·B − 3trXP − 1

2
X̂ · A+ Z ·B

or

∇4P −
1

2
D ·B = −3

2
trXP +

1

2
(2H + Z) ·B − Ξ ·B − 1

4
X̂ · A

Derivation of ∇4B Equation: We start with DαRαβγδ = 0, i.e. 0 = DδRδ4a4 =

DbRb4a4 − 1
2
D4R34a4. For the left-hand side

D4R34a4 =e4(R(e3, e4, ea, e4))−R(D4e3, e4, ea, e4)−R(e3,D4e4, ea, e4)

−R(e3, e4,D4ea, e4)−R(e3, e4, ea,D4e4)

=e4(R(e3, e4, ea, e4))−R(2ωe3 + 2η
b
eb, e4, ea, e4)−R(e3,−2ωe4 + 2ξbeb, ea, e4)

−R(e3, e4,∇4ea + η
a
e4 + ξae3, e4)−R(e3, e4, ea,−2ωe4 + 2ξbeb)

=e4(R(e3, e4, ea, e4))− 2ωR(e3, e4, ea, e4)− 2η
b
R(eb, e4, ea, e4)

+ 2ωR(e3, e4, ea, e4)− 2ξbR(e3, eb, ea, e4)

−R(e3, e4,∇4ea, e4)− ξaR(e3, e4, e3, e4) + 2ωR(e3, e4, ea, e4)− 2ξbR(e3, e4, ea, eb)

=e4(R(e3, e4, ea, e4))− 2η
b
R(eb, e4, ea, e4)− 2ξbR(e3, eb, ea, e4)

−R(e3, e4,∇4ea, e4)− ξaR(e3, e4, e3, e4) + 2ωR(e3, e4, ea, e4)− 2ξbR(e3, e4, ea, eb)

=∇4(2Ba)− 2η
b
Aba − 2ξb(Pδba − ∗P ∈ba)− ξa(4P ) + 2ω(2Ba)− 2ξb(2 ∈ab ∗P )

=2∇4Ba − 2η
b
Aba − 2ξaP − 2 ∗ξa

∗P − 4ξaP + 4ωBa − 4 ∗ξa
∗P

=2∇4Ba − 2η
b
Aba − 6ξaP − 6 ∗ξa

∗P + 4ωBa

=2∇4Ba − 2η
b
Aba − 6ξaP − 6 ∗ξa(−iP ) + 4ωBa

=2∇4Ba − 2η
b
Aba − 6(ξa − i ∗ξa)P + 4ωBa

=2∇4Ba − 2η
b
Aba − 6ΞaP + 4ωBa

=2∇4Ba − HbAba − 6ΞaP + 4ωBa
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while for the right-hand side

DcRb4a4

= ec(R(eb, e4, ea, e4))−R(Dceb, e4, ea, e4)−R(eb,Dce4, ea, e4)

−R(eb, e4,Dcea, e4)−R(eb, e4, ea,Dce4)

= ec(R(eb, e4, ea, e4))−R(∇ceb +
1

2
χcbe3 +

1

2
χ
cb
e4, e4, ea, e4)−R(eb, χcded − ζce4, ea, e4)

−R(eb, e4,∇cea +
1

2
χcae3 +

1

2
χ
ca
e4, e4)−R(eb, e4, ea, χcded − ζce4)

= ec(R(eb, e4, ea, e4))−R(∇ceb, e4, ea, e4)− 1

2
χcbR(e3, e4, ea, e4)

− χcdR(eb, ed, ea, e4) + ζcR(eb, e4, ea, e4)

−R(eb, e4,∇cea, e4)− 1

2
χcaR(eb, e4, e3, e4)− χcdR(eb, e4, ea, ed) + ζcR(eb, e4, ea, e4)

= ∇cAba −
1

2
χcb(2Ba)− χcd(−i ∈bd Ba) + ζcAba −

1

2
χca(2Bb)− χcd(− ∈ad ∗Bb) + ζcAba

= ∇cAba − χcbBa + iχcd ∈bd Ba + ζcAba − χcaBb + χcd ∈ad ∗Bb + ζcAba

= ∇cAba − χcbBa − i(χcb ∗)Ba + 2ζcAba − χcaBb − (χca
∗) ∗Bb.

Taking the trace over b and c, and using Lemma 2.1.10, we obtain

DbRb4a4 = div A− trχB + i (a)trχB + 2ζ · A−B · χ− ∗B · χ ∗

=
1

2
D · A− trχB + i (a)trχB + 2ζ · A− trχB + (a)trχ ∗B

=
1

2
D · A− trχB + i (a)trχB + 2ζ · A− trχB + i (a)trχB

=
1

2
D · A− 2trχB + 2i (a)trχB + 2ζ · A

=
1

2
D · A− 2(trχ− i (a)trχ)B + Z · A

=
1

2
D · A− 2trXB + Z · A

Putting it all together gives

1

2

(
2∇4B − H · A− 6ΞP + 4ωB

)
=

1

2
D · A− 2trXB + Z · A

or

∇4B −
1

2
D · A = −2trXB − 2ωB +

1

2
A · (2Z + H) + 3PΞ
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Derivation of ∇3B Equation:

We start with DαRαβγδ = 0, i.e. 1
2
D3R43a4 = DbRb3a4. On the left

D3R43a4 =e3(R(e4, e3, ea, e4))−R(D3e4, e3, ea, e4)−R(e4,D3e3, ea, e4)

−R(e4, e3,D3ea, e4)−R(e4, e3, ea,D3e4)

=e3(R(e4, e3, ea, e4))−R(2ωe4 + 2ηbeb, e3, ea, e4)−R(e4,−2ωe3 + 2ξ
b
eb, ea, e4)

−R(e4, e3,∇3ea + ηae3 + ξ
a
e4, e4)−R(e4, e3, ea, 2ωe4 + 2ηbeb)

=∇3(−2Ba)− 2ωR(e4, e3, ea, e4)− 2ηbR(eb, e3, ea, e4)

+ 2ωR(e4, e3, ea, e4)− 2ξ
b
R(e4, eb, ea, e4)

− ηaR(e4, e3, e3, e4)− 2ωR(e4, e3, ea, e4)− 2ηbR(e4, e3, ea, eb)

=− 2∇3Ba − 2ηb(−Pδba + ∗P ∈ba)− 2ξ
b
(−Aba)

− ηa(−4P )− 2ω(−2Ba)− 2ηb(−2 ∈ab ∗P )

=− 2∇3Ba + 2ηaP − 2(ηa
∗) ∗P + 2ξ

b
Aba + 4ηaP + 4ωBa + 4( ∗ηa)

∗P

=− 2∇3Ba + 6ηaP − 6( ∗ηa)iP + 2ξ
b
Aba + 4ωBa

=− 2∇3Ba + 6HaP + ΞbAba + 4ωBa

For the right-hand side

DcRb3a4

= ec(R(eb, e3, ea, e4))−R(Dceb, e3, ea, e4)−R(eb,Dce3, ea, e4)

−R(eb, e3,Dcea, e4)−R(eb, e3, ea,Dce4)

= ec(R(eb, e3, ea, e4))−R(∇ceb +
1

2
χcbe3 +

1

2
χ
cb
e4, e3, ea, e4)−R(eb, χcded + ζce3, ea, e4)

−R(eb, e3,∇cea +
1

2
χcae3 +

1

2
χ
ca
e4, e4)−R(eb, e3, ea, χcded − ζce4)

= ec(R(eb, e3, ea, e4))−R(∇ceb, e3, ea, e4)− 1

2
χ
cb
R(e4, e3, ea, e4)

− χ
cd
R(eb, ed, ea, e4)− ζcR(eb, e3, ea, e4)

−R(eb, e3,∇cea, e4)− 1

2
χcaR(eb, e3, e3, e4)− χcdR(eb, e3, ea, ed) + ζcR(eb, e3, ea, e4)

= ∇c(−Pδba + ∗P ∈ba)−
1

2
χ
cb

(−2Ba)− χcd(−i ∈bd Ba)−
1

2
χca(2Bb)− χcd(∈ad ∗Bb)

= ∇c(−Pδba + ∗P ∈ba) + χ
cb
Ba + iχ

cd
∈bd Ba − χcaBb − χcd ∈ad ∗Bb

= ∇c(−Pδba + ∗P ∈ba) + χ
cb
Ba − i(χcb

∗)Ba − χcaBb + (χca
∗) ∗Bb.
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Therefore, using Lemma 2.1.10 on the 2nd Kerr paper,

DbRb3a4 = ∇b(−Pδba + ∗P ∈ba) + trχBa + i (a)trχBa −Bbχba + ∗Bbχba
∗

= ∇b(−Pδba − ∗P ∈ab) + trχBa + i (a)trχBa −Bbχba + ∗Bbχba
∗

= −(∇aP + ∗∇a
∗P ) + (trχ+ i (a)trχ)Ba − 2Bbχ̂ba

= −(∇aP − i ∗∇aP ) + trX Ba −BbX̂ba

= −(∇a − i ∗∇a)P + trX Ba −BbX̂ba

= −DaP + trX Ba −BbX̂ba

Putting it both sides together, and taking the conjugate, yields

∇3B −DP = −trX B + 2ωB +B · X̂ + 3PH +
1

2
A · Ξ

Derivation of ∇3A Equation:

According to the Bianchi identities, D[3Ra4]b4 = 0 and D[3Rb4]a4 = 0. Thus,

0 = 6
(
D[3Ra4]b4 + D[3Rb4]a4

)
= D3Ra4b4 + DaR43b4 + D4R3ab4 + D3Rb4a4 + DbR43a4 + D4R3ba4

= D3Ra4b4 −DaRb434 −D4Ra3b4 + D3Ra4b4 −DbRa434 −D4Rb3a4

= 2D3Ra4b4 − (DbRa434 + DaRb434)− (D4Ra3b4 + D4Rb3a4)

thus

D3Ra4b4 =
1

2
(DbRa434 + DaRb434) +

1

2
D4(Ra3b4 +Rb3a4).
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For the left-hand side, we compute, as above,

D3Ra4b4 =e3(R(ea, e4, eb, e4))−R(D3ea, e4, eb, e4)−R(ea,D3e4, eb, e4)

−R(ea, e4,D3eb, e4)−R(ea, e4, eb,D3e4)

=e3(R(ea, e4, eb, e4))−R(∇3ea, e4, eb, e4)

− ηaR(e3, e4, eb, e4)− 4ωR(ea, e4, eb, e4)− 2ηcR(ea, ec, eb, e4)

−R(ea, e4,∇3eb, e4)− ηbR(ea, e4, e3, e4)− 2ηcR(ea, e4, eb, ec)

=∇3Aab − ηa(2Bb)− 4ωAab − 2ηc(− ∈ac ∗Bb)− 2ηbBa − 2ηc(− ∈bc ∗Ba) = ∇3Aab − 2ηaBb − 4ωAab − 2(ηa
∗) ∗Bb − 2ηbBa − 2(ηb

∗) ∗Ba

=∇3Aab − 2ηaBb − 2ηbBa − 4ωAab − 2(ηa
∗) ∗Bb − 2(ηb

∗) ∗Ba

=∇3Aab − 2
(
ηaBb + ηbBa

)
− 4ωAab − 2

(
(ηa

∗) ∗Bb + (ηb
∗) ∗Ba

)
=∇3Aab − 2

(
(η⊗̂B)ab + δab(η ·B)

)
− 4ωAab − 2

(
((ηa

∗)⊗̂ ∗B)ab + δab((η
∗) · ( ∗B))

)
=∇3Aab − 2

(
(η⊗̂B)ab + δab(η ·B)

)
− 4ωAab − 2

(
((ηa

∗)⊗̂ ∗B)ab − δab(η ·B)
)

=∇3Aab − 2(η⊗̂B)ab − 4ωAab − 2((ηa
∗)⊗̂ ∗B)ab

=∇3Aab − 2(η⊗̂B)ab − 4ωAab − 2(η⊗̂B)ab

=∇3Aab − 4(η⊗̂B)ab − 4ωAab

=∇3Aab − 2(H⊗̂B)ab − 4ωAab.

Moreover,

DaRb434

= ea(R(eb, e4, e3, e4))−R(Daeb, e4, e3, e4)−R(eb,Dae4, e3, e4)

−R(eb, e4,Dae3, e4)−R(eb, e4, e3,Dae4)

= ea(R(eb, e4, e3, e4))−R(∇aeb +
1

2
χabe3 +

1

2
χ
ab
e4, e4, e3, e4)−R(eb, χacec − ζae4, e3, e4)

−R(eb, e4, χacec + ζae3, e4)−R(eb, e4, e3, χacec − ζae4)

= ∇a(2Bb)−
1

2
χabR3434 − χacRbc34 + ζaRb434 − χacRb4c4 − ζaRb434 − χacRb43c + ζaRb434

= 2∇aBb −
1

2
χabR3434 − χacRbc34 + ζaRb434 − χacRb4c4 + χacRc3b4

= 2∇aBb −
1

2
χab(4P )− χac(2 ∈bc ∗P ) + ζa(2Bb)− χacAbc + χac(−Pδcb + ∗P ∈cb)

= 2∇aBb − 2χabP − 2χac ∈bc ∗P + 2ζaBb − χacAbc − χabP + ∗P ∈cb χac
= 2∇aBb − 3χabP + 3 ∗P ∈cb χac + 2ζaBb − χacAbc
= 2∇aBb − 3χabP − χacAbc + 3 ∗Pχab

∗ + 2ζaBb.
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Therefore, using the equations beneath Lemma 2.1.9 in the 2nd Kerr paper.

1

2
(DbRa434 + DaRb434) =

1

2

(
2∇bBa − 3χbaP − χbcAac + 3 ∗Pχba

∗ + 2ζbBa

+ 2∇aBb − 3χabP − χacAbc + 3 ∗Pχab
∗ + 2ζaBb

)
=(∇⊗̂B)ab + δabdiv B − 3

(
χ̂ab +

1

2
δabtrχ

)
P − 1

2
(χ

ac
Abc + χ

bc
Aac)

+
3

2
∗P
(
2χ̂ab

∗ − δab (a)trχ
)

+ (ζ⊗̂B)ab + δab(ζ ·B)

=
1

2
(D⊗̂B)ab +

1

2
δabD ·B − 3χ̂abP −

1

2
(χ

ac
Abc + χ

bc
Aac)

+ 3 ∗Pχ̂ab
∗ +

1

2
(Z⊗̂B)ab +

1

2
δab(Z ·B)− 3

2
δabtrXP

=
1

2
(D⊗̂B)ab +

1

2
δabD ·B −

3

2
(X̂ + X̂)P − 1

2

(
Xac +Xac

2
Abc +

Xbc +Xbc

2
Aac

)
+

3

2
P (X̂ − X̂) +

1

2
(Z⊗̂B)ab +

1

2
δab(Z ·B)− 3

2
δabtrXP

=
1

2
(D⊗̂B)ab +

1

2
δabD ·B − 3X̂P − 1

2

(
Xac +Xac

2
Abc +

Xbc +Xbc

2
Aac

)
+

1

2
(Z⊗̂B)ab +

1

2
δab(Z ·B)− 3

2
δabtrXP

Also,

Ra3b4 +Rb3a4 = (−Pδab + ∗P ∈ab) + (−Pδba + ∗P ∈ba)
= −Pδab + ∗P ∈ab −Pδab − ∗P ∈ab
= −2Pδab

and so

1

2
D4(Ra3b4 +Rb3a4) =

1

2
D4(−2Pδab) = −D4(Pδab) = −(D4P )δab.

Recall that the equation for ∇4P is

∇4P −
1

2
D ·B = −3

2
trXP +

1

2
(2H + Z) ·B − Ξ ·B − 1

4
X̂ · A.
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So,

1

2
D4(Ra3b4 +Rb3a4) = −(D4P )δab

= −
(

1

2
D ·B − 3

2
trXP +

1

2
(2H + Z) ·B − Ξ ·B − 1

4
X̂ · A

)
δab

=

(
−1

2
D ·B +

3

2
trXP − 1

2
(2H + Z) ·B + Ξ ·B +

1

4
X̂ · A

)
δab

Substituting

D3Ra4b4 =
1

2
(DbRa434 + DaRb434) +

1

2
D4(Ra3b4 +Rb3a4).

To finish
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Appendix A

Wave propagation in Minkowski
space

A.1 General Facts about scalar wave equations

A.1.1 Energy-Momentum Tensor

Consider the wave equation,

�gφ = f. (A.1.1)

in a time oriented1 Lorentzian manifold (M,g). with D denoting the covariant derivative
Let

Qαβ = Qαβ[φ] = DαφDβφ−
1

2
gαβ
(
gµνDµφDνφ),

be the energy momentum tensor associated to φ.

Lemma A.1.1. The energy momentum tensor Qµν is symmetric, verifies the local con-
servation laws,

DβQαβ = fDαφ

and the positive energy condition, i.e. for all causal, future directed, vector fields X, Y ,

Q(X, Y ) ≥ 0,
1This means that there exists a globally defined timelike vectorfield T .

187
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A.1.2 Killing and conformal Killing vectorfields

Definition. A diffeomorphism Φ : U ⊂M →M is said to be a conformal isometry if,
at every point p, Φ∗g = Λ2g, that is,

(Φ∗g)(X, Y )|p = g(Φ∗X,Φ∗Y )|Φ(p) = Λ2g(X, Y )|p

with Λ 6= 0. If Λ = 1, Φ is called an isometry of M.

Definition. A vector field K which generates a one parameter group of isometries (re-
spectively, conformal isometries) is called a Killing (respectively, conformal Killing) vector
field.

Let K be such a vector field and Φt the corresponding one parameter group. Since the
(Φt)∗ are conformal isometries, we infer that LKg must be proportional to the metric g.
Moreover LKg = 0 if K is a Killing vector field.

Definition A.1.2. Given an arbitrary vector field X we denote (X)π the deformation
tensor of X defined by the formula

(X)παβ = (LXg)αβ = DαXβ + DβXα .

The tensor (X)π measures, in a precise sense, how much the diffeomorphism generated by
X differs from an isometry or a conformal isometry. The following simple Proposition
holds true

Proposition A.1.3. The vector field X is Killing if and only if (X)π = 0. It is conformal
Killing if and only if (X)π is proportional to g.

Lemma A.1.4. Given an arbitrary vectorfield X with deformation tensor (X)π we have
the identity

DβDαXλ = RλαβσX
σ + (X)Γαβλ.

where

(X)Γαβλ =
1

2

(
Dβ

(X)παλ + Dα
(X)πβλ −Dλ

(X)παβ
)
.
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Proof.

2 (X)Γαβλ = Dβ
(X)παλ + Dα

(X)πβλ −Dλ
(X)παβ

= Dβ(DαXλ + DλXα) + Dα(DβXλ + DλXβ)−Dλ(DαXβ + DβXα)

= DαDβXλ + DβDαXλ + (DαDλ −DλDα)Xβ + (DβDλ −DλDβ)Xα

= 2DβDαXλ + (DαDβ −DβDα)Xλ + (DαDλ −DλDα)Xβ + (DβDλ −DλDβ)Xα

= 2DβDαXλ + RλσαβX
σ + RβσαλX

σ + RασβλX
σ

= 2DβDαXλ −
(
Rσλαβ + Rσβαλ + Rσαβλ

)
Xσ

= 2DβDαXλ −
(
Rσλαβ −Rσβαλ + Rσαβλ

)
Xσ − 2RσβαλX

λ

= 2DβDαXλ −
(
Rσλαβ + Rσβλα + Rσαβλ

)
Xσ − 2RσβαλX

σ

= 2DβDαXλ − 2RσβαλX
λ

Therefore,

DβDαXλ = RσβαλX
σ + (X)Γαβλ = RαλσβX

σ + (X)Γαβλ = RλαβσX
σ + (X)Γαβλ

as stated.

Proposition A.1.5. On any pseudo-riemannian spacetime M, of dimension n = p+q,
there can be no more than 1

2
(p+ q)(p+ q + 1) linearly independent Killing vector fields.

Proof. If X is a Killing vector field equation

Dβ(DαXλ) = RλαβδX
δ.

and this implies, in view of the theorem of existence and uniqueness for ordinary differen-
tial equations, that any Killing vector field is completely determined by the 1

2
(p+ q)(p+

q + 1) values of X and DX at a given point.

The n-dimensional Riemannian manifold which possesses the maximum number of Killing
vector fields is the Euclidean space Rn. Simmilarily the Minkowski spacetime Rn+1 is the
Lorentzian manifold with the maximum numbers of Killing vectorfields.

Corollary A.1.6. If X is a conformal Killing vectorfield on a Ricci flat manifold of
dimension n + 1 and (X)π = Λg then, for all n ≥ 1 gαβDαDβΛ = 0 and, for all n > 1,
DαDβΛ = 0.

Proof. Indeed DβDαXλ = RλαβδX
δ + (X)Γαβλ from which,

�gXλ = (X)Γµ = −n− 1

2
DλΛ



190 APPENDIX A. WAVE PROPAGATION IN MINKOWSKI SPACE

Note that for Ricci flat spacetimes Dλ(�Xλ) = �(DλXλ). Hence,

�(DivX) =
1− n

2
�Λ

On the other hand,

DλXλ =
1

2
tr (X)π =

1

2
(n+ 1)Λ

Hence,

1

2
(n+ 1)�Λ =

1− n
2
�Λ

from which we deduce,

�Λ = 0. (A.1.2)

To prove the second part it suffices to commute the equation �Xλ = −n−1
2

DλΛ with
covariant derivatives as follows,

�DµXλ = −n− 1

2
DµDλΛ

�DλXµ = −n− 1

2
DλDµΛ

Therefore,

−(n− 1)DµDλΛ = � (X)πµλ = �(Λgµν) = 0.

Corollary A.1.7. The total number of independent conformal Killing vectorfields on a
Ricci flat manifold M1+n, n ≥ 2, cannot exceed (n+1)(n+2)

2
.

A.1.3 Commutation of �g with a vectorfield

Lemma A.1.8. Consider a vectorfield X, with deformation tensor (X)π and Qαβ =
DαφDβφ− 1

2
gDαφDλφ the energy momentum tensor of the scalar wave operator �g. We

have:

X(�gφ) = �g(Xφ)− (X)παβDαDβφ−
(

2Dβ (X)παβ −Dα(tr (X)π)
)
Dαφ
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Proof. Direct computation. This is also an immediate consequence of the general com-
mutation formula of Lemma(3.2.3).

Corollary A.1.9. If X is a conformal Killing vectorfield on a Ricci flat manifold (M,g)
we have

[X,�g]φ = −Λ�gφ− (n− 1)DαΛDαφ.

Moreover,

[X − n− 1

2
Λ,�g]φ = −n− 3

2
Λ�φ.

A.1.4 Generalized Integral currents

The integral current method is based on the following calculation (see the more general
formula of Proposition 3.2.9):

Lemma A.1.10. Given a vectorfield X, a scalar w and a 1-form M , the generalized
current

Pµ := Pµ[X,w,M ] = QµνX
ν +

1

2
wφ∂µφ−

1

4
∂µwφ

2 +
1

4
Mµφ

2

verifies

DµPµ = (X(φ) +
1

2
wφ)�φ+

1

2
Qµν

(X)πµν − 1

4
�wφ2 +

1

2
wDµφDµφ

+
1

2
Mµφ∂µφ+

1

4
DµM

µφ2
(A.1.3)

Proof. Direct computation. See also the more general Proposition 3.2.9.

Corollary A.1.11. Assume that X is conformal Killing, i.e. (X)π = Ωg for some scalar
Ω, and

Pµ = QµνX
ν +

n− 1

4
Ωφ∂µφ−

n− 1

8
∂µΩφ2.

Then

DµPµ = (X(φ) +
1

2
wφ)�φ



192 APPENDIX A. WAVE PROPAGATION IN MINKOWSKI SPACE

Lemma A.1.12 (Divergence lemma). Consider a vectorfield X in domain D ⊂M with
future space-like boundaries ∂+D and past boundary ∂−D. We have∫

∂+D
g(X,N)−

∫
∂−D

g(X,N) = −
∫
D

Div(X).

where N denote the future normal to the boundary.

Proof. Application of Stokes Theorem.

A.2 Classical Vectorfield Method in Minkowski space

A.2.1 Symmetries of Minkowski space

Let xµ be an inertial coordinate system of Minkowski space Rn+1. The following are all
the isometries and conformal isometries of Rn+1.

1. Translations: For any given vector a = (a0, a1, ...., an) ∈ Rn+1: xµ → xµ + aµ.

2. Lorentz rotations: For any Λ = Λρ
σ ∈ O(1, n): xµ → Λµ

ν x
ν .

3. Scalings: For any real number λ 6= 0: xµ → λxµ.

4. Inversion: Consider the transformation xµ → I(xµ), where I(xµ) = xµ

(x,x)
is defined for

all points x ∈ Rn+1 such that (x, x) 6= 0.

The first two sets of transformations are isometries of Rn+1, the group generated by
them is called the Poincarè group. The last two type of transformations are conformal
isometries. the group generated by all the above transformations is called the Conformal
group. In fact the Liouville theorem, whose infinitesimal version will be proved later on,
states that it is the group of all the conformal isometries of Rn+1.

We next list the Killing and conformal Killing vector fields which generate the above
transformations.

i. The generators of translations in the xµ directions, µ = 0, 1, ..., n: Tµ = ∂
∂xµ

ii. The generators of the Lorentz rotations in the (µ, ν) plane:, Lµν = xµ∂ν − xν∂µ.
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iii. The generators of the scaling transformations: S = xµ∂µ.

iv. The generators of the inverted translations: Kµ = 2xµx
ρ ∂
∂xρ
− (xρxρ)

∂
∂xµ

.

Denoting P(1, n) the Lie algebra generated by the vector fields Tα,Lβγ and K(1, n) the
Lie algebra generated by all the vector fields Tα,Lβγ,S,Kδ we state the following version
of the Liouville theorem,

Theorem A.2.1. The following statements hold true.

1) P(1, n) is the Lie algebra of all Killing vector fields in Rn+1.

2) If n > 1, K(1, n) is the Lie algebra of all conformal Killing vector fields in Rn+1.

3) If n = 1, the set of all conformal Killing vector fields in R1+1 is given by the following
expression

f(x0 + x1)(∂0 + ∂1) + g(x0 − x1)(∂0 − ∂1)

where f, g are arbitrary smooth functions of one variable.

Proof: If X is Kiling Therefore, there exist constants aµν , bµ such that Xµ = aµνx
ν + bµ.

Since X is Killing DµXν = −DνXµ which implies aµν = −aνµ. Consequently X can be
written as a linear combination, with real coefficients, of the vector fields Tα, Lβγ.

Let now X be a conformal Killing vector field, i.e.

(X)πρσ = Λmρσ

In view of Corollary A.1.6 �Λ = 0 and moreover, for n 6= 1, DµDλΛ = 0. This implies
that Λ must be a linear function of xµ. We can therefore find a linear combination, with
constant coefficients, cS+dαKα such that the deformation tensor of X−(cS+dαKα) must
be zero. This is the case because (S)π = 2m and (Kµ)π = 4xµm. Therefore X−(cS+dαKα)
is Killing which, in view of the first part of the theorem, proves the result.

To establish Part 3 we set X = a∂0 + b∂1 and obtain 2D0X0 = −Λ, 2D1X1 = Λ and
D0X1 +D1X0 = 0. Hence a, b verify the system

∂a

∂x0
=

∂b

∂x1
,
∂b

∂x0
=

∂a

∂x1
.

Hence the one form adx0 + bdx1 is exact, adx0 + bdx1 = dφ, and ∂2a
(∂x0)2

= ∂2b
(∂x1)2

, that is
�φ = 0. In conclusion

X =
1

2

(
∂φ

∂x0
+
∂φ

∂x1

)
(∂0 + ∂1) +

1

2

(
∂φ

∂x0
− ∂φ

∂x1

)
(∂0 − ∂1)



194 APPENDIX A. WAVE PROPAGATION IN MINKOWSKI SPACE

which proves the result.

Remark. Expresse relative to the canonical null pair L = ∂t + ∂r, L = ∂t − ∂r,

T0 = 2−1(L+ L), S = 2−1(uL+ u L), K0 = 2−1(u2 L+ u2 L). (A.2.1)

Both T0 = ∂t and K0 = (t2 + |x|2)∂t + 2txi∂i are causal2. Observe that S is causal only
in J +(0) ∪ J −(0). We note also that (S)π = 2m, (K0)π = 4tm and therefore, in view of
Corollary A.1.9,

[S,�] = −2�,

[K0,�] = −4t�+ 4(n− 1)∂t

[K0 + 2(n− 1)t�] = −2t�

The general vectorfield method applied to the flat wave operator is based on commutation
and integral currents.

A.2.2 Wave equation in Minkowski space Rn+1

The canonical, inertial, coordinates in Rn+1 are denoted by xµ, µ = 0, 1, . . . , n relative to
which the Minkowski metric takes the diagonal form mµν = diag(−1, 1, . . . , 1). We have
x0 = t and x = (x1, . . . , xn) denote the spatial coordinates. We make use of the standard
summation convention over repeted indices and those concerning raising and lowering the
indices of vectors and tensors. In particular, if xµ = mµνx

ν , we have x0 = −t and xi = xi,
i = 1, . . . , n. We denote by Σt0 the spacelike hyperplanes t = t0. The wave operator is
defined by � = mαβ∂αβ = −∂2

t +
∑

i ∂
2
i . In polar coordinates t, r, θ1, . . . θn the metric

takes the form

−dt2 + dr2 + r2dσ2
n−1.

The functions u = 1
2
(t− r), v = 1

2
(t+ r) are optical, i.e. they verify the eikonal equation

mαβ∂αu∂βu = mαβ∂αv∂βv = 0. We sometimes use u to denote v.

In the u, v, θ1, . . . , θn coordinates the Minkowski metric takes the form −4dudv+r2dσ2
n−1.

Thus, guv = −2, guv = −1
2
. The wave operator takes the form,

�φ = gαβDαDβφ = −∂u∂vφ+
n− 1

r
∂rφ+4/ n−1φ.

2 This makes them important in deriving energy estimates.
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The standard null pair is given by

L = ∂t + ∂r = ∂v, L = ∂t − ∂r = ∂u.

The corresponding horizontal structure is, of course, integrable with surfaces of integra-
bility given by the spheres St,r.

Recall that the Minkowski space-time Rn+1 is equipped with a family of Killing and
conformal Killing vector fields, the translations Tµ = ∂µ, Lorentz rotations Lµν = xµ∂ν −
xν∂µ, scaling S = t∂t + xi∂i and the inverted translations Kµ = −2xµS+ < x, x > ∂µ.

The Killing vector fields Tµ and Lµν commute with � while S preserves the space of
solutions in the sense that �φ = 0 implies �Sφ = 0 as [�, S] = 2�. One can split
the operators Lµν into the angular rotation operators (ij)O = xi∂j − xj∂i and the boosts
(i)L = xi∂t + t∂i, for i, j, k = 1, . . . , n.

A.2.3 Basic Conservation Laws in Minkowski space

The starting point is the pointwise conservation law

Dµ(QµνX
ν) = fX(φ). (A.2.2)

To derive an energy type inequality we integrate (A.2.2) on a domain of dependence D,
as defined below.

Definition A.2.2. Given a domain Σ0 ⊂ {t = t0}, D = D(Σ0) ⊂ Rn is a domain of
dependence for Σ0 if for every p ∈ D, denoting by C−(p), the past line cone through p,
we have C−(p) ∩ {t > t0} ⊂ D.

We consider below the following examples of bounded domains of dependence D with
boundary D = ∂+D ∪ Σ0.

S. The future boundary ∂D+ is strictly space-like, i.e. the future unit normal N to it
is timelike.

C. The domain D (see Figure A.1) given, for 0 < t1 < R,

D = {|x− x0| < R− t} ∩ {t ≥ 0} ∩ {t ≤ t1}

whose future boundary is given by D+ = N ∩ {t = t1}, with null boundary N =
{|x− x0| = R− t} ∩ {t ≥ 0} ∩ {t ≤ t1}
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Figure A.1: Causal domain (domain of dependence) D with incoming null boundary N
and space-like boundaries Σ0,Σ1.

Lemma A.2.3 (Divergence lemma in R1+n). Integrating the divergence equation (A.2.2)
on a domain D we derive

1. For a spacelike domain of type (S) we have∫
Σ1

P ·N =

∫
Σ1

P · T −
∫
D
F

2. For a causal domain of type (T) we have, with3 L = −∂βu∂β, i.e. Lβ = −∂βu,∫
Σ1

P · T +

∫
N
P · L =

∫
Σ0

P · T −
∫
D
F

where, ∫
N
f =

∫ t1

0

∫
|x−x0|≤R−t

f(t, x)dσ. (A.2.3)

Proof. In the spacelike case it follows directly from Lemma A.1.12. Otherwise it requires
a simple adaptation.

Corollary A.2.4. Given any solution of �φ = 0 and X Killing we have the conservation
law. ∫

Σ1

Q(X,T ) +

∫
N
Q(X, L) =

∫
Σ0

Q(X,T )

In the particular case4 when X = T we deduce the classical conservation of energy formula∫
Σ1

Q(T, T ) +

∫
N
Q(T, L) =

∫
Σ0

Q(T, T )

3Note that L is future null, i.e. g(L,L) = 0, g(L, T ) = −1.
4 Note that the only globally time-like Killing vectorfield in Minkowski space R1+n is X = ∂t.
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where Q(T, T ) = 1
2

(
|∂tφ|2 + |∇φ|2

)
.

Thus, any continuous group of isometries of (M,g), generated by a Killing vectorfield X,
leads to a conservation law.

Remark A.2.5. The vectorfield X = T = ∂t leads to the standard law of consrvation of
energy in Minkowski space: In the particular case when X = T0 = ∂t we have (X)π = 0
and, integrating (??) on the space-time slab [0, T ]× Rn we derive the usual conservation
laws, ∫

Σt

|∂φ|2 =

∫
Σ0

|∂φ|2, (A.2.4)∫
∂N+[0,t]

|Dφ|+
∫

Σt∩N+

|∂φ| =

∫
Σ0∩N+

|∂φ|2 (A.2.5)

with |∂φ|2 := |∂tφ|2 + |∇φ|2 and |Dφ|2 = |Lφ|2 + |∇φ|2 = |Lφ|2 +
∑n−1

i=1 |eaφ|2. Here
(ea)a=1,...,n−1 denote unit vectors at p ∈ H tangent to H and the corresponding time slice
passing through p.

Each coordinate vectorfield X = ∂i leads to conservation of linear momentum and X =
Oij = xi∂j − xj∂i leads to conservation of angular momentum.

A.2.4 Vectorfield method and pointwise decay in Minkowski
space

We denote by E[φ](t) the standard energy norm E[φ](t) =
∫

Σt
|∂φ|2. We introduce the

generalized energy norms:

Ek[φ] =
∑

Xi1 ,..,Xij

E[Xi1Xi2 ...Xijφ] (A.2.6)

with the sum taken over 0 ≤ j ≤ k and over all Killing vector fields T,Lµν as well as the
scaling vector field S. The crucial point of the commuting vectorfield method is that the
quantities Ek, k ≥ 1 are conserved by solutions to �φ = 0. Therefore, if,∑

0≤k≤s

∫
(1 + |x|)2k

(
|∇k+1f(x)|2 + |∇kg(x)|2

)
dx ≤ Cs <∞. (A.2.7)

then for all t, Es[φ](t) ≤ Cs. The desired decay estimates can now be derived from the
following global version of the Sobolev inequalities ( see [?], [Kl:vect2]):
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Proposition A.2.6 (Global Sobolev). Let φ be an arbitrary function in Rn+1 such that
Es[φ] is finite for some integer s > n

2
. Then, for t ≥ 0,

|∂φ(t, x)| . (1 + t+ |x|)−n−1
2 (1 + |t− |x||)− 1

2 sup
0≤t′≤t

Es[φ](t′) (A.2.8)

for all t > 0. Therefore if the data f, g satisfy A.2.7, with s > n
2
, then for all t ≥ 0,

|∂φ(t, x)| . 1

(1 + t+ |x|)n−1
2 (1 + |t− |x||) 1

2

(A.2.9)

Moreover, relative to the null frame L+ = ∂t + ∂r, L− = ∂t − ∂r, (ea)a=1,...n−1

|(L+, ea)(∂φ)(t, x)| . 1

(1 + t+ |x|)n+1
2 (1 + |t− |x||) 1

2

|L−(∂φ)(t, x)| . 1

(1 + t+ |x|)n−1
2 (1 + |t− |x||) 3

2

(A.2.10)

and similarly for higher derivatives.

A.2.5 Global conformal energy identity

We now apply Corollary A.1.11 to the case of Minkowski space and X = K0 = (t2 +
|x|2)∂t + 2txi∂i with Ω = 4t. Thus,

P0 = Q(K0,T0) + (n− 1)tφ∂tφ−
n− 1

2
φ2.

Proposition A.2.7. The following identity holds in any dimension n ≥ 1.∫
Σt

P0 =
1

4

∫
Σt

(
u2|L′φ|2 + 2(t2 + |x|2)|∇/ φ|2 + u2|L′φ|2

)
(A.2.11)

where L = ∂t + ∂r, L = ∂t− ∂r, L′ = L+ (n− 1)u−1, L′ = L+ (n− 1)u−1, u = t− r and
u = t+ r. Moreover if n ≥ 3 can prove the following lower bound,

c−1

∫
Σt

P0 ≥ c

∫
Σt

(
u2|Lφ|2 + 2(t2 + |x|2)|∇/ φ|2 + u2|Lφ|2 + φ2

)
(A.2.12)

for some c > 0.
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Proof. We review the proof below for the sake of completeness. First obeserve that,
QLL = Q(L,L) = L(φ)2, QLL = Q(L, L) = |∇/ φ|2, QLL = Q(L, L) = L(φ)2 and that
K0 = 1

2
(u2L+ u2 L), T0 = ∂t = 1

2
(L+ L) and S = 1

2
(uL+ uL). For convenience we also

introduce the vectorfield S = 1
2
(uL− uL) = r∂t + t∂r Thus,

Q(K0,T0) =
1

4

(
u2L(φ)2 + (u2 + u2)|∇/ φ|2 + u2 L(φ)2

)
and,

P0 =
1

4

(
u2(Lφ)2 + (u2 + u2)|∇/ φ|2 + u2(Lφ)2

)
+ (n− 1)t∂tφφ−

n− 1

2
φ2

=
1

2

(
(Sφ)2 + (Sφ)2 + 2−1(u2 + u2)|∇/ φ|2

)
+ (n− 1)t∂tφφ−

n− 1

2
φ2

One then proceeds by a simple integration by parts procedure. Writing t∂t = S− r∂r we
derive: ∫

Σt

tφ∂tφ =

∫
Σt

(Sφ− r∂rφ) · φ =

∫
Σt

Sφ · φ+
n

2

∫
Σt

φ2 (A.2.13)

Therefore,∫
Σt

P0 =

∫
Σt

1

2

(
(Sφ)2 + (Sφ)2 + 2−1(u2 + u2)|∇/ φ|2 + (n− 1)Sφ · φ+

(n− 1)2

2
φ2

)
=

1

2

∫
Σt

((
Sφ+ (n− 1)φ

)2
+ (Sφ)2 +

1

2
(u2 + u2)|∇/ φ|2

)
=

1

4

∫
Σt

(
u2|L′φ|2 + (u2 + u2)|∇/ φ|2 + u2|L′φ|2

)
which establishes (A.2.11).

To prove (A.2.12) we use, in addition to (A.2.13), the following modification,∫
Σt

t∂tφ =

∫
Σt

t

r
Sφ−

∫
Σt

t2

2r
∂r(φ

2) =

∫
Σt

t

r
Sφ+

n− 2

2

∫
Σt

t2

r2
φ2 (A.2.14)

Using positive constants A,B, A+B = n− 1, we write,∫
Σt

(n− 1)tφ∂tφ−
n− 1

2
φ2 = A

∫
Σt

tφ∂tφ+B

∫
Σt

tφ∂tφ−
∫

Σt

n− 1

2
φ2

=

∫
Σt

(
ASφ · φ+B

t

r
Sφ · φ+

(
A
n

2
− n− 1

2

)
φ2 +B

n− 2

2

t2

r2
φ2

)
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Therefore,∫
Σt

P0 =
1

2

∫
Σt

(
(Sφ)2 + 2Aφ · Sφ+

(
An− (n− 1)

)
φ2

)
+

1

2

∫
Σt

(u2 + u2)|∇/ φ|2

+
1

2

∫
Σt

(
(Sφ)2 + 2Aφ · Sφ+B(n− 2)

t2

r2
φ2

)
+

1

2

∫
Σt

(u2 + u2)|∇/ φ|2

Now observe that, if 0 < A < (n− 1) and 0 < B < n− 2 we can find c1, c2 > 0 such that

(Sφ)2 + 2Aφ · Sφ+
(
An− (n− 1)

)
φ2 ≥ c1

(
(Sφ)2 + φ2

)
(Sφ)2 + 2Aφ · Sφ+B(n− 2)

t2

r2
φ2 ≥ c2((Sφ)2 +

t2

r2
φ2
)

If n ≥ 3 one can find A,B verifying 0 < A < (n − 1), 0 < B < n − 2 such that
A+B = n− 1. Therefore taking c the minimum of c1, c2 we derive,

c−1
( ∫

Σt

P0 −
1

2

∫
Σt

(u2 + u2)|∇/ φ|2
)
≥

∫
Σt

(
|S(φ)|2 + |S(φ)|2 +

1

2
φ2
)

=
1

2

∫
Σt

(
u2|L(φ)|2 + u2|L(φ)|2 + φ2

)
Hence, for some other c > 0,

c−1

∫
Σt

P0 ≥
∫

Σt

(
u2|L(φ)|2 + u2|L(φ)|2 + 2(t2 + |x|2)|∇/ φ|2 + φ2

)
as desired.

Remark A.2.8. The second part of the Proposition is typical to the use of Hardy type
inequalities to estimate the lower order term in φ.

As a corollary we have the following

Corollary A.2.9. If �φ = 0, φ(0) = f , ∂tφ(0) = g∫
Σt

u2|L′(φ)|2 + u2|L′(φ)|2 + (t2 + r2)|∇φ|2 + φ2 .
∫

Σ0

|f |2 + |x|2|∇f |2 + |x|2|g|2

and n ≥ 3 we have,∫
Σt

u2|L(φ)|2 + u2|L(φ)|2 + (t2 + r2)|∇φ|2 + φ2 .
∫

Σ0

|f |2 + |x|2|∇f |2 + |x|2|g|2
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A.2.6 Null Conformal energy

Proposition A.2.10. Consider the domain D to be the complement of the causal future
of DR = {|x| ≤ R} in R1+n

+ , for some R > 0. Denote by D(τ) the intersection of D with
the time slab 0 ≤ t ≤ τ . Denote by H+[0, τ ] the future boundary of D intersected with the
same time slab. Also denote by Σ(τ) the spacelike hypersurface t = τ .

The following estimate holds true.

C+[φ](τ) +

∫
∂H+[0,τ ]

1

2

(
uLφ− (n− 1)φ

)2
+

1

2
u2|∇/ φ|2 .

∫
Σ0∩H+

|f |2 + |x|2|∇f |2 + |x|2|g|2

where C+[φ](τ) is the conformal energy restricted to Σ+(τ) = Σ(τ) ∩ D

C+[φ](τ) =
1

4

∫
Σ(τ)∩H+

(
u2|L′φ|2 + (u2 + u2)|∇/ φ|2 + u2|L′φ|2

)
.

In particular∫
∂H+[0,τ ]

1

2

(
uLφ− (n− 1)φ

)2
+

1

2
u2|∇/ φ|2 .

∫
Σ0∩H+

|f |2 + |x|2|∇f |2 + |x|2|g|2

Proof. We first consider the case whenH+ is the complement . We apply formula (A.2.15)
to X = K0. ∫

∂H+[0,τ ]

m(P,L) +

∫
Σ(τ)∩H+

P0 =

∫
Σ0∩H+

P0 (A.2.15)

where L = ∂t + ∂r and

m(P,L) = Q(K0, L) + (n− 1)tφLφ− n− 1

2
φ2

P0 = m(P,T0) = Q(K0,T0) + (n− 1)tφ∂tφ−
n− 1

2
φ2.

The integral on H is defined in the same way as in A.2.3.

We consider first the integral
∫

Στ∩H+ P0 which can be treated exactly as
∫

Σt
P0 in the

previous subsection. The only modification we need to make are in the integration by
parts formulas (A.2.13) and (A.2.14) where now need to take into account the boundary
terms. Thus (A.2.13) becomes,∫

Σ(τ)∩H+

tφ∂tφ =

∫
Σ(τ)∩H+

Sφ · φ+
n

2

∫
Σ(τ)∩H+

φ2 +
1

2

∫
Sτ,R

rφ2dσ
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where Sτ,R is the ball of radius R on Σ(τ) and dσ its volume form. Thus, proceeding as
in the derivation of (A.2.11) we deduce,∫

Σ(τ)∩H+

P0 =
1

4

∫
Σ(τ)∩H+

(
u2|L′φ|2 + (u2 + u2)|∇/ φ|2 + u2|L′φ|2

)
(A.2.16)

+
n− 1

2

∫
Sτ,R

rφ2dσ

We now consider the null boundary integral,∫
∂H+[0,tτ

m(P,L) =

∫
∂H+[0,τ ]

(
Q(K0, L) + (n− 1)tφLφ− n− 1

2
φ2
)
dσ

=

∫
∂H+[0,τ ]

1

2

(
u2L(φ)2 + u2|∇/ φ|2

)
+ (n− 1)tφLφ− n− 1

2
φ2

= J +

∫
∂H+[0,τ ]

1

2
u2|∇/ φ|2

Now, by a simple integration by parts5 we deduce,∫
∂H+[0,τ ]

|x|φLφ = −n
2

∫
∂H+[0,τ ]

φ2 +
1

2

∫
Sτ,R

|x|φ2

On the other hand by a simple calculation, recalling that u = t+ r,

J =

∫
∂H+[0,τ ]

1

2
u2(Lφ)2 + (n− 1)tφLφ− n− 1

2
φ2

=

∫
∂H+[0,τ ]

1

2

(
uLφ− (n− 1)φ

)2 − n− 1

2

∫
Sτ,R

|x|φ2

Therefore,∫
∂H+[0,τ ]

m(P,L) =

∫
∂H+[0,τ ]

1

2

(
uLφ− (n− 1)φ

)2
+

1

2
u2|∇/ φ|2 − n− 1

2

∫
Sτ,R

|x|φ2

Recalling (A.2.16) and (A.2.15) we deduce,∫
∂H+[0,τ ]

m(P,L) +

∫
Στ∩H+

P0 =

∫
∂H+[0,τ ]

1

2

(
uLφ− (n− 1)φ

)2
+

1

2
u2|∇/ φ|2

+
1

4

∫
Στ∩H+

(
u2|L′φ|2 + (u2 + u2)|∇/ φ|2 + u2|L′φ|2

)
=

∫
Σ0∩H+

P0.

5
∫
∂H+(0,τ)

φ2 =
∫ τ
0
ds
∫
|y|=1

φ2(s, (R+ s)y)(R+ s)n−1dσy = 1
n

∫
|y|=1

dσy
∫
0
τφ2 d

ds (R+ s)nds

= − 1
n

∫
|y|=1

dσy
∫ τ
0

d
dsφ

2 (R+s)nds+ 1
n

∫
|y|=1

(R+τ)nφ2(t, (R+τ)y)dσy = − 2
n

∫ τ
0
ds
∫
|x|=s+R |x|φLφdσx +

1
n

∫
|x|=τ+R |x|φ2(t, x)dσx = − 2

n

∫
H+(0,τ)

|x|φLφ+ 1
n

∫
Sτ,R
|x|φ2.
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Therefore ∫
∂H+[0,τ ]

1

2

((
uLφ− (n− 1)φ

)2
+ u2|∇/ φ|2 − (n− 1)φ2

)
+

1

4

∫
Στ∩H+

(
u2|L′φ|2 + (u2 + u2)|∇/ φ|2 + u2|L′φ|2

)
=

∫
Σ0∩H+

P0

from which the desire estimate easily follows.

A.3 Other integral estimates

A.3.1 Morawetz Estimates

Besides the standard Killing and conformal Killing vectorfields of Minkowski space we
encounter other useful vectorfields which lead to bulk estimates. The primary example is
the so called Morawetz estimate.

Lemma A.3.1. Consider the vectorfields Y = ∂r and X = f(r)∂r in Minkowski space
R1+n.

1. The deformation tensor of the vectorfield Y = ∂r is given by:

(Y )π00 = (Y )π0i = 0, (Y )πij =
2

r
(δij −

xi
|x|

xj
|x|), i, j = 1, . . . n, tr (Y )π =

2(n− 1)

r
.

or, relative to a null frame e1, e2, e3 = L = ∂u, e4 = L = ∂v the only nonvanishing
components are,

(Y )πab =
2

r
δab, a, b = 1, 2, . . . n− 1.

2. The only nonvanishing components of deformation tensor of the vectorfield X =
f(r)Y = f(r)∂r are given by

(X)πrr = 2f ′(r), (X)πab =
2f(r)

r
δab, tr (X)π = 2(f ′(r) +

n− 1

r
f)

Proof. (Y )π can be easily calculated either in cartesian coordinates, since ∂r = xi

|x|∂i or in

polar coordinates. To calculate (X)π note that given X = fY we have,

(X)παβ = (fY )παβ = f (Y )παβ + DαfYβ + DβfYα, tr (X)π = tr((fY )π) = ftr (Y )π + 2Y (f)
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Note also that the deformation tensor of L is the same as that of Y = ∂r. Hence,

(V )παβ = (fL)παβ = f (L)παβ + DαfLβ + DβfLα = f (Y )παβ + DαfLβ + DβfLα

Hence,

(V )π33 = 4f ′(r), (V )π34 = −2f ′(r), (V )π44 = (V )π3a = (V )π4a = 0, (V )πab = 2r−1f(r)δab

as desired.

We now specialize to n = 3 and calculate the term,

�(r−1f(r)) = r−1f ′′(r)− 4πf(r)δ0 − 2r−2f ′(r)

We deduce the following,

Proposition A.3.2. Given X = f(r)∂r and w = 2
r
f(r), the 1-form in R1+3,

Pµ[X,w, 0] = QµνXν +
1

2
wφ∂µφ−

1

4
∂µwφ

2

verifies the divergence identity:

DµPµ =
1

2
f ′(r)(∂tφ)2 +

1

2
f ′(r)(∂rφ)2 +

(
r−1f − 1

2
f ′(r)

)
|∇/ φ|2

− 1

2r
f ′′(r)φ2 + f(r)(∂rφ+ r−1φ)�φ

(A.3.1)

Proof. According to Lemma A.1.10 we have,

DµPµ = (X(φ) +
1

2
wφ)�φ+

1

2
Qµν

(X)πµν − 1

4
�wφ2 +

1

2
wg(dφ, dφ).

Using Lemma A.3.1 and �w = 2�(r−1f(r)) = 2r−1f ′′(r) − 8πf(r)δ0 − 4r−2f ′ we then
derive

DµPµ =
1

2
f ′(r)(∂tφ)2 +

1

2
f ′(r)(∂rφ)2 +

(
r−1f − 1

2
f ′(r)

)
|∇/ φ|2 −

( 1

2r
f ′′(r)− r−2f ′

)
φ2

+
8

π
φ2δ0 + f(r)(∂rφ+ r−1φ)�φ

(A.3.2)

Proposition A.3.3. Let D = D(τ) =
{

(t, x) ∈ R1+n : x ∈ R3, 0 ≤ t ≤ τ
}

For every
0 < δ < 1, (with a constant dependent of δ), we have∫

D
(1 + r)−1−δ(|∂φ|2 + r−2|φ|2

)
. E [φ](0) +

∫
Dτ

(1 + r)1+δ|�φ|2
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Proof. Choose f(r) = 1− 1
(1+r)δ

to the identity (A.3.2). Observe that

f ′(r) =
δ

(1 + r)1+δ
, f ′′(r) = − δ(1 + δ)

(1 + r)2+δ
,

f(r)

r
≥ δ

(1 + r)1+δ
= f ′(r)

and,

r−1f, f ′(r) ≤ (1 + r)−1−δ, |f ′′(r)| . (1 + r)−2−δ, |f ′′′(r)| . (1 + r)−3−δ

Finally

− 1

2r
f ′′(r) + r−2f ′ =

1

2r

δ(1 + δ)

(1 + r)2+δ
+ r−2 δ

(1 + r)r+δ
≥ 1

2r

δ(1 + δ)

(1 + r)2+δ

Also, since f(0) = 0 and �(r−1f(r)) = 2r−1f ′′(r),

DµPµ =
1

2
f ′(r)(∂tφ)2 +

1

2
f ′(r)(∂rφ)2 +

(
r−1f − 1

2
f ′(r)

)
|∇/ φ|2 − 1

2r
f ′′(r)φ2

+ f(r)(∂rφ+ r−1φ)�φ.

We deduce

DµPµ ≥ f(∂rφ+ r−1φ)�φ+
1

2r
f |∇/ φ|2 +

1

2
f ′(|∂rφ|2 + |∂tφ|2) +

1

2r

δ(1 + δ)

(1 + r)2+δ
|φ|2

Using the divergence theorem and the positivity of f, f ′ we deduce∫
D

(1 + r)−1−δ(|∂φ|2 + r−2|φ|2
)
.

∣∣∣E[φ](τ)− E[φ](0)
∣∣∣+

∫
D

(1 + r)1+δ|�φ|2

The result then follows by making use of conservation of energy estimate, i.e.

E[φ](τ) ≤ E[φ](0) +

∫
D
|�φ|2.

Remark A.3.4. Choosing f = 1 in (A.3.2) we derive

DµPµ = r−1|∇/ φ|2 +
8

π
φ2δ0 + (∂rφ+ r−1φ)�φ.

Thus, after integration,∫
D(τ)

r−1|∇/ φ|2 + 8π

∫ τ

0

|φ|2 =

∫
Σ0

P0 −
∫

Σt

P0 −
∫
D(τ)

(∂rφ+ r−1φ)�φ

. 2E(0) +

∫
D(τ)

∣∣∂rφ+ r−1φ
∣∣∣∣�φ∣∣.
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A.3.2 rp Weighted Flux Estimates

In this section we consider domains D(τ1, τ2) as in the picture below.

Figure A.2: small Causal Domains D(τ1, τ2) with past and future boundaries Σ(τ1),Σ(τ2) consisting of
the two sides ΣL, spacelike and ΣR null.

Theorem A.3.5. The following weighted flux inequalities hold true, for 0 ≤ p ≤ 2:∫
ΣR(τ2)

rp(L̂φ)2 +

∫ ∫
DR(τ1,τ2)

rp−1
(
p(L̂φ)2 + (2− p)|∇/ φ|2

)
+

∫
I+(τ1,τ2)

rp|∇/ φ|2

.
∫

ΣR(τ1)

rp(L̂φ)2 +RpE [φ](τ1) + Ip+1[�φ](τ1, τ2)

(A.3.3)

where,

L̂φ := Lφ+
1

r
φ = (∂t + ∂r)φ+

1

r
φ.

and,

Ip+1[�φ](τ1, τ2) :=

∫
DR(τ1,τ2)

rp+1|�φ|2 +Rp

∫
D(τ1,τ2)

(1 + r)1+δ|�φ|2

Remark A.3.6. In reality the proof gives the estimate,∫
ΣR(τ2)

rp(L̂φ)2 +

∫ ∫
D(τ1,τ2)

rp−1
(
p(L̂φ)2 + (2− p)|∇/ φ|2

)
+

∫
I+(τ1,τ2)

rp|∇/ φ|2

.
∫

ΣR(τ1)

rp(L̂φ)2 +RpE [φ](τ1) + Ip+1[�φ](τ1, τ2)



A.3. OTHER INTEGRAL ESTIMATES 207

without making use of the Morawetz integrated decay estimate. We do not expect this to
be true in a black hole situation where the integrated decay estimate will have to be used.
This would lead to a loss of derivative.

Proof. We make use of the pointwise identities of proposition ??, which we recall below.

DivP = f(r)L̂φ�φ+ (r−1f − 1

2
f ′)|∇/ φ|2 +

1

2
f ′(r)(L̂φ)2 (A.3.4)

where,

Pµ[X,w,M ] = QµνX
ν +

1

2
wφ∂µφ−

1

4
∂µwφ

2 +
1

4
Mµφ

2

X = f(r)(∂t + ∂r) = f(r)L, w =
2

r
f, M = 2r−1f ′(r)L

Also,

P · L = f(r)(L̂φ)2 − 1

2
r−2∂v

(
rf(r)φ2

)
P · L = f(r)|∇/ φ|2 +

1

2
r−2∂u

(
rfφ2)

P · ∂t =
1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
− 1

2
r−2∂r

(
rf(r)φ2

)
Start with the formula,∫

Σ(τ2)

P · ν +

∫
I+(τ1,τ2)

P · ν =

∫
Σ(τ1)

P · ν −
∫
D(τ1,τ2)

DivP

with ν = ∂t along ΣL and ν = L along ΣR. We have,∫
Σ(τ)

P · ν =

∫
ΣL(τ)

P · ∂t +

∫
ΣR(τ)

P · L

=

∫
ΣL(τ)

1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
−
∫

ΣR(τ)

f(r)(L̂φ)2

− 1

2

∫
ΣL(τ)

r−2∂r
(
rf(r)φ2

)
− 1

2

∫
ΣR(τ)

r−2∂v
(
rf(r)φ2

)
=

∫
ΣL(τ)

1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
+

∫
ΣR(τ)

f(r)(L̂φ)2 − 1

2
lim
V→∞

∫
Suτ ,V

r−1f(r)φ2

On the other hand,∫
I+(τ1,τ2)

P · ν =

∫
I+(τ1,τ2)

P · L =

∫
I+(τ1,τ2)

f(r)|∇/ φ|2 +
1

2

∫
I+(τ1,τ2)

r−2∂u
(
rfφ2)

=

∫
I+(τ1,τ2)

f(r)|∇/ φ|2 +
1

2
lim
V→∞

∫
Suτ2 ,V

r−1f(r)φ2 − 1

2
lim
V→∞

∫
Suτ1 ,V

r−1f(r)φ2
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Hence,∫
Σ(τ2)

P · ν +

∫
I+(τ1,τ2)

P · ν −
∫

Σ(τ1)

P · ν =

∫
ΣR(τ2)

f(r)(L̂φ)2 +

∫
ΣL(τ2)

1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
−

∫
ΣR(τ1)

f(r)(L̂φ)2 −
∫

ΣL(τ1)

1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
and we derive,∫

ΣR(τ2)

f(r)(L̂φ)2 +

∫
I+(τ1,τ2)

f(r)|∇/ φ|2 +

∫
D(τ1,τ2)

DivP =

∫
ΣR(τ1)

f(r)(L̂φ)2

+

∫
ΣL(τ1)

1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
−

∫
Σ(τ2)

1

2
f(r)

[
(L̂φ)2 + |∇/ φ|2

]
On the other hand,∫

D(τ1,τ2)

DivP =

∫
D(τ1,τ2)

(r−1f − 1

2
f ′)|∇/ φ|2 +

1

2
f ′(r)(L̂φ)2 +

∫
D(τ1,τ2)

f(r)L̂φ�φ

for f = rp,∫
D(τ1,τ2)

DivP =

∫
D(τ1,τ2)

rp−1

[
1

2
(2− p)|∇/ φ|2 +

p

2
(L̂φ)2

]
+

∫
D(τ1,τ2)

rpL̂φ�φ

Hence, ∫
ΣR(τ2)

rp(L̂φ)2 +

∫
I+(τ1,τ2)

rp|∇/ φ|2 +

∫
D(τ1,τ2)

rp−1

[
1

2
(2− p)|∇/ φ|2 +

p

2
(L̂φ)2

]
=

∫
ΣR(τ1)

rp(L̂φ)2 + |∇/ φ|2 + Err

where

Err =

∫
ΣL(τ1)

1

2
rp
[
(L̂φ)2 + |∇/ φ|2

]
−
∫

Σ(τ2)

1

2
rp
[
(L̂φ)2 + |∇/ φ|2

]
+

∫
D(τ1,τ2)

rpL̂φ�φ

Clearly,

|Err| . Rp
(
E [φ](τ1) + E [φ](τ2)

)
+ ε

∫
D(τ1,τ2)

rp−1|L̂φ|2 + ε−1

∫
D(τ1,τ2)

rp+1|�φ|2

. 2RpE [φ](τ1) + ε

∫
D(τ1,τ2)

rp−1|L̂φ|2 + ε−1

∫
D(τ1,τ2)

rp+1|�φ|2
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We deduce, for ε = p
4
,∫

ΣR(τ2)

rp(L̂φ)2 +

∫
I+(τ1,τ2)

rp|∇/ φ|2 +

∫
D(τ1,τ2)

rp−1

[
1

2
(2− p)|∇/ φ|2 + (

p

4
)(L̂φ)2

]
≤ 2RpE [φ](τ1) +

4

p

∫
D(τ1,τ2)

rp+1|�φ|2

TO BE REVIEWED

A.3.3 Decay of the Energy Flux

Calculus Lemmas

We start with a few simple remarks.

Lemma A.3.7. Let f : R+ −→ R be a C1 non-negative function verifying, for all 0 ≤
t1 ≤ t2,

f(t2) + A

∫ t2

t1

f(s)ds ≤ f(t1)

Then, for all 0 ≤ t,

f(t) ≤ f(0)e−At

Proof. Consider H(t) := f(t) + A
∫ t

0
f(s)ds. Clearly H(t2) ≤ H(t1) for all 0 ≤ t1 ≤ t2.

Hence H ′(t) ≤ 0 and therefore,

e−At
d

dt
(eAtf(t)) = f ′(t) + Af(t) ≤ 0.

Lemma A.3.8. Consider a sequence of continuous functions fk : R+ −→ R such that,

0 ≤ f0(t) ≤ . . . ≤ fk(t)

and, for all τ1 ≤ τ2 ∈ [0, T ] and all 1 ≤ i ≤ k,

fi(τ2) +

∫ τ2

τ1

fi−1(s)ds ≤ fi(τ1) (A.3.5)
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Then,

f0(T ) ≤ (T/k)−kfk(0)

Proof. We divide [0, T ] in k subintevals of length T/k, i.e. t0 = 0 < t1 . . . < tk = T . In
each inteval Ij = [tj−1, tj] we make use of (A.3.5) i.e.,

fi(t) +

∫ t

tj−1

fi−1(s)ds ≤ fi(tj−1), ∀t ∈ Ij = [tj−1, tj]

In particular, ∫
Ij

fi−1(s)ds ≤ fi(tj−1)

and therefore, by the mean value theorem. there exists τ ∈ Ij such that,

fi−1(τ) =
1

|Ij|

∫
Ij

fi−1(s)ds ≤ (T/k)−1fi(tj−1)

On the other hand, according to (A.3.5) applied to fi−1 we have, since τ ≤ tj,

fi−1(tj) ≤ fi−1(τ)

We deduce,

fi−1(tj) ≤ (T/k)−1fi(tj−1) (A.3.6)

Consequently,

f0(T ) = f0(tk) ≤ (T/k)−1f1(tk−1) ≤ (T/k)−2f2(tk−2) ≤ · · · ≤ (T/k)−kfk(t0) = (T/k)−kfk(0)

as desired.

We now generalize the lemma a bit to allow for inhomogeneities.

Proposition A.3.9. Consider a sequence of continuous functions fk : R+ −→ R such
that,

0 ≤ f0(t) ≤ . . . ≤ fk(t)
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and, for all τ1 ≤ τ2 ∈ [0, T ], 1 ≤ i ≤ k,

fi(τ2) +

∫ τ2

τ1

fi−1(s)ds . fi(τ1) +

∫ τ2

τ1

Fi(s)ds (A.3.7)

where Fi are given non-negative continuous functions in [0, T ]. Then,

f0(T ) . T−k
[
fk(0) +

∑
0≤i≤k

sup
τ∈[0,T ]

∫ T

τ

sk−iFi(s)ds

]
(A.3.8)

In fact

fi(τ2) +

∫ τ2

τ1

fi−1(s)ds . fi(τ1) + f0(τ1) +

∫ τ2

τ1

Fi(s)ds (A.3.9)

Proof. We divide [0, T ] in k+ 1 subintevals of length T/(k+ 1), i.e. t0 = 0 < t1 < t2 . . . <
tk+1 = T . In each inteval Ij = [tj, tj+1] we make use of (A.3.7) i.e.,

fi(t) +

∫ t

tj

fi−1(s)ds . fi(tj) +

∫ t

tj

Fi(s)ds, ∀t ∈ Ij = [tj, tj+1]

In particular, ∫
Ij

fi−1(s)ds . fi(tj) +

∫
Ij

Fi(s)ds

and therefore, by the mean value theorem there exists τ ∈ Ij such that,

fi−1(τ) =
1

|Ij|

∫
Ij

fi−1(s)ds . (T/(k + 1))−1

[
fi(tj) +

∫
Ij

Fi(s)ds

]

On the other hand,

fi−1(tj+1) +

∫ tj+1

τ

fi−2(s)ds . fi−1(τ) +

∫ tj+1

τ

Fi−1(s)ds

i.e., since all fi are non-negative,

fi−1(tj+1) . fi−1(τ) +

∫ tj+1

τ

Fi−1(s)ds



212 APPENDIX A. WAVE PROPAGATION IN MINKOWSKI SPACE

Hence,

fi−1(tj+1) .
1

|Ij|

∫
Ij

fi−1(s)ds ≤ (T/(k + 1))−1

[
fi(tj) +

∫
Ij

Fi(s)ds

]
+

∫ tj+1

τ

Fi−1(s)ds

. (T/(k + 1))−1

[
fi(tj) +

∫
Ij

Fi(s)ds

]
+

∫
Ij

Fi−1(s)ds

Note also that, since tj ≥ j k+1
T

,∫
Ij

Fi(s)ds =

∫ tj+1

tj

Fi(s)ds ≤ ti−kj

∫ tj+1

tj

sk−iFi(s)ds

≤
[
k + 1

jT

]k−i
F

(k−i)
i

where,

F
(k−i)
i := sup

τ∈[0,T ]

∫ T

τ

sk−iFi(s)ds (A.3.10)

Hence,

fi−1(tj+1) . (T/(k + 1))−1fi(tj) + (T/(k + 1))−1

[
k + 1

jT

]k−i
F

(k−i)
i +

[
k + 1

jT

]k−i+1

F
(k−i+1)
i−1

Hence, for all j ≥ 1, i ≥ 1

fi−1(tj+1) . T−1fi(tj) + T−kT i−1
[
F

(k−i)
i + F

(k−i+1)
i−1

]
(A.3.11)

In particular,

f0(T ) = f0(tk+1) . (T )−1f1(tk) + T−k
[
F

(k−1)
1 + F

(k)
0

]
In the same manner,

f1(tk) . T−1f2(tk−1) + T−k+1
[
F

(k−2)
2 + F

(k−1)
1

]
Therefore,

f0(T ) . T−2f2(tk−1) + T−k
[
F

(k−2)
2 + F

(k−1)
1 + F

(k)
0

]
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Continuing in the same manner we derive,

f0(T ) . T−kfk(t1) + T−k
∑

0≤i≤k−1

F
(k−i)
i

or, since,

fk(t1) . fk(0) +

∫ t1

t0

Fk(s)ds ≤ fk(0) + F
(0)
k

we derive the desired estimate,

f0(T ) . T−kfk(0) + T−k
∑

0≤i≤k
F

(k−i)
i

First Decay Theorem

According to the main estimate of theorem A.3.5, for all 0 ≤ p ≤ 2:∫
ΣR(τ2)

rp(L̂φ)2 +

∫ ∫
D(τ1,τ2)

rp−1
(
p(L̂φ)2 + (2− p)|∇/ φ|2

)
.

∫
ΣR(τ1)

rp(L̂φ)2 +RpE [φ](τ1)

+ Ip+1[�φ](τ1, τ2) (A.3.12)

where, L̂φ := Lφ+ 1
r
φ = (∂t + ∂r)φ+ 1

r
φ and,

Ip+1[�φ](τ1, τ2) :=

∫
DR(τ1,τ2)

rp+1|�φ|2 +Rp

∫
D(τ1,τ2)

(1 + r)1+δ|�φ|2

Let,

fi(τ) :=

∫
ΣL(τ)

|∂φ|2 +

∫
ΣR(τ)

ri|L̂φ|2, i = 1, 2,

f0(τ) :=

∫
ΣL(τ)

|∂φ|2 +

∫
ΣR(τ)

[
|L̂φ|2 + |∇/ φ|2

]
In view of the Hardy inequality,

E [φ](τ) ≤ f0(τ) . E [φ](τ).
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where, recall,

E [φ](τ) =

∫
ΣL(τ)

|∂φ|2 +

∫
ΣR(τ)

|Lφ|2 + |∇/ φ|2

We also define,

Fp(τ) :=

∫
ΣR(τ)

rp+1|�φ|2 +Rp

∫
Σ(τ)

(1 + r)1+δ|�φ|2

In view of (A.3.12), for all p = 1, 2,

fp(τ2) +

∫ τ2

τ1

fp−1(τ)dτ . fp(τ1)+f0(τ1) +

∫ τ2

τ1

Fp(τ)dτ

Hence, as a consequence of proposition A.3.9 we deduce, for all τ ∈ [0, T ],

f0(τ) . τ−2

[
f2(τ) +

∑
0≤i≤2

sup
τ∈[0,T ]

∫ T

τ

s2−iFi(s)ds

]
Definition A.3.10. We introduce the following norms for �φ:

Ik[�φ](τ0, t) =
k∑
i=0

sup
τ∈[τ0,t]

∫ ∫
DR(τ,t)

(1 + τ)k−i(1 + r)1+i|�φ|2

+ sup
τ∈[τ0,t]

∫ ∫
DR(τ,t)

(1 + τ)p−1(1 + r)1+δ|�φ|2

and, for a fixed ε > 0,

I−k [�φ](τ0, t) =
k∑
i=0

sup
τ∈[τ0,t]

∫ ∫
DR(τ,t)

(1 + τ)k−i(1 + r)1+i−ε|�φ|2

+ sup
τ∈[τ0,t]

∫ ∫
DR(τ,t)

(1 + τ)p−1(1 + r)1+δ|�φ|2

These considerations prove the first part of the following theorem:

Theorem A.3.11. Assume R ≈ 1 and initial data supported in ΣL(0).

1. The energy-flux E [φ] verifies the decay estimate, for all 0 ≤ t ≤ T ,

E [φ](t) . (1 + t)−2 [E [φ](0) + I2,t[�φ]] (A.3.13)

where,

I2,t[�φ] := I2[�φ](0, t)
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2. The incoming flux (through the null hypersurface N V (τ1, τ2) = {v = V ;uτ1 ≤ u ≤
uτ2})

EV [φ](τ, t) :=

∫
NV (τ,t)

|∂uφ|2 + |∇/ φ|2

verifies,

sup
τ∈[0,t]

(1 + τ)2EV [φ](τ, t) . E [φ](0) + I3,t[�φ] (A.3.14)

3. By relaxing the decay assumptions on �φ we have the following slightly weaker decay
estimates for the flux.

E [φ](t) . (1 + t)−2+ε
[
E [φ](0) + I−2,t[�φ]

]
(A.3.15)

where,

I−2,t[�φ] := I−2 [�φ](0, t)

Proof. The proof of (A.3.14) follows easily from the standard energy identity (applied to
the region DV (τ, t) = D(τ, t) ∩ {v ≤ V }, for any τ ∈ [0, t]),

EV [φ](τ, t) + E [φ](t) ≤ E [φ](τ) +

∫
DV (τ,t)

(1 + r)1+δ|�φ|

combined with (A.3.13).

It remains to prove (A.3.15). Taking p = 2 − ε in the definition of fp and applying
proposition A.3.9 for the functions f1−ε, f2−ε in the interval [0, t], we derive,∫

ΣR(t)

r1−ε(L̂φ)2 ≤ f1−ε(t) . (1 + t)−1
[
f2−ε(0) + I−2,t[�φ]

]
We also have the estimate (see (A.3.12) with p = 2− ε),∫

ΣR(t)

r2−ε(L̂φ)2 .
∫

ΣR(0)

r2−ε(L̂φ)2 + E [φ](0) +

∫
DR(0,t)

r3−ε|�φ|2 +

∫
D(0,,t))

(1 + r)1+δ|�φ|2

≤ E [φ](0) + I−2,t[�φ]

Interpolating we derive,∫
ΣR(t)

r(L̂φ)2 ≤ (1 + t)−1+ε
[
E [φ](0) + I−2,t[�φ]

]
We then proceed as in the proof of proposition A.3.9 to deduce that,

E [φ](t) ≤ f0(t) . (1 + t)−2+ε
[
E [φ](0) + I−2,t[�φ]

]
as desired.
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Appendix B

GCM spheres in [K-S:GCM1]

B.1 Stability of Schwarzschild in the polarized case

B.1.1 GCM admissible spacetimes in [K-S:Schw]

In [K-S:Schw], Klainerman and Szeftel proved the nonlinear stability of the Schwarzschild
space under axially symmetric polarized perturbations. The final spacetime in [K-S:Schw]
was constructed as the limit of a continuous family of finite GCM admissible spacetimes
as represented in Figure B.1 below, whose future boundaries consist of the union A ∪
C∗ ∪ C∗ ∪ Σ∗ where A and Σ∗ are spacelike, C∗ is incoming null, and C∗ outgoing null.
The boundary A is chosen so that, in the limit when M converges to the final state, it
is included inside the black hole region of the limit spacetime. The spacetime M also
contains a timelike hypersurface T which dividesM into an exterior region we call (ext)M
and an interior one (int)M. Both (ext)M and (int)M are foliated by 2–surfaces as follows.

(i) The far region (ext)M is foliated by a geodesic foliation S(u, s) induced by an out-
going optical function u initialized on Σ∗ with s the affine parameter along the null
geodesic generators of (ext)M. We denote by r = r(u, s) the area radius of S(u, s).
On the boundary Σ∗ of (ext)M we also assume that r is sufficiently large.

(ii) The near region (int)M is foliated by a geodesic foliation induced by an incoming
optical function u initialized at T such that its level sets on T coincide with those
of u.

To prove convergence to the final state one has to establish precise decay estimates for all

219
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Figure B.1: The GCM admissible space-time M of [K-S:Schw]

Ricci and curvature coefficients decomposed relative to the null geodesic frames associated
to the foliations in (ext)M and (int)M. The decay properties of both Ricci and curvature
coefficients in (ext)M depend heavily on the choice of the boundary Σ∗ as well as on the
choice of the cuts of the optical function u on it. As such, the central idea of [K-S:Schw]
was the introduction and construction of GCM hypersurfaces on which specific geometric
quantities take Schwarzschildian values.

Remark B.1.1. Schwarzschild metric in outgoing Eddington-Finkelstein coordinates has
the form1

gm = −2duds−Υdu2 + r2dσ, Υ = 1− 2m

r
, (B.1.1)

where u = t − r∗, dr∗
dr

= Υ−1. For a given sphere S(u, s), the expanisons κ = tr χ and
κ = trχ, and the mass aspect function µ := −div ζ − ρ+ 1

4
χ̂ · χ̂ are given by

κ =
2

r
, κ = −2Υ

r
, µ =

2m

r3
. (B.1.2)

1 Recall that in standard spherical coordinates, we have gm = −Υdt2 + Υ−1dr2 + r2dσ2.
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B.1.2 The role played by GCM admissible spacetimes

As mentioned above the final spacetime was constructed as the limit of a continuous
family of finite GCM admissible spacetimes. At every stage one assumes that all Ricci
and curvature coefficients of a fixed GCM admissible spacetimeM verify precise bootstrap
assumptions. One makes use of the GCM admissibility properties of Σ∗ and the smallness
of the initial conditions to show that all the bounds of the Ricci and curvature coefficients
of M depend only on the size of the initial data and thus, in particular, improve the
bootstrap assumptions. This allows to extend the spacetime to a larger oneM′ in which
the bootstrap assumptions are still valid. To make sure that the extended spacetime is
admissible, one has to construct a new GCM hypersurface Σ̃∗ in M′ \M and use it to

define a new extended GCM admissible spacetime M̃.

B.2 Review of the main results of [K-S:GCM1]

The main building block of our GCM hypersurface are the GCM spheres constructed in
[K-S:GCM1].

B.2.1 Background space

Given an extension M′ of a GCM admissible spacetime M we restrict our attension to
far regions of R ⊂ M′ In [K-S:GCM1], one considers such spacetime regions R foliated
by a geodesic foliation S(u, s) induced by an outgoing optical function u with s a properly
normalized affine parameter along the null geodesic generators of L = −gαβ∂βu∂α where
g is the spacetime metric. We denote by r = r(u, s) the area radius of S(u, s) and let
(e3, e4, e1, e2) be an adapted null frame with e4 proportional to L and e1, e2 tangent to
spheres S = S(u, s). The main assumptions made in [K-S:GCM1] are that the Ricci and
curvature coefficients, relative to the adapted null frame, have the same asymptotics in
powers of r as in Schwarzschild space. The actual size of the perturbation from Kerr is

measured with respect to a small parameter
◦
ε > 0.
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B.2.2 Null frame transformation

In general, two null frames (e3, e4, e1, e2) and (e′3, e
′
4, e
′
1, e
′
2) are related by a frame trans-

formation of the following form:2

e′4 = λ

(
e4 + f beb +

1

4
|f |2e3

)
,

e′a =

(
δab +

1

2
f
a
fb

)
eb +

1

2
f
a
e4 +

(
1

2
fa +

1

8
|f |2f

a

)
e3,

e′3 = λ−1

((
1 +

1

2
f · f +

1

16
|f |2|f |2

)
e3 +

(
f b +

1

4
|f |2f b

)
eb +

1

4
|f |2e4

)
,

(B.2.1)

where the scalar λ and the 1-forms f and f are called the transition coefficients from
(e3, e4, e1, e2) to (e′3, e

′
4, e
′
1, e
′
2).

The formulas relating Ricci and curvature coefficients of the primed frame in terms of
the Ricci and curvature coefficients of the un-primed one are give in 3.1.15. Particulary
important for us here are the transformation formulas for tr χ, (a)trχ, trχ, (a)trχ, ζ and
ρ, ?ρ.

λ−1tr χ′ = tr χ+ div ′f + f · η + f · ζ + Err(tr χ, tr χ′)

λ−1 (a)trχ′ = (a)trχ+ curl ′f + f ∧ η + f ∧ ζ + Err( (a)trχ, (a)trχ′),

λtrχ′ = trχ+ div ′f + f · η − f · ζ + Err(trχ, trχ′),

λ (a)trχ′ = (a)trχ+ curl ′f + f ∧ η − ζ ∧ f + Err( (a)trχ, (a)trχ′),

ζ ′ = ζ −∇′(log λ)− 1

4
trχf +

1

4
(a)trχ ∗f + ωf − ωf +

1

4
ftr χ+

1

4
∗f (a)trχ

+Err(ζ, ζ ′),

ρ′ = ρ+ Err(ρ, ρ′)
?ρ′ = ρ+ Err( ?ρ, ?ρ′)

B.2.3 Non canonical basis of ` = 1 modes

We introduce the following generalization of the ` = 1 spherical harmonics of the standard
sphere3.

2See Lemma 3.1.29 for a precise statement.
3Recall that on the standard sphere S2, in spherical coordinates (θ, ϕ), these are J (0,S2) = cos θ,

J (+,S2) = sin θ cosϕ, J (−,S2) = sin θ sinϕ.
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Definition B.2.1. On a sphere S, an
◦
ε–approximated basis of ` = 1 modes is a triplet of

functions J (p) on S verifying

(r2∆ + 2)J (p) = O(
◦
ε), p = 0,+,−,

1

|S|

∫
S

J (p)J (q) =
1

3
δpq +O(

◦
ε), p, q = 0,+,−,

1

|S|

∫
S

J (p) = O(
◦
ε), p = 0,+,−,

(B.2.2)

where
◦
ε > 0 is a sufficiently small constant.

Remark B.2.2. J (p) is called a (non-canonical) basis of ` = 1 modes.

Assuming the existence of such a basis J (p), p ∈
{
−, 0,+

}
, we define, for a scalar function

h,

(h)S`=1 :=

{∫
S

hJ (p), p = −, 0,+
}
. (B.2.3)

A scalar function h is said to be supported on ` ≤ 1 modes, i.e. (f)S`≥2 = 0, if there exist
constants A0, B−, B0, B+ such that

h = A0 +B−J
(−) +B0J

(0) +B+J
(+). (B.2.4)

B.2.4 Definition of GCM spheres

The null expansions κ := tr χ and κ := trχ relative to the adapted null frame (e3, e4, e1, e2)
are defined by

tr χ := gabχab, trχ := gabχ
ab
,

where
χab := g (Deae4, eb) , χ

ab
:= g (Deae3, eb) .

The mass aspect function µ is defined by

µ := −div ζ − ρ+
1

2
χ̂ · χ̂,

where the shears χ̂, χ̂, the torsion ζ and the curvature components ρ are defined by

χ̂ab := χab −
1

2
δabκ, χ̂

ab
:= χ

ab
− 1

2
δabκ,

ζa :=
1

2
g (Deae4, e3) , ρ :=

1

4
R(e3, e4, e3, e4).



224 APPENDIX B. GCM SPHERES IN [K-S:GCM1]

In an outgoing geodesic foliation of Schwarzschild spacetime, we have:

κ =
2

r
, κ = −2Υ

r
, µ =

2m

r3
, (B.2.5)

where Υ = 1− 2m
r

and r, m denote the area radius and Hawking mass of S, i.e.

r :=

√
|S|
4π
,

2m

r
:= 1 +

1

16π

∫
S

κκ. (B.2.6)

The idea to construct GCM spheres is to mimic the condition (B.2.5) in the perturbed
spacetimes. More precisely, the GCM spheres are topological spheres S embedded in R
endowed with a null frame (eS3 , e

S
4 , e

S
1 , e

S
2 ) adapted to S (i.e. eS1 , e

S
2 tangent to S), relative

to which the null expansions κS = tr χS, κS = trχS and mass aspect function µS satisfy:

κS − 2

rS
= 0,

(
κS +

2ΥS

rS

)
`≥2

= 0,

(
µS − 2mS

(rS)3

)
`≥2

= 0, (B.2.7)

where rS and mS denote the area radius and Hawking mass of S.

B.2.5 Deformations of spheres and frame transformations

The construction of GCM spheres in [K-S:GCM1] was obtained by deforming a given

sphere
◦
S = S(

◦
u,
◦
s) of the background foliation of R. An O(

◦
δ) deformation of

◦
S is defined

by a map Ψ :
◦
S → S ⊂ R of the form

Ψ(
◦
u,
◦
s, y1, y2) =

(◦
u+ U(y1, y2),

◦
s+ S(y1, y2), y1, y2

)
(B.2.8)

with (U, S) smooth functions on
◦
S, vanishing at a fixed point of

◦
S, of size proportional to

the small constant
◦
δ and (y1, y2) are spherical coordinates on

◦
S. Given such a deformation

we identify, at any point on S, two important null frames.

1. The null frame (e3, e4, e1, e2) of the background foliation of R.

2. A null frame (eS3 , e
S
4 , e

S
1 , e

S
2 ) obtained from (B.2.1) adapted to S, (i.e. eS1 , eS2 tangent

to S).

Remark B.2.3. We denote by (f, f , λ) the transition coefficients from the background

frame (e3, e4, e1, e2) of R to the null frame (eS3 , e
S
4 , e

S
1 , e

S
2 ) adapted to S.
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B.2.6 GCM spheres with ` = 1 modes in [K-S:GCM1]

Here is a short version of the main result in [?].

Theorem B.2.4 (Existence of GCM spheres in [?]). Let R be fixed spacetime region,
endowed with an outgoing geodesic foliation S(u, s), verifying specific asymptotic assump-

tions4 expressed in terms of two parameters 0 <
◦
δ ≤ ◦ε. In particular we assume that the

GCM quantities of the background spheres in R, i.e.

κ− 2

r
,

(
κ+

2Υ

r

)
`≥2

,

(
µ− 2m

r3

)
`≥2

, (B.2.9)

are small with respect to the parameter
◦
δ. Let

◦
S = S(

◦
u,
◦
s) be a fixed sphere of the foliation

with
◦
r and

◦
m denoting respectively its area radius and Hawking mass, with

◦
r sufficiently

large. Then, for any fixed triplets Λ,Λ ∈ R3 verifying

|Λ|, |Λ| .
◦
δ, (B.2.10)

there exists a unique sphere S = S(Λ,Λ), together with a null frame (eS3 , e
S
4 , e

S
1 , e

S
2 ), which

is GCM, i.e. S is a deformation of
◦
S, such that5

κS − 2

rS
= 0,

(
κS +

2ΥS

rS

)
`≥2

= 0,

(
µS − 2mS

(rS)3

)
`≥2

= 0, (B.2.11)

and

(div Sf)`=1 = Λ, (div Sf)`=1 = Λ, (B.2.12)

where (f, f , λ) denote the transition coefficients of the transformation (B.2.1) from the
background frame of R to the frame adapted to S.

Remark B.2.5. The conditions (B.2.9), (B.2.11) and (B.2.12) depend on the definition

of ` = 1 modes respectively on
◦
S and S. In [K-S:GCM1], once a choice of ` = 1 modes

on
◦
S is made, it is then extended to S using the background foliation. As a consequence,

the GCM spheres of Theorem B.2.4 depend on the particular choice of ` = 1 modes on
◦
S.

4Compatible with small perturbations of Kerr.
5Note that the GCM conditions (B.2.11) require a choice of ` = 1 modes on S, see Remark B.2.5.
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B.3 Sketch of thew proof of Theorem B.2.4

Given a sphere
◦
S = S(

◦
u,
◦
s) of this background foliation of R, we look for a O(

◦
δ) defor-

mation of it, i.e a map Ψ :
◦
S → S of the form

Ψ(
◦
u,
◦
s, y1, y2) =

(◦
u+ U(y1, y2),

◦
s+ S(y1, y2), y1, y2

)
(B.3.1)

with (U, S) smooth functions on
◦
S, vanishing at a fixed point of

◦
S, of size proportional

to the small constant
◦
δ. The goal is then to show that there exist spheres S, described

by the functions (U, S), and adapted null pairs (eS3 , e
S
4 ) such that6

κS =
2

rS
, κS = −2ΥS

rS
, µS =

2mS

(rS)3
, (B.3.2)

where rS is the area radius of S, mS is the Hawing mass of S and ΥS = 1− 2mS

rS
. Note that,

given such a deformation, at any point on S we have two different null frames: the null
frame (e3, e4, e1, e2) of the background foliation of R and the null frame (eS3 , e

S
4 , e

S
1 , e

S
2 ).

In general, two null frames (e3, e4, e1, e2) and (e′3, e
′
4, e
′
1, e
′
2) are related by a frame trans-

formation of the form (B.2.1).

The condition that the horizontal part of the frame (e′1, e
′
2) is tangent to S also leads to a

relation between the gradients of U, S, defined in (B.3.1), and (f, f). We thus expect to
derive a coupled system of the form

∂yaS =
((
S(f, f ,Γ)

)#

a

)
, a = 1, 2,

∂yaU =
((
U(f, f ,Γ)

)#

a

)
, a = 1, 2,

DS(f, f ,
◦
λ ) = G(Γ) +H(f, f ,

◦
λ ,Γ),

(B.3.3)

where the terms S,U ,H,G,DS have the following meaning.

1. The expressions S(f, f ,Γ), U(f, f ,Γ) are 1-forms depending on f, f and Γ, with Γ
denoting the Ricci coefficients of the background foliation of R and with # denoting
the pull back by the map Ψ defined in (B.3.1).

2. The expression H refers to a system of scalar functions on S depending on (f, f ,
◦
λ )

and Γ, where
◦
λ = λ− 1.

6It needs recalling that in reality we only impose these conditions for the ` ≥ 2 modes of κ and µ.
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3. The expressions (U ,S) and H satisfy, schematically, the following.∣∣S,U∣∣ . ∣∣(f, f)
∣∣+
∣∣(f, f)

∣∣2, ∣∣H∣∣ . (r−1 +
◦
ε
)∣∣(f, f , ◦λ )

∣∣+
∣∣(f, f , ◦λ )

∣∣2.
4. The expression DS denotes a linear differential operator on S.

5. The term G(Γ) denotes a system of scalars involving the GCM quantities for the
R-foliation appearing in (??).

The construction of a GCM sphere can thus be reduced to the problem of finding solutions

(U, S, f, f ,
◦
λ ) to the system (B.3.3) of size

◦
δ. There are however various difficulties in

solving (B.3.3) which we emphasize below.

B.3.1 Integrability

Note that the transition coefficients have in fact five degrees of freedom while (B.3.2)
provides us with only three scalar constraints. The additional degrees of freedom of the
triplet (f, f , λ) have to be constrained by integrability conditions, that is integrability in
the sense of Frobenius. Indeed, since the vectorfields (e′1, e

′
2) have to be tangent to the

sphere S, the distribution generated by them has to be integrable7. Given an arbitrary
frame (e′1, e

′
2, e
′
3, e
′
4), related to the background frame (e1, e2, e3, e4) by the formula (B.2.1),

the lack of of integrability of the distribution generated by (e′1, e
′
2) translates into lack of

symmetry for the null second fundamental forms,

χ′ab = g(∇e′ae
′
4, e
′
b), χ′

ab
= g(∇e′ae

′
3, e
′
b),

which can be measured by the scalar functions8,

(a)trχ′ =∈ab χ′ab, (a)trχ′ =∈ab χ′
ab
.

We note that in the axial polarized situation of [K-S:Schw], we can always choose the
primed frame (e′3, e

′
4, e
′
1, e
′
2) such that e′2 is collinear to the axially symmetric Killing vec-

torfield Z and all other elements of the frame commute with Z. This automatically ensures
the integrability of the frame without any additional conditions.

To deal with the issue of integrability, in the general case, we are led to add two more
conditions to (B.3.2)

(a)trχS = (a)trχS = 0, (B.3.4)

7Recall that a distribution generated by linearly independent vectorfields X,Y is integrable if the
commutator [X,Y ] belongs to the distribution.

8See precise definitions in section ??.
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translating into two additional differential relations for f, f which can be incorporated in

the definition of DS above. This provides us with the correct number of equations in the
last row of (B.3.3), but, as we discuss below, it does not ensure that the kernel of DS is
trivial which would be a necessary condition for solvability.

subsectionNon-triviality of kerDS

Upon inspection, the linear operator DS, though elliptic, has a non-trivial kernel. To
circumvent this difficulty we need to modify the conditions (B.3.2) by requiring instead

that only the ` ≥ 2 modes9 of trχS+ 2ΥS

rS
and µS− 2mS

(rS)3
are set to vanish. As a consequence,

we have the freedom to fix the ` = 1 modes of f, f . These modifications allow us to assume

that DS is both elliptic and coercive.

B.3.2 Solvability

Note that the first two equations in (B.3.3) require a compatibility condition i.e.

∂yb
(
S(f, f ,Γ)

)#

a
= ∂ya

(
S(f, f ,Γ)

)#

b
.

In the axial polarized case, this can be avoided by a simple symmetry reduction argument,
but in the general case, this becomes an issue. We deal with it by modifying the first two
equations in (B.3.3), i.e. we consider instead the system10

∆
◦
S S = div

◦
S
((
S(f, f ,Γ)

)#
)
,

∆
◦
S U = div

◦
S
((
U(f, f ,Γ)

)#
)
,

DS(f, f ,
◦
λ ) = G(Γ) +H(f, f ,

◦
λ ,Γ).

(B.3.5)

We also fix the values of U, S to be zero at a given point of
◦
S to ensure uniqueness.

subsectionNonlinear implicit nature of (B.3.5)

To disentangle the highly nonlinear and implicit nature of (B.3.5), we proceed by an

9We refer here to a generalization of the spherical harmonics of the standard sphere S2. This is itself
an additional difficulty one has to overcome, i.e. to define a suitable generalization of modes for deformed
spheres.

10Note that the equations for (U, S) in (B.3.5) do not imply the ones in (B.3.3). It is thus a priori not
clear that solving (B.3.5) will lead to a GCM sphere. The fact that it does is discussed in section B.3.3.
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iterative procedure which starts with the trivial quintet

Q(0) := (U (0), S(0),
◦
λ (0), f (0), f (0)) =

(
0, 0, 0, 0, 0

)
,

corresponding to the un-deformed sphere
◦
S, and, making us of the n-th iterate Q(n),

produces

Q(n+1) =
(
U (n+1), S(n+1),

◦
λ (n+1), f (n+1), f (n+1)

)
as follows.

• The pair (U (n), S(n)) defines the deformation sphere S(n) and the corresponding pull

back map #n given by the map Ψ(n) :
◦
S → S(n),

(
◦
u,
◦
s, y1, y2) −→ (

◦
u+ U (n)(y1, y2),

◦
s+ S(n)(y1, y2), y1, y2).

• We define the triplet (f (n+1), f (n+1),
◦
λ (n+1)) as the solution of the following linear

system

DS(n)(f (n+1), f (n+1),
◦
λ (n+1)) = G(Γ) +H(f (n), f (n),

◦
λ (n),Γ).

Note that DS(n) is defined with respect to the geometric structure of S(n).

• We use the new pair (f (n+1), f (n+1)) to solve the equations on
◦
S,

∆
◦
SU (n+1) = div

◦
S
((
U(f (n+1), f (n+1),Γ)

)#n
)
,

∆
◦
SS(n+1) = div

◦
S
((
S(f (n+1), f (n+1),Γ)

)#n
)
,

(B.3.6)

with U (n+1), S(n+1) vanishing at the same given point of
◦
S and where the pull back #n

is defined with respect to the map Ψ(n) :
◦
S → S(n). The new pair (U (n+1), S(n+1))

defines the new sphere S(n + 1) and we can proceed with the next step of the
iteration.

B.3.3 Have we produced a GCM sphere?

If
◦
ε is sufficiently small one can show that the iterative procedure mentioned above leads

to a solution
(
U (∞), S(∞),

◦
λ (∞), f (∞), f (∞)

)
verifying the system
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◦
∆U (∞) =

◦
div
((
U(f (∞), f (∞),Γ)

)#∞
)
,

◦
∆S(∞) =

◦
div
((
S(f (∞), f (∞),Γ)

)#∞
)
,

D∞(f (∞), f (∞),
◦
λ (∞)) = G(Γ) +H(f (∞), f (∞),

◦
λ (∞),Γ),

(B.3.7)

where the elliptic operator D∞ is defined on the sphere S(∞), i.e. the deformation of
◦
S induced by (U (∞), S(∞)). Is S(∞) the desired solution to the problem, i.e. is it a
GCM sphere in the sense discussed above? This is a priori not clear as the equations for
(U (∞), S(∞)) in (B.3.7) do not imply those in (B.3.3). As a result, we have potentially
two different frames associated to S = S(∞).

• The frame
(
e

(∞)
1 , e

(∞)
2 , e

(∞)
3 , e

(∞)
4

)
induced by the transition functions (

◦
λ (∞), f (∞), f (∞)),

with the quintet
(
U (∞), S(∞),

◦
λ (∞), f (∞), f (∞)

)
verifying the limiting system (B.3.7).

• The geometric frame11 (eS1 , e
S
2 , e

S
3 , e

S
4 ), adapted to S.

The main remaining hurdle is to show that these two null frames coincide.

B.3.4 Applications to the construction of intrinsic GCM spheres

In [K-S:GCM2], we derive a far reaching corollary of Theorem B.2.4 where we replace
the ` = 1 conditions (B.2.12) on div S(f) and div S(f) by the vanishing of the canonical

` = 1 modes of div SβS and ~tr χS. Tthe definition of canonical ` = 1 modes depends on
an effective version of the uniformization theorem which we also develop in [K-S:GCM2].
The horizontal 1-form βS is a curvature component of the Riemann curvature tensor with
respect to the null frame adapted to S, constructed in Theorem B.2.4. Here is a short
version of that result.

Theorem B.3.1 (Intrinsic GCM spheres with canonical ` = 1 modes [K-S:GCM2]). Un-
der slightly stronger assumptions on the background foliation of R, there exists a unique12

GCM deformation of
◦
S verifying, in addition to (??),

(div SβS)`=1 = 0, ~tr χS
`=1 = 0, (B.3.8)

relative to the canonical ` = 1 modes of S.
11With a proper normalization for the null pair eS3 , e

S
4 , in fact the one corresponding to λ = λ(∞).

12Up to a rotation of S2.
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Remark B.3.2. In [K-S:GCM2] one also makes use of Theorem B.3.1 to define a quasi-
local notion of angular momentum.

Remark B.3.3. We note that a related notion of preferred spheres, of constant mean
curvature, in an asymptotically euclidean Riemannian 3-manifold has been introduced in
[Hu-Yau]. Note that the spheres in [Hu-Yau] have codimension 1, while the GCM spheres
have codimension 2 in a 4 dimensional Lorentzian manifold.

Remark B.3.4. The assumptions on the spacetime region R in Theorem B.3.1 are in
particular satisfied in Kerr for r sufficiency large. We can thus apply Theorem B.3.1
in that context, and obtain the existence of intrinsic GCM spheres SKerr in Kerr for r
sufficiency large, see Corollary 7.9 in [K-S:GCM2]. The intrinsic GCM spheres S of
Theorem B.3.1 thus correspond to the analog of SKerr in perturbations of Kerr for r
sufficiency large.

B.4 GCM hypersurfaces, following [Shen]

B.4.1 First version of the main theorem

In [Shen] one constructs hypersurfaces which are suitable concatenations of the spheres
of Theorem B.2.4.

Here is a simple version of the main theorem in [Shen].

Theorem B.4.1 (Existence of GCM hypersurfaces, first version). Let R be fixed space-
time region, endowed with an outgoing geodesic foliation S(u, s), verifying same assump-
tions as Theorem B.2.4. Assume in addition that e3(J (p)), (div η)`=1, (div ξ)`=1, r−s and

e3(r)− e3(s) are small with respect to the parameter
◦
δ.

Let S0 be a fixed sphere included in the region R, let a pair of triplets Λ0,Λ0 ∈ R3 such
that

|Λ0|, |Λ0| .
◦
δ,

and let J (S0,p) a basis of ` = 1 modes on S0, such that we have on S0

κS0 − 2

rS0
= 0,

(
κS0 +

2ΥS0

rS0

)
`≥2

= 0,

(
µS0 − 2mS0

(rS0)3

)
`≥2

= 0,
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and

(div S0f)`=1 = Λ0, (div S0f)`=1 = Λ0,

where (f, f) denote the transition coefficients of the transformation (B.2.1) from the back-
ground frame of R to the frame adapted to S0.

Then, there exists a unique, local, smooth, spacelike hypersurface Σ0 passing through S0,
a scalar function uS defined on Σ0, whose level surfaces are topological spheres denoted
by S, a smooth collection of triplets of constants ΛS,ΛS and a triplet of functions J (S,p)

defined on Σ0 verifying,

ΛS0 = Λ0, ΛS0 = Λ0, J (S,p)
∣∣
S0

= J (S0,p),

such that the following conditions are verified:

1. The surfaces S of constant uS, together with an adapted null frame (eS3 , e
S
4 , e

S
1 , e

S
2 ),

verify

κS − 2

rS
= 0,

(
κS +

2ΥS

rS

)
`≥2

= 0,

(
µS − 2mS

(rS)3

)
`≥2

= 0, (B.4.1)

and

(div Sf)`=1 = ΛS, (div Sf)`=1 = ΛS, (B.4.2)

for the triplets of constants ΛS,ΛS and ` = 1 modes J (S,p).

2. The following transversality conditions

ξS = 0, ωS = 0, ηS = −ζS, (B.4.3)

and

eS4 (uS) = 0, eS4 (rS) = 1 (B.4.4)

are assumed on Σ0.

3. We have, for some constant c0,

uS + rS = c0, along Σ0. (B.4.5)
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4. Let νS be the unique vectorfield tangent to the hypersurface Σ0, normal to S, and
normalized by g(νS, eS4 ) = −2. Let βS be the unique scalar function on Σ0 such that
νS is given by

νS = eS3 + bSeS4 . (B.4.6)

The following normalization condition holds true

bS = −1− 2m(0)

rS
, (B.4.7)

where bS is the average value of bS over S and m(0) is a constant.

5. We have the following identities on Σ0:

(div SηS)`=1 = 0, (div SξS)`=1 = 0. (B.4.8)

6. The transition functions (f, f , λ), area radius rS and Hawking mass mS verify ap-
propriate estimates.

Remark B.4.2. Theorem B.4.1 is the generalization of Theorem 9.52 in [K-S:Schw] in
the absence of symmetry. It plays a central role in the proof of Theorem M6 and M7 in
[K-S:Kerr] , see sections 8.4 and 8.5 in [K-S:Kerr].

Remark B.4.3. We provide below more explanations for the statements 1-5 in Theorem
B.4.1:

1. Since we concatenate a family of GCM spheres S(ΛS,ΛS) emanating from S0 to
construct the GCM hypersurfaces Σ0, by Theorem B.2.4, we have automatically
(B.4.1) and (B.4.2) on every S.

2. The transversality conditions (B.4.3) and (B.4.4) are consistent with a local exten-
sion by an outgoing geodesic foliation initialized on Σ0, see item 1 in Remark B.4.5.
The role of these transversality conditions is to make sense of ηS and ξS on Σ0, see
item 5 below.

3. uS should be chosen to be constant on the GCM spheres foliating Σ0. The choice
(B.4.5) is simple and fulfills this condition but other choices making Σ0 spacelike are
possible.

4. The value βS is free and should be prescribed. Note that the choice (B.4.7) coincides
with the value for the hypersurface {u+ r = c0} in Schwarzschild spacetime.
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5. In (B.4.8), ηS and ξS are defined intrinsically on Σ0 by

ηSa =
1

2
g
(
DνSe

S
4 , e

S
a

)
, ξS

a
=

1

2
g
(
DνSe

S
3 , e

S
a

)
+ βSζSa .

These definitions are consistent with the standard ones provided Σ0 satisfies the
transversality condition (B.4.3) which is equivalent to extending Σ0 locally by an
outgoing geodesic foliation, see item 2 in Remark B.4.5. The condition (B.4.8) will
be enforced thanks to a special choice of ΛS and ΛS.

Remark B.4.4. As in Section 9.8 of [K-S:Schw], Σ0 is chosen to be spacelike. One
may wonder whether Σ0 could be chosen to be null13. The reason for choosing it to be
spacelike is that it allows more flexibility: all spheres foliating Σ0 in Theorem B.4.1 are
GCM spheres, while only one could be a GCM sphere on a null hypersurface.

Remark B.4.5. We provide below justifications for introducing the transversality condi-
tions (B.4.3) and (B.4.4) :

1. (B.4.3) and (B.4.4) are consistent with a local extension by an outgoing geodesic
foliation initialized on Σ. The use of transversality conditions instead of a local
extension is chosen here to have intrinsic definitions on Σ.

2. The role of the transversality conditions (B.4.3) is to make sense of the Ricci coef-
ficients ηS, ξS and ωS on Σ through the formulae:14

g(DνSe
S
4 , e

S
a ) = 2ηSa + 2βSξSa = 2ηSa ,

g(DνSe
S
3 , e

S
a ) = 2ξS

a
+ 2βSηS

a
= 2ξS

a
− 2βSζSa ,

g(DνSe
S
3 , e

S
4 ) = 4ωS − 4βSωS = 4ωS.

(B.4.9)

3. The role of the transversality conditions (B.4.4) is to make sense of eS3 (rS) and
eS3 (uS) on Σ through the formulae:

eS3 (rS) = νS(rS)− bSeS4 (rS) = νS(rS)− βS,

eS3 (uS) = νS(uS)− bSeS4 (uS) = νS(uS).
(B.4.10)

13In the context of the stability of Minkowski, the last slice in the original proof by Christodoulou and
Klainerman in [Ch-Kl] is spacelike, while it is null in the proof by Klainerman and Nicolò in [Kl-Ni1] in
the case of the exterior of an outgoing null cone.

14Note that the L.H.S. of (B.4.9) are well defined on Σ since νS is tangent to Σ.
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B.4.2 Sketch of the proof of the main theorem

The idea of the proof is to construct Σ0 as a 1–parameter union of GCM spheres.

Step 1. For every given:

• Background sphere S(u, s) in R endowed with a basis of ` = 1 modes J (p),

• Triplets (Λ,Λ)

• Triplet of functions J̃ (p) satisfying15

∑
p=0,+,−

‖J (p) − J̃ (p)‖hsmax (S(u,s)) . r
◦
δ,

we associate, by Theorem B.2.4, a unique GCM sphere S[u, s,Λ,Λ, J̃ (p)], as a deformation
of S(u, s) with ` = 1 modes in the definition of (B.2.11) and (B.2.12) computed w.r.t.

J̃ (p). In particular, (B.2.11) and (B.2.12) are verified and we have S0 = S[
◦
u,
◦
s,Λ0,Λ0, J̃

(p)],

provided we choose J̃ (p)
∣∣
S0

= J (S0,p).

Step 2. Given (Ψ(s),Λ(s),Λ(s)) such that

Ψ(
◦
s) =

◦
u, Λ(

◦
s) = Λ0, Λ(

◦
s) = Λ0,

We construct, relying on Step 1 and a Banach fixed-point argument, see Theorem ??,
a family of basis of ` = 1 modes J̃(s) and of GCM spheres S[Ψ(s), s,Λ(s),Λ(s), J̃(s)]
verifying

νS(J̃(s)) = 0 on Σ, J̃ (p)(
◦
s) = J (S0,p),

where the hypersurface Σ is given by

Σ =
⋃
s

S(s) =
⋃
s

S[Ψ(s), s,Λ(s),Λ(s), J̃(s)],

and where νS is the unique vectorfield tangent to Σ with g(νS, eS4 ) = −2 and normal to
S(s).

15hsmax(S(u, s)) denotes the Sobolev space on S(u, s) of order smax
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Step 3. We then derive for (Ψ,Λ,Λ) an ODE system of the following type:

1

Ψ′(s)
Λ′(s) =(div SηS)`=1 −

1

2
r−1Λ(s)− 1

2
r−1Λ(s) + l.o.t.,

1

Ψ′(s)
Λ′(s) =(div SξS)`=1 + l.o.t.,

Ψ′(s) =− 1− 1

2

(
bS + 1 +

2mS

rS

)
+ l.o.t.,

(B.4.11)

where l.o.t. denote lower order terms, see Section ?? for the precise statement.

Step 4. We look for a special choice (Ψ̆(s), Λ̆(s), Λ̆(s)) such that the additional GCM
conditions (B.4.7) and (B.4.8) are verified. These conditions lead, in view of Step 3, to

an ODE system for (Ψ̆(s), Λ̆(s), Λ̆(s)), with prescribed initial conditions at
◦
s which allows

us to uniquely determine the desired hypersurface Σ0.

Remark B.4.6. The proof of Theorem B.4.1 is largely analogous to that of Theorem
9.52 in [K-S:Schw]. Below, we compare the proof in this paper and that in Section 9.8 of
[K-S:Schw].

• In Step 1 and Step 2, we show that, in general, one can choose the approximate
basis of ` = 1 modes so that they are transported along the normal direction to the
GCM spheres S(s) on Σ. This contrasts with [K-S:Schw] where the basis of ` = 1
modes is fixed by the polarized symmetry.

• Once the choice of ` = 1 modes is made, in Step 3, we derive the system of ODEs
(B.4.11). Note that the coefficients of linear terms of Λ(s) and Λ(s) on the R.H.S.
of (B.4.11) are different from that of (9.8.74) in [K-S:Schw], which is due to the
different choice of ` = 1 modes.16

• Steps 1-3 are significantly more involved than the corresponding in [K-S:Schw] due
the absence of symmetry, while Step 4 is similar to that in [K-S:Schw].

16More precisely, the basis of ` = 1 modes in [K-S:Schw], fixed by polarized symmetry, is not transported
along the vectorfield νS.
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GCM spheres and hypersurfaces in
[K-S:GCM2] and [Shen]

C.1 GCM spheres in [K-S:Schw]

C.2 Review of uniformization results for the sphere

C.2.1 Uniformization for metrics on S2

We start with the following well known calculation.

Lemma C.2.1. Let S a surface and let gS be a Riemannian metric on S. For a scalar
function u on S, the Gauss curvature of e2ugS is connected to that of gS by the formula

K(e2ugS) = e−2u
(
KS −∆Su

)
(C.2.1)

where KS denotes the Gauss curvature of S and ∆S the Laplace-Beltrami on S.

According to the classical uniformization theorem, if S is a closed, oriented and connected
surface of genus 0 and gS is a Riemannian metric on S, then, there exists a smooth
diffeomorphism Φ : S2 → S and a smooth conformal factor u on S2 such that

Φ#(gS) = e2uγ0 (C.2.2)

237
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where γ0 is the canonical metric on the standard sphere S2. In view of Lemma C.2.1
above, if we denote by g the metric on S2, g = Φ#(gS) = e2uγ0, we derive

∆0u+K(g)e2u = 1 (C.2.3)

where we have used the notation

∆0 := ∆γ0 .

We thus have the following corollary of Lemma C.2.1.

Corollary C.2.2. If Φ#gS = e2uγ0, then u verifies the equation

∆0u+ (KS ◦ Φ)e2u = 1, (C.2.4)

where KS is the Gauss curvature of gS on S.

Proof. The proof follows from (C.2.3) in view of the fact that K
(
Φ#gS

)
= K(gS)◦Φ.

Definition C.2.3. Let M denote the group of conformal transformations of S2, i.e. the
set of diffeomorphisms Φ of S2 such that Φ#γ0 = e2uγ0 for some scalar function u on S2.

Remark C.2.4. Let Φ ∈M so that Φ#γ0 = e2uγ0. Then, u satisfies1

u =
1

2
log | det dΦ|.

Also, in view of Corollary C.2.2, we have

∆0u+ e2u = 1. (C.2.5)

C.2.2 Conformal isometries of S2 and the Möbius group

We represent the standard sphere S2 as
{
x ∈ R3, |x|2 = 1

}
. Let N = (0, 0, 1) denote

the north pole of S2. Through the stereographic projection from the North pole to the
equatorial plane plane (x1, x2) we consider the complex coordinate

z =
x1 + ix2

1− x3
(C.2.6)

1This follows immediately from writing Φ#γ0 = e2uγ0 in matrix form, by evaluating on an orthonormal
frame, and then taking the absolute value of the determinant on both sides. Also, recall that |det dΦ| is
an intrinsic scalar on S2, i.e. it does not depend on the particular choice of orthonormal frame.
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with the inverse transformation

x1 =
2

1 + |z|2<z, x2 =
2

1 + |z|2=z, x3 =
|z|2 − 1

|z|2 + 1
(C.2.7)

and pull-back of the standard metric γ0 on S2

4
(
1 + |z|2

)−2|dz|2. (C.2.8)

The conformal isometry group M of S2 consists in fact of Möbius transforms and conju-
gation of Möbius transforms, see for example Theorem 18.10.4 and section 18.10.2.4 in
[?], and can thus be identified with SL(2,C),

z → az + b

cz + d
, z → az + b

cz + d
, ad− bc = 1, a, b, c, d ∈ C. (C.2.9)

The particular case of Möbius transforms where d = a−1 > 0 and b = c = 0 will play an
important role. Given t > 0 and a point p ∈ S2, we can choose coordinates such that p is
at the north pole and obtain scale transformations defined by

Φp,tz = tz. (C.2.10)

C.2.3 Effective uniformization

Definition C.2.5. We define the center of mass of e2u to be

CM [e2u] =

∫
S2 xe

2u∫
S2 e2u

(C.2.11)

where x = (x1, x2, x3) on the sphere S2. Also, we define the spaces of functions2

S :=
{
u ∈ H1(S2) such that CM [e2u] = 0

}
,

S0 :=

{
u ∈ S such that

∫
S2

e2u = 4π

}
.

(C.2.12)

Theorem C.2.6 (Effective uniformization). Let (S, gS) be a fixed sphere with |S| = 4π.
There exists, up to isometries3 of S2, a unique diffeomorphism Φ : S2 → S and a unique
centered conformal factor u, i.e. u ∈ S, such that Φ#(gS) = e2uγ0. Moreover, under the
almost round condition

‖KS − 1‖L∞ ≤ ε (C.2.13)

where KS = K(gS), the following properties are verified for sufficiently small ε > 0.

2 To the best of our knowledge the condition
∫

S2 xe
2u = 0 appears first in Aubin.

3i.e. all the solutions are of the form (Φ ◦O, u ◦O) for O ∈ O(3).
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1. We have

‖u ◦ Φ−1‖L∞(S) . ε. (C.2.14)

2. If in addition ‖KS − 1‖Hs(S) ≤ ε for some s ≥ 0, then

‖u ◦ Φ−1‖H2+s(S) . ε. (C.2.15)

Proof. See section 3.3 in [K-S:GCM2].

C.2.4 Effective uniformization for nearly round spheres of arbi-
trary area

Let (S, gS) be a fixed sphere, and let rS denote its area radius, i.e. rS satisfies

|S| = 4π(rS)2.

Given a positive integer s, we introduce the following norm on S

‖f‖hs(S) : =
s∑
i=0

‖(rS∇S)if‖L2(S). (C.2.16)

The goal of the following corollary is to extend Theorem C.2.6 to the case rS 6= 1.

Corollary C.2.7. Let (S, gS) be a fixed sphere. There exists, up to isometries4 of S2, a
unique diffeomorphism Φ : S2 → S and a unique centered conformal factor u, i.e. u ∈ S,
such that

Φ#(gS) = (rS)2e2uγ0.

Moreover, under the almost round condition∥∥∥∥KS − 1

(rS)2

∥∥∥∥
L∞(S)

≤ ε

(rS)2
, (C.2.17)

the following properties are verified for sufficiently small ε > 0.

1. We have

‖u ◦ Φ−1‖L∞(S) . ε. (C.2.18)

4i.e. all the solutions are of the form (Φ ◦O, u ◦O) for O ∈ O(3).
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2. If in addition ∥∥∥∥KS − 1

(rS)2

∥∥∥∥
hs(S)

≤ ε

rS
(C.2.19)

for some s ≥ 0, then ∥∥u ◦ Φ−1
∥∥
hs+2(S)

. εrS. (C.2.20)

C.2.5 Canonical basis of ` = 1 modes on S

Let S be an almost round sphere, i.e. verifying (C.2.17). The goal of this section is to
define on S a canonical generalization of the ` = 1 spherical harmonics.

Recall that the ` = 1 spherical harmonics JS2
= (J (−,S2), J (0,S2), J (+,S2)) are given by the

restriction of x1, x2, x3 to S2. More precisely, in polar coordinates,

J (0,S2) = x3 = cos θ, J (+,S2) = x1 = sin θ cosϕ, J (−,S2) = x2 = sin θ sinϕ.(C.2.21)

Lemma C.2.8. We have, for p, q ∈ {−, 0,+},

∆0J
(p,S2) = −2J (p,S2),∫

S2

J (p,S2)J (q,S2)daγ0 =
4π

3
δpq,∫

S2

J (p,S2)daγ0 = 0.

(C.2.22)

Proof. Straightforward verification.

Definition C.2.9 (Basis of canonical ` = 1 modes on S). Let (S, gS) be an almost
round sphere, i.e. verifying (C.2.17). Let (Φ, u) the unique, up to isometries of S2,
uniformization pair given by Corollary C.2.7, i.e.,

Φ : S2 −→ S, Φ#(gS) = (rS)2e2uγ0, u ∈ S.

We define the basis of canonical ` = 1 modes on S by

JS := JS2 ◦ Φ−1, (C.2.23)

where JS2
denotes the ` = 1 spherical harmonics, see (C.2.21).

Remark C.2.10. Note that the canonical basis is unique up to a rotation on S2.
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Lemma C.2.11. Consider (S, gS) a sphere of area radius rS verifying the almost round
condition (C.2.17). Let (Φ, u) the unique, up to isometries of S2, uniformization pair
given by Corollary C.2.7. Let JS denote the basis of canonical ` = 1 modes on S of
Definition C.2.9. Then, we have

∆SJ
(p,S) = − 2

(rS)2
J (p,S) +

2

(rS)2

(
1− e−2u◦Φ−1)

J (p,S),∫
S

J (p,S)J (q,S)dag =
4π

3
(rS)2δpq +

∫
S

J (p,S)J (q,S)
(
1− e−2u◦Φ−1)

dagS ,∫
S

J (p,S)dag = 0,

(C.2.24)

with ∆S the Laplace-Beltrami of the metric gS. Moreover we have,

∆SJ
(p,S) =

(
− 2

(rS)2
+O

(
ε

(rS)2

))
J (p,S),∫

S

J (p,S)J (q,S)dag =
4π

3
(rS)2δpq +O(ε(rS)2),

(C.2.25)

where ε > 0 is the smallness constant appearing in the almost round condition (C.2.17).

Proof. See section 3.5 in [K-S:GCM2]

Corollary C.2.12. Let (S, gS) verifying (C.2.17). Let (Φ, u) the unique, up to isometries
of S2, uniformization pair given by Corollary C.2.7. Let JS denote the basis of canonical
` = 1 modes on S of Definition C.2.9. Then, for sufficiently small ε > 0, the following
holds5 ∫

S

(
KS − 1

(rS)2

)
J (p,S) = O(ε2), p = 0,+,−, (C.2.26)

where KS and rS denote respectively the Gauss curvature and the area radius of S.

C.3 Stability of uniformization for nearby spheres

Consider two almost round spheres spheres (S1, g
S1) and (S2, g

S2), i.e. verifying (C.2.17),
and their respective uniformization pairs (Φ1, u1), (Φ2, u2), i.e.

Φ1 : S2 −→ S1, g1 := Φ#
1 (gS1) = (rS1)2e2u1γ0,

Φ2 : S2 −→ S2, g2 := Φ#
2 (gS2) = (rS2)2e2u2γ0,

(C.3.1)

5Note that, a priori, one would expect the right-hand side of (C.2.26) to be O(ε). The fact that it is
actually O(ε2) is an application of Corollary C.2.7 and (C.2.25), see the proof below.
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and u1, u2 defined on S2 verifying the conclusions of Corollary C.2.7. We assume in
addition given a smooth diffeomorphism Ψ : S1 → S2 such that the metrics gS1 and
Ψ#(gS2) are close to each other in S1 with respect to the coordinate chart provided by
Φ1, i.e. for some 0 < δ ≤ ε,∥∥gS1 −Ψ#(gS2)

∥∥
L∞(S1)

+
1

(rS1)

∥∥gS1 −Ψ#(gS2)
∥∥
h4(S1)

≤ (rS1)2δ. (C.3.2)

The goal of this section is to show the existence of a canonical diffeomorphism Ψ̂ : S2 → S2

which relates the two uniformization maps. More precisely we prove the following.

Theorem C.3.1. Under the assumptions above, let Ψ̂ : S2 → S2 be the unique smooth
diffeomorphism such that Ψ ◦ Φ1 = Φ2 ◦ Ψ̂. Then, the following holds true.

1. The diffeomorphism Ψ̂ is smooth and there exists O ∈ O(3) such that

‖Ψ̂−O‖L∞(S2) + ‖Ψ̂−O‖H1(S2) . δ. (C.3.3)

2. The conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2

∥∥
L∞(S2)

. δ. (C.3.4)

Remark C.3.2. Let us note the following concerning assumption (C.3.2).

• It is clearly not sharp in terms of regularity. Sharper results could be obtained by
working in Hölder spaces. On the other hand, in view of our applications, hs(S) are
the natural spaces.

• It is coordinate dependent. Though it is sufficient for our applications, it would be
nice find a coordinate independent condition sufficient to recover the conclusions of
Theorem C.3.1.

Proposition C.3.3. Assume, in addition to the assumptions of Theorem C.3.1, that∥∥gS1 −Ψ#(gS2)
∥∥
h4+s(S1)

≤ (rS1)3δ (C.3.5)

for some s ≥ 0. Then, the following higher regularity analogs of (C.3.3), (C.3.4) hold
true.

1. The diffeomorphism Ψ̂ is smooth and there exists O ∈ O(3) such that

‖Ψ̂−O‖H5+s(S2) . δ. (C.3.6)

2. The conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2

∥∥
H4+s(S2)

. δ. (C.3.7)
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C.3.1 Calibration of uniformization maps between spheres

In order to eliminate the arbitrariness with respect to isometries of S2 in Theorem C.3.1
we calibrate the effective uniformization maps6 Φ1 : S2 → S1, Φ2 : S2 → S2, for given
diffeomorphism Ψ : S1 → S2, as follows.

Definition C.3.4. On S2 we fix7 a point N and a unit vector v in the tangent space
TNS2. Given Ψ : S1 → S2, we say that the effective uniformization maps Φ1 : S2 → S1,
Φ2 : S2 → S2 are calibrated relative to Ψ if the map Ψ̂ := (Φ2)−1 ◦ Ψ ◦ Φ1 : S2 → S2 is
such that

1. The map Ψ̂ fixes the point N , i.e. Ψ̂(N) = N .

2. The tangent map Ψ̂# fixes the direction of v, i.e. Ψ̂#(v) = a1,2v where a1,2 > 0.

3. The tangent map Ψ̂# preserves the orientation of TNS2.

Lemma C.3.5. Given Ψ : S1 → S2 and a fixed effective uniformization map Φ1 : S2 → S1

for S1. Then, there exists a unique, effective, uniformization for S2 calibrated with that
of S1 relative to Ψ.

Corollary C.3.6. In addition to the assumptions of Proposition C.3.3, assume that the
maps Φ1,Φ2 are calibrated relative to Ψ according to Definition C.3.4. Then Ψ̂ verifies

‖Ψ̂− I‖H5+s(S2) . δ. (C.3.8)

The conformal factors u1, u2 verify∥∥u1 − Ψ̂#u2

∥∥
H4+s(S2)

. δ. (C.3.9)

Proof. In view of Proposition C.3.3, there exists O ∈ O(3) such that Ψ̂ satisfies

‖Ψ̂−O‖L∞(S2) + ‖Ψ̂−O‖H5+s(S2) . δ

and (C.3.9) holds. It remains to check (C.3.8) which follows immediately from the bound
|O − I| . δ established in the proof of Corollary ??.

Lemma C.3.7 (Transitivity of calibrations). Let Φ1 : S2 → S1, Φ2 : S2 → S2 and
Φ3 : S2 → S3 three effective uniformization maps. Let Ψ12 : S1 → S2 and Ψ13 : S1 → S3

satisfying (C.3.2) and assume that Φ1, Φ2 are calibrated relative to Ψ12, while Φ1, Φ3 are
calibrated relative to Ψ13. Then, Φ2, Φ3 are calibrated relative to Ψ23 := Ψ13 ◦Ψ−1

12 .

6Given by Corollary C.2.7.
7In particular, one can choose N = (0, 0, 1) and v = (1, 0, 0).
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Proof. Since Φ1, Φ2 are calibrated relative to Ψ12, and Φ1, Φ3 are calibrated relative to
Ψ13, Ψ̂12 := (Φ2)−1 ◦Ψ12 ◦Φ1 and Ψ̂13 := (Φ3)−1 ◦Ψ13 ◦Φ1 satisfy the three properties of
Definition C.3.4. Then, introducing

Ψ23 = Ψ13 ◦Ψ−1
12 , Ψ̂23 := (Φ3)−1 ◦Ψ23 ◦ Φ2,

we have Ψ̂23 = Ψ̂13 ◦ Ψ̂−1
12 so that Ψ̂23 also satisfy the three properties of Definition C.3.4.

Hence, Φ2, Φ3 are calibrated relative to Ψ23 as desired.

C.3.2 Comparison of ` = 1 modes between two spheres

Consider, as in Theorem C.3.1, two almost round spheres (S1, g
S1) and (S2, g

S2) and a
smooth map Ψ : S1 → S2 such that, as in (C.3.2), that the metrics gS1 and Ψ#(gS2)
are close to each other in S1. Assume that (Φ1, u1) , (Φ2, u2) are effective uniformization
maps of S1 and S2, calibrated as in definition C.3.4. We define

J i = JSi = JS2 ◦ Φ−1
i , i = 1, 2,

to be the ` = 1 canonical modes of S1, S2 according to Definition C.2.9. We want to
compare J1 with J2 ◦Ψ. We prove the following result.

Proposition C.3.8. Under the assumptions of Corollary ??, we have

sup
S1

∣∣∣J1 − J2 ◦Ψ
∣∣∣ . δ. (C.3.10)

Also, under the assumptions of Corollary C.3.6, we have∥∥∥J1 − J2 ◦Ψ
∥∥∥
h5+s(S1)

. rS1δ. (C.3.11)

Proof. Indeed, using that Ψ ◦ Φ1 = Φ2 ◦ Ψ̂,

J2 ◦Ψ = JS2 ◦ Φ−1
2 ◦Ψ = JS2 ◦ Ψ̂ ◦ Φ−1

1 .

Hence,

J1 − J2 ◦Ψ = JS2 ◦ Φ−1
1 − JS2 ◦ Ψ̂ ◦ Φ−1

1 .

This implies, together with (??),∣∣∣J1 − J2 ◦Ψ
∣∣∣ . sup

S2

∣∣∣I − Ψ̂
∣∣∣ . δ

and, together with (C.3.8), ∥∥∥J1 − J2 ◦Ψ
∥∥∥
h5+s(S1)

. rS1δ

as stated.
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