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Abstract: The Hamiltonian theory of zero-curvature equations with spectral parameter
on an arbitrary compact Riemann surface is constructed. It is shown that the equations
can be seen as commuting flows of an infinite-dimensional field generalization of the
Hitchin system. The field analog of the elliptic Calogero-Moser system is proposed. An
explicit parameterization of Hitchin system based on the Tyurin parameters for stable
holomorphic vector bundles on algebraic curves is obtained.

1. Introduction

The main goal of this paper is to construct a Hamiltonian theory of zero curvature equa-
tions on an algebraic curve introduced in [1], and identify them as infinite-dimensional
field analogs of the Hitchin system [2].

The zero curvature equation

∂tL− ∂xM + [L,M] = 0, (1.1)

whereL(x, t, λ) andM(x, t, λ) arerational matrix functions of aspectralparameterλ

L = u0(x, t)+
∑
i,s

uis(x, t)(λ− λi)
−s , M = v0(x, t)+

∑
j,k

vjk(x, t)(λ− µj )
−k,

(1.2)

of degreen andm, respectively, was proposed in [4] as one of the most general type of
representation for integrable systems. Equation (1.1), which has to be valid identically
in λ, is equivalent to a system of(n+m+1)matrix equations for the unknown functions
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u0, v0, uis, vjk. The number of the equations is less than the number of unknown func-
tions. That is due to a gauge symmetry of (1.1). Ifg(x, t) is an arbitrary matrix function
then the transformation

L �−→ gxg
−1+ gLg−1, M �−→ gtg

−1+ gMg−1 (1.3)

maps solutions of (1.1) into solutions of the same equations. The gauge transformation
can be used to normalizeL andM. For example, in the gaugeu0 = v0 = 0 the numbers
of equations and unknown functions are equal. Hence, Eq. (1.1) is well-defined.

The Riemann-Roch theorem shows that the naive direct generalization of the zero
curvature equation for matrix functions that are meromorphic on an algebraic curve of
genusg > 0 leads to an over-determined system of equations. Indeed, the dimension of
(r × r) matrix functions with fixed degreed divisor of poles in general position equals
r2(d−g+1). If divisors ofL andM have degreesn andm, then the commutator[L,M]
is of degreen+m. Therefore, the number of equationsr2(n+m−g+1) is bigger than
the numberr2(n+m− 2g + 1) of unknown functions modulo gauge equivalence.

There are two ways to overcome the difficulty in defining the zero curvature equations
on algebraic curves. The first one is based on a choice of special ansatz forL andM.
In this way a few integrable systems were found with Lax matrices that are elliptic
functions of the spectral parameter. The second possibility, based on a theory ofhigh
rank solutions of the KP equation [3], was discovered in [1]. It was shown that if in
addition to fixed poles the matrix functionsL andM have movingrg poles with special
dependence onx andt , then Eq. (1.1) is a well-defined system on the space of singular
parts ofL andM at fixed poles. Recently, an algebraic construction of the zero curvature
equations on an algebraic curve was proposed in [5].

If matrix functionsL andM do not depend onx, then (1.1) reduces to the Lax
equation

∂tL = [M,L] . (1.4)

A theory of the Lax equations on an algebraic curve was briefly outlined in [1]. In the next
section for each effective degreeN > g divisorD on a smooth genusg algebraic curve�
we introduce a spaceLD of the Lax matrices, and define a hierarchy of commuting flows
on it. The spaces of the Lax matrices associated to equivalent divisors are isomorphic.
If D = K is the divisor of zeros of a holomorphic differential, then the spaceLK
is identified with an open set of the cotangent bundleT ∗(M̂) of the moduli space of
semistable holomorphic vector bundles on�, i.e. with an open set of the phase space of
the Hitchin system.The commuting hierarchy of the Lax equations onLK are commuting
flows of the Hitchin system.

The conventional approach to a theory of the Hitchin system is based on a repre-
sentation ofT ∗(M̂) as the Hamiltonian reduction of free infinite-dimensional system
modulo infinite-dimensional gauge group. In the finite-gap or algebro-geometric theory
of soliton equations involutivity of the integrals of motion does not come for granted,
as in the case of the Hamiltonian reduction. Instead, the commutativity of the hierarchy
of the Lax equations is a starting point. It implies involutivity of the integrals, whenever
the equations are Hamiltonian.

The Lax matrices provide an explicit parameterization of the Hitchin system based on
Tyurin parametersfor framed stable holomorphic bundles on an algebraic curve [6]. Let
V be a stable, rankr, and degreerg holomorphic vector bundle on�. Then the dimension
of the space of its holomorphic sections isr = dimH 0(�, V ). Letσ1, . . . , σr be a basis
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of this space. The vectorsσi(γ ) are linear independent at the fiber ofV over a generic
pointγ ∈ �, and are linearly dependent

r∑
i=1

αi
sσi(γs) = 0 (1.5)

at zerosγs of the corresponding section of the determinant bundle associated toV . For
a genericV these zeros are simple, i.e. the number of distinct pointsγs is equal to
rg = degV , and the vectorsαs = (αi

s) of linear dependence (1.5) are uniquely defined
up to a multiplication. A change of the basis̃σi = ∑j gij σj corresponds to the linear

transformation of the vectorsαs , α̃s = gT αs . Hence, an open setM ⊂ M̂ of the moduli
space of vector bundles is parameterized by points of the factor-space

M =M0/SLr, M0 ⊂ Srg
(
� × CP r−1

)
, (1.6)

whereSLr acts diagonally on the symmetric power ofCP r−1. In [1,7] the parameters
(γs, αs) were called Tyurin parameters. Recently, the Tyurin parameterization of the
Hitchin system forr = 2 was found [8].

In Sect. 3 we show that the standard scheme to solve conventional Lax equations
using the concept of the Baker-Akhiezer function is evenly applicable to the case of
Lax equations on algebraic curves. We would like to emphasize that solution of the
Lax equations via the spectral transform of the phase space to algebraic-geometric data
does not use a Hamiltonian description of the system. Moreover,a’priori it’s not clear,
why the Lax equations are Hamiltonian. In Sect. 4 we clarify this problem using the
approach to the Hamiltonian theory of soliton equations proposed in [9–11]. It turns out
that forD = K the universal two-form which is expressed in terms of the Lax matrix and
its eigenvectors coincides with canonical symplectic structure on the cotangent bundle
T ∗(M). If the divisorDK = D − K is effective, then the form is non-degenerate on
symplectic leaves defined by a choice of the orbits of the adjoint action ofSLr on the
singular parts ofL ∈ LD at the puncturesPm ∈ DK.

In Sect. 5 for each degreeN > g divisor D on � a commuting hierarchy of zero
curvature equations is defined. The infinite-dimensional phase spaceAD of the hierarchy
can be seen as a space of connections∂x − L(x, q) along loops inM0. We would like
to emphasize thatAD does depend on the divisorD and not simply on its equivalence
class, as in the case of the Lax equations. IfDK is effective, then the equations of the
hierarchy are Hamiltonian after restriction on symplectic leaves.

The Riemann surface of the Bloch solutions of the equation

(∂x − L(x, q))ψ(x, q) = 0, x ∈ S1, q ∈ � (1.7)

is an analog of the spectral curves in thex-independent case.Algebro-geometric solutions
of the hierarchy are constructed in the last section. Note that they can be constructed in
all the cases independently of whether the equations are Hamiltonian or not.

It is instructive to present two examples of the zero curvature equations. The first
one is a field analog of the elliptic Calogero–Moser system. The elliptic CM system is
a system ofr particles with coordinatesqi on an elliptic curve with the Hamiltonian

H = 1

2

∑
i

p2
i +

∑
i �=j

℘ (qi − qj )

 , (1.8)
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where℘(q) is the Weierstrass function. In [12] the elliptic CM system was identified
with a particular case of the Hitchin system on an elliptic curve with a puncture. In
Sect. 5 we show that the zero curvature equation on an elliptic curve with a puncture is
equivalent to the Hamiltonian system which can be seen as the field analog of the elliptic
CM system. Forr = 2 this system is equivalent to the system on a space of periodic
functionsp(x), q(x) with canonical Poisson brackets

{p(x), q(y)} = δ(x − y). (1.9)

The Hamiltonian is

H =
∫ (

p2
(
1− q2

x

)
− q2

xx

2(1− q2
x )
+ 2(1− 3q2

x )℘ (2q)

)
dx. (1.10)

The second example is the Krichever-Novikov equation [3]

qt = 1

4
qxxx + 3

8qx
(1− q2

xx)−
1

2
Q(q)q2

x , (1.11)

where

Q(q) = ∂q-+-2, - = -(q, y) = ζ(q − y)+ ζ(q + y)− ζ(2q). (1.12)

Note thatQ(q) does not depend ony. Each solutionq = q(x, t) of (1.11) defines a rank
2, genus 1 solution of the KP equation by the formula

8u(x, y, t) =
(
q2
xx − 1

)
q−2
x − 2qxxxq

−1
x + 8qxx-+ 4q2

x

(
∂q-−-

)
. (1.13)

Equation (1.12) has zero curvature representation on the elliptic curve with puncture
with r = 2. The difference between the two examples is in the choice of orbits at the
puncture. In the first example the orbit is that of the diagonal matrix diag(1,−1), while
the second example corresponds to the orbit of the Jordan cell.

2. The Lax Equations

We define first the space of Lax matrices associated with a generic effective divisorD

on�, and a point(γ, α) = {γs, αs} of the symmetric productX = Srg
(
� × CP r−1

)
.

Throughout the paper it is assumed that the pointsγs ∈ � are distinct,γs �= γk.
LetFγ,α be the space of meromorphic vector functionsf on�, that are holomorphic

except at the pointsγs , at which they have a simple pole of the form

f (z) = λsαs

z− z(γs)
+O(1), λs ∈ C. (2.1)

The Riemann-Roch theorem implies that

dim Fγ,α ≥ r(rg − g + 1)− rg(r − 1) = r. (2.2)

The first term in (2.2) is the dimension of the space of meromorphic vector-functions
with simple poles atγs . The second term is the number of equations equivalent to the
constraint that poles off are proportional to the vectorsαs .

The spaceFs of meromorphic functions in the neighborhood ofγs that have a simple
pole atγs of the form (2.1) is the space of local sections of the vector bundleVγ,α
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corresponding to(γ, α) under the inverse to the Tyurin map described in terms of Hecke
modification of the trivial bundle.The space of global holomorphic sections ofVγ,α is just
the spaceFγ,α. LetM′

0 be an open set of the parameters(γ, α) such that dimFγ,α = r.
Let D =∑i miPi be an effective divisor on� that does not intersect withγ . Then

we define a spaceND
γ,α of meromorphic matrix functionsM = M(q), q ∈ �, such that:

10. M is holomorphic except at the pointsγs , where it has at most simple poles, and
at the pointsPi of D, where it has poles of degree not greater thanmi ;

20. The coefficientMs0 of the Laurent expansion ofM atγs

M = Ms0

z− zs
+Ms1+Ms2(z− zs)+O((z− zs)

2), zs = z(γs), (2.3)

is a rank 1 matrix of the form

Ms0 = µsα
T
s ←→ M

ij
s0 = µi

sα
j
s , (2.4)

whereµs is a vector. The constraint (2.4) does not depend on a choice of local coordinate
z in the neighborhood ofγs .

If (γ, α) ∈M′
0, then the constraints (2.4) are linear independent and

dim ND
γ,α = r2(N + rg − g + 1)− r2g(r − 1) = r2(N + 1) , N = degD. (2.5)

Central to all our further constructions is a map

D : ND
γ,α �−→ Tγ,α

(M′
0

)
(2.6)

fromND
γ,α to the tangent space toM′

0 at the point(γ, α). The tangent vector∂m = D(M)

is defined by derivatives of the coordinates

∂mzs = −tr Ms0 = −αT
s µs, zs = z(γs), (2.7)

∂mα
T
s = −αT

s Ms1+ κsα
T
s , (2.8)

whereκs is a scalar. The tangent space toCP r−1 at a point represented by the vectorαs
is a space ofr-dimensional vectorsv modulo equivalencev′ = v+ κsαs . Therefore, the
right hand side of (2.8) is a well-defined tangent vector toCP r−1.

Simple dimension counting shows that on an open set ofM′
0 the linear mapD is

an injection forN < g − 1, and is an isomorphism forN = g − 1. Let us define the
spaceLD

γ,α of the Lax matrices as the kernel ofD. In other words: a matrix function

L(q) ∈ ND
γ,α is a Lax matrix if

(i) the singular term of the expansion

L = Ls0

z− zs
+ Ls1+ Ls2(z− zs)+O((z− zs)

2), Ls0 = βsα
T
s , zs = z(γs), (2.9)

is traceless

αT
s βs = tr Ls0 = 0; (2.10)

(ii) αT
s is a left eigenvector of the matrixLs1

αT
s Ls1 = αT

s κs. (2.11)
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For a non-special degreeN ≥ g divisorD and a generic set of the parameters(γ, α),
the spaceLD

γ,α is of dimension

dim LD
γ,α = r2(N + 1)− rg − rg(r − 1) = r2(N − g + 1) . (2.12)

A key characterization of constraints (2.9)–(2.11) is as follows.

Lemma 2.1. A meromorphic matrix-functionL in the neighborhoodU ofγs with a pole
at γs satisfies the constraints (2.10) and (2.11) if and only if it has the form

L = -s(z)L̂s(z)-
−1
s (z), (2.13)

whereL̂s and-s are holomorphic inU , anddet-s has at most simple zero atγs .

Proof. Let gs be a constant non-degenerate matrix such that

αT
s gs = eT1 , e

T
1 = (1,0,0, . . . ,0). (2.14)

If L satisfies (2.9, 2.10), then, the coefficientL′s0 of the Laurent expansion atγs of the
gauge equivalent Lax matrix

L′s = g−1
s Lgs = L′s0

z− zs
+ L′s1+O(z− zs), zs = z(γs), (2.15)

equalsf eT1 , wheref = g−1
s βs . Therefore, it has non-zero entries at the first column,

only,

(L′s0)i,j = 0, j = 2, . . . , r. (2.16)

Further, the vectoreT1 is a left eigenvector forL′s1 corresponding to the eigenvalueκs .
Hence, the first row ofL′s1 equals

(L′s1)11 = κs, (L′s1)1j = 0, j = 2, . . . , r. (2.17)

From (2.16), (2.17) it follows that the matrix̂Ls = f−1
s L′sfs, wherefs is the diagonal

matrix

fs(z) = diag{(z− zs),1,1, . . . ,1}, (2.18)

is regular atγs . Hence, the Lax matrixL has the form (2.13), where

-s = gsfs(z). (2.19)

Conversely supposeL has the form (2.13), and letαs be the unique (up to multiplication)
vector such thatαT

s -s(zs) = 0. Then the Laurent expansion ofL atγs has the form (2.9).
The trace ofL is holomorphic, which implies (2.10). Using the equalityαT

s -s(zs) = 0
we obtain thatαT

s L is holomorphic atγs and its evaluation at this point is proportional
to αT

s . This implies (2.11) and the lemma is proved.
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Let [D] be the equivalence class of a degreeN > g divisor D. Then for any set
(γ, α) there is a divisorD′ equivalent toD that does not intersect withγ . Constraints
(2.10) and (2.11) are invariant under the transformationL→ hL, whereh is a function
holomorphic in the neighborhood ofγs . Therefore, the spacesLD

γ,α andLD′
γ,α of Lax

matrices corresponding to equivalent divisorsD andD′ are isomorphic. They can be
regarded as charts of a total spaceL[D], the Lax matrices corresponding to[D].

Let us consider in greater detail the caseD = K, whereK is the zero divisor of a
holomorphic differentialdz. ThenLdz, whereL ∈ LK

γ,α, is a matrix valued one-form
that is holomorphic everywhere except at the pointsγs . The constraints (2.10, 2.11)
imply that the spaceFs of local sections ofVγ,α is invariant under the adjoint action of
L,

f ∈ Fs �−→ LT (z)f (z) ∈ Fs. (2.20)

Therefore, the gauge equivalence class of the matrix valued differentialLdz can be seen
as a global section of the bundleEnd(Vγ,α)⊗;1,0(�). It is basic in the Hitchin system
theory, that the space of such sections, called Higgs fields, is identified with the cotangent
bundleT ∗(M̂).

It is instructive to establish directly the equivalence

LK/SLr = T ∗(M), (2.21)

using the map (2.6). The formula

〈L,M〉 = −
∑
s

resγsTr (LM) dz (2.22)

defines a natural pairing betweenLK
γ,α andND

γ,α. For a generic degree(g − 1) divisor
D the map (2.6) is an isomorphism. Therefore each tangent vectorw = (żs , α̇s) to
M′

0 at the point(zs = z(γs), αs) can be represented in the formD(M). From (2.7,
2.8) it follows that (2.22) actually defines a pairing betweenLK

γ,α and the tangent space
Tγ,α(M0),

〈L,w〉 =
∑
s

(κs żs + α̇T
s βs). (2.23)

This formula shows that the vectorβs and the eigenvalueκs in (2.10, 2.11) can be
regarded as coordinates of a cotangent vector toM′

0. Note thatκs under the change of
dz to another holomorphic differentialdz1 get transformed toκ ′s = κsdz/dz1. Therefore,
the pair(γs, κs) can be seen as a point of the cotangent bundleT ∗(�) to the curve�.

The pairing (2.23) descends to pairing ofLK/SLr with tangent vectors toM. Indeed,
tangent vectors toM at a point represented by gauge equivalence class ofα are identified
with vectorsα̇s modulo transformatioṅαT

s → α̇T
s + αT

s W , whereW is a matrix. Under
this transformation the right hand side of (2.23) does not change due to the equation

rg∑
s=1

βsα
T
s =

∑
s

resγsLdz = 0, (2.24)

which is valid, becauseLdz is holomorphic except atγ .
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The induced pairing ofLK/SLr with T (M) is non-degenerate. Indeed, ifw =
D(M), then (2.22) implies that

〈L,w〉 = 〈L,M〉 =
∑
i

resPi
Tr (LM) dz. (2.25)

Therefore, if (2.23) is degenerate then there is a nontrivialL which has zero of order
mi at all the pointsPi of D. That is impossible becauseD is a generic degree(g − 1)
divisor.

Our next goal is to introduce an explicit parameterization ofLK. Recall that we
always assume(γ, α) ∈M′

0.

Lemma 2.2. The map

L ∈ LK �−→ {αs, βs, γs, κs} , (2.26)

where pairs of orthogonal vectors(αT
s βs) = 0 are considered modulo gauge transfor-

mations

αs → λsαs, βs → λ−1
s βs , (2.27)

and satisfy Eq. (2.24), is one-to-one correspondence.

Proof. Suppose that images ofL andL′ under (2.26) coincide, then(L − L′)dz is a
holomorphic matrix valued differentialϕ such that

αT
s ϕ(γs) = 0. (2.28)

LetFP
γ,α be the space of meromorphic vector functions with poles atγs of the form (2.1)

and with simple pole at a pointP ∈ �. By the definition ofM′
0, the constraints (2.1) are

linearly independent. Therefore,FP
γ,α has dimension 2r, and the vectors of singular part

of f ∈ FP
γ,α atP span the whole spaceCr . From (2.28) it follows that iff ∈ FP

γ,α, then

the differentialf T ϕ has no poles atγs . As the sum of all the residues of a meromorphic
differential equals zero, then thef T ϕ is regular atP . That impliesϕ(P ) = 0. The point
P is arbitrary, therefore (2.26) is an injection.

The map (2.26) is linear on fibers over(γ, α). Therefore, in order to complete a proof
of the lemma, it is enough to show that dimension ofLK

γ,α is greater than or equal to
the dimensiond of the corresponding data(βs, κs). The vectorsβs are orthogonal toαs .
Therefore,d equalsr2g minus the rank of the system of equations (2.24).

Let us show that if(γ, α) ∈M′
0, then the vectorsαs spanCr . Suppose that they span

an l-dimensional subspace, then by a gauge transformation we can reduce the problem
to the case when the vectorsαs have the(r − l) vanishing coordinates,αi

s = 0, i > l.
The Riemann–Roch theorem then implies that the dimension of the corresponding space
Fγ,α is not less thanl(rg − g + 1)− rg(l − 1)+ (r − l) = (r − l)g + r.

If the rank ofαi
s is r, then Eqs. (2.24) are linearly independent by themselves, but

one of them is already satisfied due to the orthogonality condition forβs , which implies
Tr (βsαT

s ) = 0. Therefore the dimension of the fiber of data (2.26) over(γ, α) ∈M′
0

equalsr2(g − 1)+ 1.
On the other hand, forL ∈ LK

γ,α among constraints (2.10) there are at most(rg− 1)
linearly independent, because a meromorphic differential can not have a single simple
pole. Hence, dimension counting as in (2.5) implies dimLK

γ,α ≥ r2(g − 1)+ 1 and the
lemma is proved.



Vector Bundles and Lax Equations on Algebraic Curves 237

Example.Let � be a hyperelliptic curve defined by the equation

y2 = R(x) = x2g+1+
2g∑
i=0

uix
i . (2.29)

A set of pointsγs on� is a set of pairs(ys, xs), such that

y2
s = R(xs). (2.30)

A meromorphic differential on� with residues(βsαT
s ) atγs has the form

L
dx

2y
=
g−1∑

i=0

Lix
i +

rg∑
s=1

(βsα
T
s )

y + ys

x − xs

 dx

2y
, (2.31)

whereLi is a set of arbitrary matrices. The constraints (2.11) are a system of linear
equations definingLi :

g∑
i=0

αT
n Lix

i
k +

∑
s �=n

(αT
n βs)α

T
s

yn + ys

xn − xs
= κnα

T
n , n = 1, . . . , rg (2.32)

in terms of data (2.26). In a similar way the Lax matrices can be explicitly written for
any algebraic curve using the Riemann theta-functions.

For g > 1, the correspondence (2.26) descends to a system of local coordinates on
LK/SLr over an open setM0 of M′

0, which we define as follows.
As shown above, for(γ, α) ∈M′

0 the matrixαi
s is of rankr. We call(γ, α) a non-

special set of the Tyurin parameters if additionally they satisfy the constraint: there is a
subset of(r + 1) indicess1, . . . , sr+1 such that all minors of(r + 1)× r matrixαi

sj
are

non-degenerate. The action of the gauge group on the space of non-special sets of the
Tyurin parametersM0 is free.

Let us define charts of coordinates on a smooth bundle of equivalence classes of Lax
matrices overM0. Consider the open set ofM0 such that the vectorsαj , j = 1, . . . , r,
are linearly independent and all the coefficients of an expansion ofαr+1 in this basis do
not vanish

αr+1 =
r∑

s=1

cjαj , cj �= 0. (2.33)

Then for each point of this open set there exists a unique matrixW ∈ GLr , such that
αT
j W is proportional to the basis vectorej with the coordinateseij = δij , andαT

r+1W is
proportional to the vectore0 = ∑j ej . Using the global gauge transformation defined
byW ,

Bs = W−1βs, As = WT αs, (2.34)

and the part of local transformations

As → λsAs; Bs → λ−1
s Bs, (2.35)
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for s = 1, . . . , r + 1, we obtain that on the open set ofM0 each equivalence class has
representation of the form(As, Bs) such that

Ai = ei, i = 1, . . . , r; Ar+1 = e0. (2.36)

This representation is unique up to local transformations (2.35) fors = r + 2, . . . , rg.
In the gauge (2.36) Eq. (2.24) can be easily solved forB1, . . . , Br+1. Using (2.36),

we get

Bi
j + Bi

r+1 = −
rg∑

s=r+2

Bi
sA

j
s . (2.37)

The orthogonality condition ofBj toAj = ej implies thatBj
j = 0. Hence,

Bi
r+1 = −

rg∑
s=r+2

Bi
sA

i
s . (2.38)

The sets ofr(g−1)+1) pairs of orthogonal vectorsAs, Bs modulo the transformations
(2.35), and points{γs, κs} ∈ Srg (T ∗(�)) provide a parameterization of an open set of
T ∗(M). Here and belowM =M0/SLr .

In the same way, taking various subsets of(r+1) indices we obtain charts of local co-
ordinates which coverT ∗(M). In Sect. 4 we provide a similar explicit parameterization
of LD for divisorsD such thatDK = D −K is an effective divisor.

Our next goal is to construct a hierarchy of commuting flows on a total spaceLD of a
vector bundle over an open set ofM0. Let us identify the tangent spaceTL(LD) to LD

at the pointL with the space of meromorphic matrix functions spanned by derivatives
∂τL|τ=0 of all one-parametric deformationsL(q, τ) ∈ LD of L.

Lemma 2.3. The commutator[M,L] of matrix functionsL ∈ LD
γ,α andM ∈ ND′

γ,α is a

tangent vector toLD at L if and only if its divisor of poles outside the pointsγs is not
greater thanD.

Proof. First of all, let us show that the tangent spaceTL(LD) can be identified with a
space of matrix functionsT on � with poles of order not greater thanmi at Pi , and
double poles at the pointsγs , where they have an expansion of the form

T = żs
βsα

T
s

(z− zs)2
+ β̇sα

T
s + βsα̇

T
s

z− zs
+ Ts1+O(z− zs). (2.39)

Hereżs is a constant, anḋαs, β̇s are vectors that satisfy the constraint

αT
s β̇s + α̇T

s βs = 0. (2.40)

The vectorsαs, βs are defined byL. In addition it is required that the following equation
holds:

αT
s Ts1 = α̇sκs + αsκ̇s − α̇T

s Ls1− żsα
T
s Ls2, (2.41)

whereLs1, Ls2 andκs are defined by (2.9,2.11), andκ̇s is a constant.



Vector Bundles and Lax Equations on Algebraic Curves 239

Equations (2.40) and (2.41) can be easily checked for a tangent vector∂τL|τ=0, if
we identify(żs , α̇s , β̇s) with

żs = ∂τ z(γs(τ ))|τ=0, α̇s = ∂ταs(τ ))|τ=0, β̇s = ∂τβs(τ ))|τ=0 (2.42)

andTs1 with

Ts1 = (∂τLs1− żsLs2) |τ=0. (2.43)

Direct counting of a number of the constraints shows that the space of matrix functions
that have poles of ordermi atPi , and satisfy (2.39-2.41) equalsr2(N + 1), which is the
dimension ofLD. Therefore, these relations are necessary and sufficient conditions for
T to be a tangent vector.

From (2.10, 2.11) it follows that, if we definėzs andα̇s with the help of formulae
(2.7, 2.8), then the expansion of[M,L] at γs satisfies the constraints (2.39-2.41). The
lemma is thus proved.

The lemma directly implies that the Lax equationLt = [M,L] is a well-defined
system on an open set ofLD, whenever we can defineM = M(L) as a function ofL
that outside of the pointsγs commutes withL up to a meromorphic function with poles
at the pointsPi of order not greater thanmi .

Let us fix a pointP0 ∈ � and local coordinatesw in the neighborhoods of the
puncturesP0, Pi ∈ D. Our next goal is to define gauge invariant functionsMa(L) that
satisfy the conditions of Lemma 2.3. They are parameterized by sets

a = (Pi, n,m), wheren > 0,m > −mi are integers. (2.44)

As follows from (2.5), for genericL ∈ LD
γ,α there is a unique matrix functionMa(q)

such that:

(i) it has the form (2.3,2.4) at the pointsγs ;
(ii) outside of the divisorγ it has pole at the pointPi , only, where the singular part at

Ma coincides with the singular part ofw−mLn, i.e.

M−a = Ma(q)− w−mLn(q) = O(1) is regular at Pi, (2.45)

(iii) Ma is normalized by the conditionMa(P0) = 0.

Theorem 2.1. The equations

∂aL = [Ma,L], ∂a = ∂/∂ta (2.46)

define a hierarchy of commuting flows on an open set ofLD, which descends to the
commuting hierarchy on an open set ofLD/SLr .

By definition,Ma only depends onL, i.e.Ma = Ma(L). Equation (2.45) implies that
[Ma,L] satisfies the conditions of Lemma 2.3. Therefore, the right-hand side of (2.46) is
a tangent vector toLD at the pointL. Hence, (2.46) is a well-defined dynamical system
on an open set ofLD.

The Laurent expansion of (2.46) atγs shows that the projectionπ∗(∂a) ∈ T (M0) of
the vector∂a ∈ T (LD) equals

π∗(∂a) = D(Ma) . (2.47)
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Now let us prove the second statement of the theorem. Commutativity of flows (2.46) is
equivalent to the equation

∂aMb − ∂bMa − [Ma,Mb] = 0. (2.48)

The left-hand side of (2.48) equals zero atP0, and, as follows from (2.47) its expansion
atγs satisfies (2.39-2.41). Therefore, it equals zero identically, if it is regular atD. This
easily follows from standard arguments used in KP theory. If indicesa andb correspond
to the same pointPi , i.e.a = (Pi, n,m), b = (Pi, n1,m1), then in the neighborhood of
Pi we have

∂aMb = w−m1∂aL
n1 + ∂aM

−
b

= w−m1[Ma,L
n1] + ∂aM

−
b = w−m1[M−a , Ln1] + ∂aM

−
b , (2.49)

and

[Ma,Mb] = [w−mLn +M−a , w−m1Ln1 +M−b ]
= w−m[Ln,M−b ] − w−m1[Ln1,M−a ] + 0(1) (2.50)

From (2.49, 2.50) it follows that the left-hand side of (2.48) is regular atPi . From the
definition ofMa , it is regular at all the other points ofD as well. In a similar way we
prove (2.48) for indicesa = (Pi, n,m), b = (Pj , n

′,m′) for Pi �= Pj .
Let us now define an extended hierarchy of commuting flows on generic fibers of the

evaluation mapLD
γ,α → L(P0) = L0. Note that these fibers are invariant with respect

to (2.46). Additional flows are parameterized by indices

a = (P0,m; l), m > 0, l = 1, . . . , r. (2.51)

Let L0 be a matrix with distinct eigenvalues, and let us fix a representation ofL0 in
the formI0K0I

−1
0 , whereK0 is a diagonal matrix. Then for eachL ∈ LD

γ,α, such that
L(q) = L0, there exists a unique holomorphic matrix functionI,I(q) = I0, which
diagonalizesL in the neighborhood ofq, i.e.L = IKI−1. For each indexa of the
form (2.51) we defineMa as the unique matrixMa ∈ N nP0

γ,α that in the neighborhood of
P0 has the form

Ma = w−mI(w)ElI
−1(w)+O(w), (2.52)

whereEl is the diagonal matrixEij
l = δilδj l .

Theorem 2.2. The equations

∂aL = [Ma,L], a = (P0,m; l) (2.53)

defines commuting flows on the fiber of the evaluation mapLD → L0, The flows (2.53)
commute with flows (2.46).

The proof is almost identical to that of the previous theorem.
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3. The Baker-Akhiezer Functions

In this section we show that standard procedure in the algebro-geometric theory of soliton
equations to solve conventional Lax equations using the concept of the Baker–Akhiezer
functions ([13,14]) is evenly applicable to the case of Lax equations on algebraic curves.

LetL ∈ LD be a Lax matrix. The characteristic equation

R(k, q) ≡ det(k − L(q)) = kr +
r∑

j=1

rj (q)k
r−j = 0 (3.1)

defines atime-independentalgebraic curvê�, which is anr-fold branch cover of�. The
following statement is a direct corollary of Lemma 2.1.

Lemma 3.1. The coefficientsrj (q) of the characteristic equation (3.1) are holomorphic
functions on� except at the pointsPi of the divisorD, where they have poles of order
jmi , respectively.

For a non-special divisorD the dimension of the spaceSD of sets of meromorphic
functions{rj (Q), j = 1, . . . , r} with the divisor of polesjD equals

dim SD = Nr(r + 1)

2
− r(g − 1). (3.2)

Note that dimension counting in the case of the special divisorK gives

dim SK = r2(g − 1)+ 1. (3.3)

Equation (3.1) defines a mapLD �−→ SD. The coefficients of an expansion ofrj in
some basis ofSD can be seen as functions onLD. The Lax equation implies that these
functions are integrals of motion. Usual arguments show that they are independent. These
arguments are based on the solution ofthe inverse spectral problem, which reconstruct
L, modulo gauge equivalence, from a generic set of spectral data: a smooth curve�̂

defined by{rj } ∈ SD, and a point of the JacobianJ (�̂), i.e. an equivalence class[γ̂ ] of
degreêg + r − 1 divisor γ̂ on �̂. Hereĝ is the genus of̂�.

For a generic point ofS the corresponding spectral curve�̂ is smooth. Its genuŝg can
be found with the help of the Riemann–Hurwitz formula 2ĝ − 2 = 2r(g − 1)+ degν,
whereν is the divisor on�, which is the projection of the branch points of�̂ over�.
The branch points are zeros on̂� of the function∂kR(k,Q). This function has poles on
all the sheets of̂� overPi of order(r − 1)mi . Because the numbers of poles and zeros
of a meromorphic function are equal then degν = Nr(r − 1) and we obtain that

ĝ = Nr(r − 1)

2
+ r(g − 1)+ 1. (3.4)

Moreover, a product of∂kR on all the sheets of̂� is a well-defined meromorphic function
on�. Its divisor of zeros coincides withν and the divisor of poles isr(r−1)D. Therefore,
these divisors are equivalent, i.e. in the JacobianJ (�) of � we have the equality

[ν] = r(r − 1)[D] ∈ J (�). (3.5)

For a generic pointQ = (q, k) of �̂ there is a unique eigenvectorψ = ψ(Q) of L,

L(q)ψ(Q) = kψ(Q), (3.6)
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normalized by the condition that a sum of its componentsψi equals 1,

r∑
i=1

ψi = 1. (3.7)

The coordinates ofψ are rational expressions ink and the entries ofL. Therefore, they
defineψ(Q) as a meromorphic vector-function on̂�. The degree of the divisor̂γ of its
poles can be found in the usual way. LetI(q), q ∈ �, be a matrix with columnsψ(Qi),
whereQi = (q, ki(q)) are preimages ofq on �̂,

I(q) = {ψ(Q1), . . . , ψ(Qr)}. (3.8)

This matrix depends on an ordering of the rootski(q) of (3.1), but the functionF(q) =
det2I(q) is independent of this. Therefore,F is a meromorphic function on�. Its
divisor of poles equals 2π∗(γ̂ ), whereπ : �̂→ � is the projection. In general position,
when the branch points of̂� over� are simple, the functionF has simple zeros at the
images of the branch points, and double zeros at the pointsγs , because evaluations ofψ
at preimages ofγs span the subspace orthogonal toαs . Therefore, the zero divisor ofF
is ν+2γ , whereγ = γ1+ · · ·+ γrg, and we obtain the equality for equivalence classes
of the divisors

2[π∗(γ̂ )] = [ν] + 2[γ ] = 2[γ ] + r(r − 1)D, (3.9)

which implies

degγ̂ = degν/2+ rg = ĝ + r − 1. (3.10)

Let I0 be the matrix defined by (3.8) forq = P0. Normalization (3.7) implies thatI0
leaves the co-vectore0 = (1, . . . ,1) invariant, i.e.

e0I0 = e0. (3.11)

The spectral curvê� and the pole divisor̂γ are invariant under the gauge transformation
L→ I−1

0 LI0, ψ → I−1
0 ψ , but the matrixI0 gets transformed to the identityI0 = I .

Let F = diag(f1, . . . , fr ) be a diagonal matrix, then the gauge transformation

L→ FLF−1, ψ(Q)→ f−1(Q)Fψ, where f (Q) =
r∑

i=1

fiψi(Q), (3.12)

which preserves the normalization (3.7) and the equalityI0 = I , changeŝγ to an equiv-
alent divisor̂γ ′ of zeros of the meromorphic functionf (Q). The gauge transformation
of L by a permutation matrix corresponds to a permutation of preimagesP i

0 ∈ �̂ of
P0 ∈ �, which was used to defineI0.

A matrix g with different eigenvalues has representation of the formg = I0F ,
whereI0 satisfy (3.11) andF is a diagonal matrix. That representation is unique up
to conjugation by a permutation matrix. Therefore, the correspondence described above
L→ {�̂, γ̂ , I0} descends to a map

LD/SLr �−→ {�̂, [γ̂ ]}, (3.13)

which is well-defined on an open set ofLD/SLr .
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According to the Riemann–Roch theorem for each smooth genusĝ algebraic curve
�̂ with fixed pointsq1, . . . , qr , and for each nonspecial degreeĝ + r − 1 effective
divisor γ̂ there is a unique meromorphic functionψi(Q),Q ∈ �̂ with divisor of poles
in γ̂ , which is normalized by the conditionsψi(q

j ) = δ
j
i . Letψ(Q) be a meromorphic

vector-function with the coordinatesψi(Q). Note that it satisfies (3.7).
Let �̂ be a curve defined by Eq. (3.1), whererj is a generic set of meromorphic

functions on� with divisor of poles injD. Then for each pointq ∈ � we define a
matrixI(q) with the help of (3.8). It depends on a choice of order of the rootski(q) of
Eq. (3.1) but the matrix function

L(q) = I(q)K(q)I−1(q), K(q) = diag(k1(q), . . . , kr (q)), (3.14)

is independent of the choice, and therefore, is a meromorphic matrix function on�. It
has poles of degreemi atPi ∈ D and is holomorphic at the points of the branch divisor
ν. By reversing the arguments used for the proof of (3.10), we get that the degree of
the zero divisorγ of detI equalsrg. In general position the zerosγs are simple. From
Lemma 2.1 it follows that an expansion ofL atγs satisfies constraints (2.10,2.11), where
αs is a unique up to multiplication vector orthogonal to the vector-columns ofI(γs).
Hence,L is a Lax matrix-function.

If the pointsP i
0 used for normalization ofψj are preimages ofP0 ∈ �, thenL, given

by (3.14), is diagonal atq = P0, and the correspondence{�̂, γ̂ } → L descends to a
map

{�̂, [γ̂ ]} → LD/SLr, (3.15)

which is well-defined on an open set of the Jacobian bundle overS, where it is inverse
to (3.13).

Now, letL = L(q, t) be a solution of the Lax equations (2.46,2.53). Then the spectral
curve�̂ of L(q, t) is time-independent and can be regarded as a generating form of the
integrals of the Lax equations. The divisorγ̂ of poles of the eigenvectorψ , defined by
(3.6, 3.7) does depend onta .

It is now standard procedure to show that[γ̂ ] evolves linearly onJ (�̂). From the Lax
equation∂aL = [Ma,L] it follows that, ifψ is an eigenvector ofL, then(∂a −Ma)ψ

is also an eigenvector. Therefore,

(∂a −Ma)ψ(Q, t) = fa(Q, t)ψ(Q, t), (3.16)

wherefa(Q, t) is a scalar meromorphic function on̂�. The vector-function

ψ̂(Q, t) = ϕ(Q, t)ψ(Q, t), ϕ(Q, t) = exp

(
−
∫ ta

0
fm(Q, τ)dτ

)
(3.17)

satisfies the equations

L(q, t)ψ̂(Q, t) = kψ̂(Q, t), (∂a −Ma(q, t)) ψ̂(q, t) = 0. (3.18)

It turns out that the pole divisor̂γ (t) of ψ under the gauge transform (3.17) gets trans-
formed to atime-independentdivisor γ̂ = γ̂ (0) of poles ofψ̂ . All the time dependence
of ψ̂(Q, t) is encoded in the form of its essential singularities, which it acquires at the
constant poles offa .

Let L(q, t) be a solution of the hierarchy of Eqs. (2.46), (2.53). Here and below we
assume that only a finite number of "times"ta are not equal to zero. For brevity we
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denote the variablesta corresponding to indices (2.44) and (2.51) byt(i,n,m) andt(0,m; l),
respectively. Commutativity of the hierarchy implies that there is a unique common
gauge transform̂ψ(Q, t) = ϕ(Q, t)ψ(Q, t) such thêψ solves all the auxiliary linear
equations (3.18).

Lemma 3.2. Let ψ̂(Q, t), ψ̂(Q,0) = ψ(Q,0) be the common solution of equations
(3.18). Then

10. ψ̂ is a meromorphic function on̂� except at the pointsP l
i andP l

0, which are
preimages on̂� of the pointsPi ∈ D andP0 on�, respectively. Its divisor of poles on
�̂ outside ofP l

i , P
l
0 is not greater than̂γ ;

20. In the neighborhood ofP l
i the functionψ̂ has the form

ψ̂ = ξi,l(w, t)exp

(∑
n

t(i,n,m)w
−mkn

)
, (3.19)

whereξi,l(w, t) is a holomorphic vector-function, andk = kl(q) is the corresponding
root of Eq. (3.1);

30. In the neighborhood ofP l
0 the functionψ̂ has the form

ψ̂ = χl(w, t)exp

(∑
n

t(0,m; l)w−m
)
, (3.20)

whereχl is a holomorphic vector-function such that evaluation of its coordinates atP l
0

equalsχi
l (P

l
0) = δil .

The functionψ̂(Q, t) is a particular case of the conventional Baker–Akhiezer functions.
As shown in [14], for any generic divisor̂γ of degreêg+ r − 1 there is a unique vector
functionψ̂(Q, t) which satisfy all the properties 10− 30. It can be written explicitly in
terms of the Riemann theta-function of the curve�̂.

Theorem 3.1. Letψ̂(Q, t) be the Baker–Akhiezer vector function associated with a non-
special divisor̂γ on �̂. Then there exist unique matrix functionsL(q, t),Ma(q, t) such
that Eqs. (3.18) hold.

As a corollary we get that the Lax operatorL(q, t) ∈ LD constructed with the help of
ψ̂ solves the whole hierarchy of the Lax equations (2.46,2.53).

4. Hamiltonian Approach

As we have seen, the spectral transform which identifies the space of gauge equivalent
Lax matrices with a total space of a Jacobian bundle over the moduli space of the spectral
curves does not involve a Hamiltonian description of the Lax equations. Moreover,
a’priori it is not clear, why all the systems constructed above are Hamiltonian. In this
section we show that the general algebraic approach to the Hamiltonian theory of the
Lax equations proposed in [9,10] and developed in [11] is evenly applicable to the Lax
equations on the Riemann surfaces.

The entries ofL(q) ∈ LD can be regarded as functions onLD. Therefore,L by
itself can be seen as a matrix-valued function and its external derivativeδL as a matrix-
valued one-form onLD. The matrixI (3.8) with columns formed by the canonically
normalized eigenvectorsψ(Qi) of L can also be regarded as a matrix function onLD
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defined modulo permutation of the columns. Hence, its differentialδI is a matrix-valued
one-form onLD. In the same way we consider the differentialδK of the diagonal matrix
K (3.14). Let us define a two-form;(q) onLD with values in a space of meromorphic
functions on� by the formula

;(q) = Tr
(
I−1δL ∧ δI −I−1δI ∧ δK

)
. (4.1)

This form does not depend on an order of the eigenvalues ofL, and therefore, is well
defined onLD. Fix a holomorphic differentialdz on�. Then the formula

ω = −1

2

 rg∑
s=1

resγs;dz+
∑
Pi∈D

resPi
;dz

 , (4.2)

defines a scalar-valued two-form onLD.
The equation

δL = IδKI−1+ δIKI−1+IKδI−1 (4.3)

implies

; = 2 δ
(
Tr
(
KI−1δI

))
= 2 δ

(
Tr
(
I−1LδI

))
. (4.4)

We would like to emphasize that though the last formula looks simpler than (4.1) and
directly shows thatω is aclosedtwo-form, the original definition is more universal. As
shown in [9,10], it provides symplectic structure for general soliton equations.

Lemma 4.1. The two-formω defined by (4.2) is invariant under gauge transformations
defined by matricesg that preserve the co-vectore0 = (1, . . . ,1), e0g = e0.

Proof. If g preservese0, then the gauge transformation

L′ = g−1Lg, I ′ = g−1I (4.5)

preserves normalization (3.7) of the eigenvectors. Ifh = (δg)g−1, then from (4.4) it
follows that under (4.5); gets transformed to;′ = ;+ F , where

F = −2 δ (Tr (Lh)) = −2Tr (δL ∧ h+ L h ∧ h) . (4.6)

The additional termF is a meromorphic function on� with poles at the pointsγs and
Pi . Therefore, the sum of residues at these points of the differentialFdz equals zero and
the lemma is proved.

It is necessary to emphasize that in the generic case the formω is not gauge invariant
with respect to the whole groupSLr , because it does depend on a choice of the normal-
ization of the eigenvectors.A change of normalization corresponds to the transformation
I ′ = IV,L′ = L, whereV = V (Q) is a diagonal matrix, which might depend onQ.
The corresponding transformation of; has the form:

;′ = ;+ 2δ (Tr (Kv)) = ;+ 2Tr (δK ∧ v) , v = δV V −1. (4.7)

Here we use the equationδv = v ∧ v = 0 which is valid becausev is diagonal.



246 I. Krichever

Let PD
0 ⊂ LD be a subspace of the Lax matrices such that restriction ofδkdz to PD

0
is aholomorphicdifferential. This subspace is a leaf of foliation onLD defined by the
common level sets of the functions defined onLD by the formulae

Ti,j,l = resP l
i

(
(z− z(Pi))

j kdz
)
, j = 0, . . . , (mi − di), (4.8)

wheredi is the order of zerodz at Pi (compare with the definition of the universal
configuration space in [9]). Note that although the functions (4.8) are multivalued, their
common level sets are leaves of a well-defined foliation onLD.

Lemma 4.2. The two-formω defined by (4.2) restricted toPD
0 ⊂ LD is gauge invariant,

i.e. it descends to a form onPD = PD
0 /SLr .

Let L ∈ LK be a Lax matrix corresponding to the zero divisorK of a holomorphic
differentialdz, thenLdz has poles at the pointsγs , only. Therefore,PK

0 = LK.

Lemma 4.3. The two-formω onLK defined by the formula (4.2) descends to a form on
LK/SLr , which under the isomorphism (2.21) coincides with the canonical symplectic
structure on the cotangent bundleT ∗(M).

Proof. The first statement is a direct corollary of the previous lemma. The second one
follows from the equality

resγs;dz = −2

(
δκs ∧ δzs +

r∑
i=1

δβi
s ∧ δαi

s

)
, (4.9)

which can be proved as follows. LetL′s be the matrix defined by the gauge transformation
(2.15), and let;′s be the function defined by (4.1) forL = L′. Then as shown above,

resγs;
′
sdz = resγs;dz+ 2resγsTr

(
δgs g

−1
s ∧ δL− L δgs g

−1
s ∧ δgs g

−1
s

)
. (4.10)

From (2.9), (2.10) it follows that the second term in (4.10) equals

II = −2Tr
(
(βsδα

T
s + δβsα

T
s ) ∧ δgs g

−1
s + βsα

T
s δgs g

−1
s ∧ δgs g

−1
s

)
. (4.11)

Using the equalityδαT
s gs + αT

s δgs = 0, which follows from (2.14), we get

II = 2Tr
(
δβs ∧ δαT

s

)
= −2

(
δαT

s ∧ δβs

)
. (4.12)

The matrixL′s under the gauge transformation̂L = f−1
s L′sfs , wherefs = fs(z) is the

diagonal matrix (2.18), gets transformed to a holomorphic matrix. Therefore,

0= resγs;
′
sdz+ 2resγsTr

(
δfs f

−1
s ∧ δL′s − L′s δfs f−1

s ∧ δfsf
−1
s

)
. (4.13)

The last term in (4.13) equals zero becausefs is diagonal. From (2.14)–(2.18) it follows
that

resγs;
′
sdz = −2resγsTr

(
δfs f

−1
s ∧ δL′s

)
= 2δzs ∧ δκs. (4.14)
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Equations (4.10)–(4.14) imply (4.9). In the coordinatesAs andBs (2.34)–(2.38) on an
open set ofT ∗(M) the formω due to (2.36) equals

ω0 =
rg∑
s=1

δκs ∧ δzs +
rg∑

s=r+1

δBT
s ∧ δAs, g > 1 (4.15)

and the Lemma is proved.

Let us now consider the contribution toω from poles ofLdz at the pointsPm of the
divisorDK = D − K. The residue of the last term in (4.1) restricted toPD

0 vanishes.
Therefore,

ωm = −1

2
resPm;dz = resPmTr

(
LδII−1 ∧ δII−1

)
dz . (4.16)

If Ldz has a simple pole atPm, then its residueLm is a point of the orbitOm of the
adjoint action ofGLr , corresponding to the fixed singular part ofkdz, which defines the
leaf PD

0 . Let ξ be a matrix, which we regard as a point of the Lie algebraξ ∈ slr . The
formula

∂ξLm = [Lm, ξ ], (4.17)

defines a tangent vector∂ξ ∈ TLm(Om) to the orbit atLm. The correspondenceξ → ∂ξ
is a isomorphism betweenslr/slr (Lm), andTLm(Om). Hereslr (Lm) is a subalgebra of
the matrices, that commute withLm. Evaluation of the form

(
δII−1

)
at∂ξ is equal to

ξ . Hence, (4.16) restricted toPD
0 coincides with the canonical symplectic structure on

the orbitOm. Its evaluation on a pair of vectorsξ, η is equal to

ωm(ξ, η) = Tr (Lm [ξ, η]) . (4.18)

If Ldz has a multiple pole atPm, then we definẽLm as the equivalence class of the
singular part ofLdz. By definition two matrix differentials̃L andL̃′ meromorphic in
the neighborhood ofPm are equivalent if̃L − L̃′ is a holomorphic differential. LetG−
be a group of the invertible holomorphic matrix functions in the neighborhood ofPm.
The transformatioñL→ gL̃g−1, g ∈ G− defines a representation ofG− on the finite-
dimensional space of singular parts of meromorphic differentials. LetÕm be an orbit of
this representation.

If H− is the Lie algebra ofG−, then the equivalence class of the right-hand side
of (4.17) forξ ∈ H− depends only on the equivalence class ofL̃m. Therefore, (4.17)
defines an isomorphism between the tangent space toÕm at L̃m andH−/H−(L̃m),
whereH−(L̃m) is the subalgebra of holomorphic matrix functionsξ such that[Lm, ξ ]
is holomorphic atPm. The formula

ωm = resPmTr
(
L̃m [ξ, η]

)
(4.19)

defines a symplectic structure oñOm.

Lemma 4.4. If DK = D −K > 0 is an effective divisor, then the map

L �−→ {zs, κs, αs, βs, L̃m, }, (4.20)
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is a bijective correspondence between points of the bundleLD overM0 and sets of the
data (4.20) subject to the constraints(αT

s βs) = 0, and

rg∑
s=1

βsα
T
s +

∑
Pm∈D′

resPm L̃m = 0, (4.21)

modulo gauge transformations (2.27).

If we fix a gauge on a open set ofLD by (2.36), then the reconstruction formulae for
B1, . . . , Br+1 become

Bi
r+1 = −

rg∑
s=r+2

Bi
sA

i
s −

∑
m

resPm L̃ii
m, (4.22)

and

Bi
j = −Bi

r+1−
rg∑

s=r+2

Bi
sA

j
s −

∑
m

resPm L̃
ij
m . (4.23)

If g > 1, then forDK > 0 the data{zs, κs, As, Bs, L̃m ∈ Õm} provide explicit coordi-
nates on an open set ofPD.

Theorem 4.1. LetD be a divisor such thatDK ≥ 0, whereK is the zero divisor of a
holomorphic differentialdz. Then the formω defined by (4.2), restricted toPD

0 descends
to a non-degenerate closed two-form onPD:

ω = ω0 +
∑

Pm∈DK

ωm, (4.24)

whereω0 andωm are given by (4.15), and (4.19), respectively.

The representation of the formω in terms of the Lax operator and its eigenvectors provide
a straightforward and universal way to show that the Lax equations are Hamiltonian,
and to construct the action-angle variables.

By definition a vector field∂t on a symplectic manifold is Hamiltonian, if the con-
tractioni∂t ω(X) = ω(∂t , X) of the symplectic form is an exact one-formdH(X). The
functionH is the Hamiltonian corresponding to the vector field∂t .

Theorem 4.2. Let∂a be the vector fields corresponding to the Lax equations (2.46, 2.53).
Then the contraction ofω defined by (4.2) restricted toPD equals

i∂aω = δHa, (4.25)

where

Ha = − 1

n+ 1
resPi

Tr
(
w−mLn+1

)
dz, a = (Pi, n,m), (4.26)

Ha = −resP0

(
w−mkl

)
dz, a = (P0,m; l). (4.27)

Herekl = kl(q) is thelth eigenvalue ofL in the neighborhood of the punctureP0.
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Proof. The Lax equation∂aL = [Ma,L], ∂ak = 0, and Eq. (3.16)

∂aI = MaI +IFa, (4.28)

whereI is the matrix of eigenvectors (3.8), andFa = diag(fa(Q1), . . . , fa(Q
r), imply

i∂aω = −
1

2

 rg∑
s=1

resγsRdz+
∑
Pi∈D

resPi
Rdz

 , (4.29)

whereR = R(q) equals

R = Tr
(
I−1[Ma,L]δI −I−1δL(MaI +IFa)−I−1(MaI +IFa)δK

)
.

(4.30)

Using, as before, the equalityLδI − δIK = IδK − δLI, we get that

Tr
(
I−1[Ma,L]δI

)
= Tr

(
I−1MaIδK −MaδL

)
. (4.31)

Using the fact thatK andF are diagonal, we also obtain the equation

Tr
(
I−1δLI Fa

)
= Tr (δK Fa) . (4.32)

From (4.31), (4.32) it follows that

i∂aω =
∑
Pi∈D

resPi
Tr (δK Fa) dz+ Ra, (4.33)

where

Ra =
rg∑
s=1

resγsTr (δLMa) dz+
∑
Pi∈D

resPi
Tr (δLMa) dz. (4.34)

Note that in the first term of (4.33) a sum of residues atγs has been dropped becauseK

andFa are holomorphic at these points.
Consider first the case of the Lax equations (2.46). The matrixMa for a = (Pi, n,m)

is holomorphic everywhere except at the pointsγs andPi . Therefore,Ri,n,m = 0. The
corresponding diagonal matrixFi,n,m is holomorphic at the pointsPj ∈ D, j �= i. From
(2.45) it follows thatFi,n,m in the neighborhood ofPi has the form

Fi,n,m = −w−mKn +O(1). (4.35)

The formδKdz restricted toPD is holomorphic in the neighborhood ofPi . Therefore,

−resPi
Tr
(
δKFi,n,m

)
dz = resPi

Tr
(
w−mKnδK

)
dz = 1

n+ 1
resPi

Tr
(
w−mLn+1

)
dz.

(4.36)

The matrixFa corresponding toa = (P0,m; l) is holomorphic at the points ofD. There-
fore, the right-hand side of (4.33) reduces just toRa . Because,M0,m; l is holomorphic
except at the pointsγs andP0, we have in this case the equation

R0,m; l = −resP0Tr
(
δLM0,m; l

)
dz, (4.37)

which, with the help of (2.52), implies (4.27). The theorem is therefore proved. It shows
that the Lax equations restricted toPD are Hamiltonian whenever the restriction ofω is
non-degenerate.
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Corollary 4.1. If DK is an effective divisor, then the Lax equations (2.46), (2.53) re-
stricted toPD are Hamiltonian. The corresponding Hamiltonians (4.26), (4.27) are in
involution

{Ha,Hb} = 0. (4.38)

The basic relation which implies all Eqs. (4.38) is involutivity of all the eigenvalues of
the Lax matrices at different points of�, i.e.

{kl(q), kl1(q1)} = 0. (4.39)

Example.Let us consider the Lax matrices on an elliptic curve� = C/{2nω1,2mω2}
with one puncture, which without loss of generality we put atz = 0. In this example we
denote the parametersγs andκs by qs andps , respectively.

In the gaugeαs = es, e
j
s = δ

j
s thej th column of the Lax matrixLij has poles only

at the pointsqj andz = 0. From (2.10) it follows thatLjj is regular everywhere, i.e. it is
a constant. Equation (2.11) implies thatLji(qj ) = 0, i �= j andLjj = pj . An elliptic
function with two poles and one zero fixed is uniquely defined up to a constant. It can
be written in terms of the Weierstrassσ -function as follows:

Lij (z) = f ij σ (z+ qi − qj ) σ (z− qi)σ (qj )

σ (z)σ (z− qj ) σ (qi − qj ) σ (qi)
, i �= j ; Lii = pi. (4.40)

Letf ij be a rank 1 matrixf ij = aibj .As it was mentioned above, the equationsαi = ei
fix the gauge up to transformation by diagonal matrices. We can use these transformation
to makeai = bi . The corresponding momentum is given then by the collection(ai)2

and we fix it to the values(ai)2 = 1.The matrixL given by (4.40) withf ij = 1 is gauge
equivalent to the Lax matrix̃Lwith a spectral parameter for the elliptic Calogero–Moser
system found in [15]:

L̃ii = pi, L̃ij = -(qi − qj , z), i �= j, (4.41)

where

-(q, z) = σ(z− q)

σ (z)σ (q)
eζ(z)q . (4.42)

Note that̃L has essential singularity atz = 0, which is due to the gauge transformation
by the diagonal matrix̂- = diag(-(qi, z), which removes poles ofL at the pointsqi .

The Hamiltonian of the elliptic CM system (1.8) is equal to

HCM = 1

2
res0 Tr

(
z−1L2

)
dz. (4.43)

For the sequel, we would like to expressHCM in terms of the first two coefficients of
the Laurent expansion of the marked branch of the eigenvalue ofL at z = 0. Indeed,
expansions of the eigenvalues ofL at z = 0 have the form

k1(z) = (r − 1)z−1+ k11+ k12z+O(z2),

kl(z) = −z−1+ kl1+ kl2z+O(z2), l > 1. (4.44)
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The equation

H1 =
r∑

i=1

pi = Tr L =
r∑

l=1

kl(z). (4.45)

implies

H1 =
r∑

l=1

kl1,

r∑
l=1

kl2 = 0. (4.46)

From (4.44) and (4.46) it follows that

2HCM = 2rk12+
r∑

l=1

k2
l1. (4.47)

Trace ofLm has the only pole atz = 0. Hence, we have the equations

res0Tr (L2) = 2

(
(r − 1)k11−

r∑
l=2

kl1

)
= 0, (4.48)

res0Tr(L3) = 3

(
(r − 1)2k12+ (r − 1)k2

11+
r∑

l=2

(
kl2− k2

l1

))
= 0. (4.49)

Equations (4.48) and (4.49) imply

H1 = rk11, 2HCM = r2k12+ rk2
11. (4.50)

Our next goal is to construct the action-angle variables forω.

Theorem 4.3. LetL ∈ LD be a Lax matrix, and let̂γs be the poles of the normalized
(3.7) eigenvectorψ . Then the two-formω defined by (4.2) is equal to

ω =
ĝ+r−1∑
s=1

δk(γ̂s) ∧ δz(γ̂s). (4.51)

The meaning of the right-hand side of this formula is as follows. The spectral curve is
equipped by definition with the meromorphic functionk(Q). The pull back tô� of the
abelian integralz(Q) = ∫ Q

dz on� is a multi-valued holomorphic function on̂�. The
evaluationsk(γ̂s), z(γ̂s) at the pointŝγs define functions on the spaceLD, and the wedge
product of their external differentials is a two-form onLD. (Note that the differential
δz(γ̂s) of the multi-valued functionz(ĝs) is single-valued, because the periods ofdz are
constants).

Proof. The proof of formula (4.51) is very general and does not rely on any specific
form of L. Let us present it briefly following the proof of Lemma 5.1 in [11] (more
details can be found in [16]).
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Let γ j
s , P

j
i be preimages on̂� of the pointsγs ∈ � andPi ∈ D. Then the formω is

equal to

ω = −1

2

r∑
j=1

(
rg∑
s=1

res
γ
j
s
;̃dz+

∑
i

res
P
j
i

;̃dz

)
, (4.52)

where;̃ is a meromorphic function on̂� defined by the formula

;̃(Q) = ψ∗(Q)δL(q) ∧ δψ(Q)− ψ∗(Q)δψ(Q) ∧ δk, Q = (k, q) ∈ �̂. (4.53)

The expressionψ∗n (Q) is the dual eigenvector, which is the row-vector solution of the
equation

ψ∗(Q)L(q) = kψ∗(Q), (4.54)

normalized by the condition

ψ∗(Q)ψ(Q) = 1. (4.55)

Note thatψ∗(Q) can be identified with the only row of the matrixI−1(q) which is
not orthogonal to the columnψ(Q) of I(q). That implies thatψ∗(Q) as a function
on the spectral curve has poles at the pointsγ

j
s , and at the branching points of the

spectral curve. Equation (4.55) implies that it has zeroes at the polesγ̂s of ψn(Q). These
analytical properties will be crucial in the sequel.

The differential̃;dz is a meromorphic differential on the spectral curve�̂. Therefore,
the sum of its residues at the puncturesP

j
i , γ

j
s is equal to the negative of the sum of the

other residues on̂�. There are poles of two types. First of all,;̃ has poles at the poles
γ̂s of ψ . Note thatδψ has a pole of the second order atγ̂s . Taking into account thatψ∗
has zero at̂γs we obtain

resγ̂s ;̃ = (ψ∗δLψ)(γ̂s) ∧ δz(γ̂s)+ δk(γ̂s) ∧ δz(γ̂s) = 2δk(γ̂s) ∧ δz(γ̂s). (4.56)

The last equality follows from the standard formula for variation of the eigenvalue of an
operator,ψ∗δLψ = δk.

The second set of poles of̃; is the set of branch pointsqi of the cover. The pole
of ψ∗ at qi cancels with the zero of the differentialdz, dz(qi) = 0, considered as a
differential on�̂. The vector-functionψ is holomorphic atqi . If we take an expansion
of ψ in the local coordinate(z− z(qi))

1/2 (in general position when the branch point is
simple) and consider its variation we get that

δψ = −dψ
dz

δz(qi)+O(1). (4.57)

Therefore,δψ has simple pole atqi . In the similar way we have

δk = −dk
dz

δz(qi). (4.58)

Equalities (4.57) and (4.58) imply that

resqi
(
ψ∗δL ∧ δψ

)
dz = resqi

[
(ψ∗δLdψ) ∧ δkdz

dk

]
. (4.59)
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Due to skew-symmetry of the wedge product we may replaceδL in (4.59) by(δL− δk).
Then, using the identitiesψ∗(δL− δk) = δψ∗(k−L) and(k−L)dψ = (dL− dk)ψ ,
we obtain

resqi
(
ψ∗δL ∧ δψ

)
dz = −resqi (δψ

∗ψ) ∧ δkdz = resqi (ψ
∗δψ) ∧ δkdz. (4.60)

Note that the term withdL does not contribute to the residue, becausedL(qi) = 0. The
right-hand side of (4.60) cancels with a residue of the second term in the sum (4.53) and
the theorem is proved.

Remark.The right-hand side of (4.51) can be identified with a particular case of universal
algebraic-geometric symplectic form proposed in [9]. It is defined on the generalized
Jacobian bundles over a proper subspace of the moduli spaces of Riemann surfaces with
punctures. In the case of families of hyperelliptic curves that form was pioneered by
Novikov and Veselov [17].

Let φk be coordinates on the JacobianJ (�̂) of the spectral form. The isomorphism
of the symmetric power of the spectral curve and the Jacobian is defined by the Abel
map

φi(γ̂ ) =
∑
s

∫ γ̂s

dωi, (4.61)

wheredωi is the basis of normalized holomorphic differentials on�̂, corresponding to
a choice of a basis ofa- andb-cycles on̂� with the canonical matrix of intersections.
Restricted toPD, the differentialδkdz is holomorphic. Therefore, it can be represented
as a sum of the basis differentials

δkdz =
∑
i

δIidωi . (4.62)

The coefficients of the sum are differentials onPD of the functions

Ii =
∮
ai

kdz . (4.63)

From (4.51) it follows thatω = δα, where

α =
ĝ+r−1∑
s=1

∫ γ̂s

δkdz =
ĝ∑

i=1

δIi ∧ φi. (4.64)

Corollary 4.2. The formω restricted toPD equals

ω =
ĝ∑

i=1

δIi ∧ δφi. (4.65)

For the case whenDK ≥ 0, this result was obtained first in [18].
It is instructive to show that (4.65) directly implies thatω is non-degenerate for

DK ≥ 0. First of all, (4.65) implies that the formsδIi are linear independent. Indeed, if
they are linear dependent ats ∈ SD, then there is a vectorv tangent toSD ats, such that
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δIi(v) = 0. Due to (4.62) we conclude∂vk ≡ 0. It is impossible for generics, because
the equation

∂vk =
∑r

j=1 ∂vrj k
r−j

Rk(k,Q)
≡ 0, (4.66)

implies, then, thatk(Q) satisfies an algebraic equation of degree less thanr, i.e. the
spectral curvê� can not be anr-sheeted branch cover of�.

The second argument needed in order to complete the proof is that the dimension of
the spaceSDP ⊂ SD of the spectral curves corresponding toPD equalŝg. The number
of conditions that singular parts of eigenvalues ofL at the pointsPm ∈ DK are constant
alongPD equals(r degDK) minus 1, due to the relation∑

Pm∈DK

resPm(Tr L)dz = 0, (4.67)

which is valid, because the singular parts ofL atγs are traceless. From (3.2) we get

2 dim SDP = Nr(r − 1)− 2r(g − 1)+ 2= 2 ĝ = dim PD. (4.68)

5. The Zero-Curvature Equations

The main goal of this section is to present the non-stationary analog of the Lax equations
on an algebraic curve as an infinite-dimensional Hamiltonian system.

Let AD be a space of the(r × r) matrix functionL(x, q) = L(x + T , q) of the real
variablex such that:

10. L(x, q) is a meromorphic function of the variableq ∈ � with poles atD and at
the pointsγs(x), where it has the form (2.3), i.e.L(x, q) ∈ ND

γ (x),α(x),

L(x, z) = βs(x) α
T (x)

z− zs(x)
+ Ls1(x)+O((z− zs(x)), zs(x) = z(γs(x)). (5.1)

20. The vectorD(L(x, q)) defined by the map (2.6) istangentto the loop{γ (x), α(x)},
i.e.

∂xzs(x) = −αT
s (x) βs(x), ∂xα

T
s (x) = −αT

s (x)Ls1(x)+ κs(x)α
T
s (x) , (5.2)

whereκs(x) is a scalar function.

Remark.It is necessary to emphasize, that although the loopsS1 �−→ ND/SLr are
lifted to matrix functionsL′(x, q) ∈ ND, x ∈ R, such that

L′(x + T , q) = gL′(x, q)g−1+ ∂xgg
−1, γ = g(x) ∈ GLr, (5.3)

without loss of generality we may consider fucntions periodic inx, becauseL′ with the
monodromy property (5.3) is gauge equivalent to a periodic matrix functionL.

The spaceAD
σ of the matrix functions, corresponding to a loopσ = {γ (x), α(x)} in

M0, is the space of sections of finite-dimensional affine bundle over the loop, because
for any two functionsL1, L2 ∈ AD

σ their difference is the Lax matrix,L1 − L2 ∈ LD.
Therefore, for a generic divisorD the spaceAD

σ is non-trivial only if degD = N ≥ g.
The functional dimension ofAD

σ is equal tor2(N−g+1), while the functional dimension
of AD equalsr2(N + 1).
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Lemma 5.1. If D = K is the zero divisor of a holomorphic differentialdz, then the map

L ∈ AK �−→ {αs(x), βs(x), γs(x), κs(x)} (5.4)

is a bijective correspondence ofAK and the space of functions periodic inx such that

∂xz(γs(x)) = −αT
s (x)βs(x),

rg∑
s=1

βs(x)αs(x)
T = 0, (5.5)

modulo the gauge transformations

αs(x) �−→ λs(x)αs(x), βs �−→ λ−1
s (x)βs(x), κs(x) �−→ κs(x)+ ∂x ln λs(x), (5.6)

αs(x) �−→ W(x)T αs(x), βs(x) �−→ W−1(x)βs(x), (5.7)

whereλs(x) is a non-vanishing function periodic inx andW(x) ∈ ĜLr a periodic
non-degenerate matrix function.

Note that from (5.2) it follows that locally in the neighborhood ofγs(x) the matrix
functionL(x,Q) ∈ AD

σ can be regarded as a connection of the bundleV̂ overS1 × �

along the loop{γ (x), α(x)}. Indeed, ifF is a space of local sections of this bundle,
which can be identified with the space of meromorphic vector functionsf (x, z) that
have the form (2.1) in the neighborhood ofγs , then(

∂x + LT (x, z)
)
f (x, z) ∈ Fs . (5.8)

Another characterization of the constraints (5.2) is as follows.

Lemma 5.2. A meromorphic matrix-functionL in the neighborhood ofγs(x) with a
pole atγs(x) satisfies the constraints (5.2) if and only if there exists a holomorphic
matrix function-s(x, z) with at most a simple zero ofdet-s at γs such thatL is gauge
equivalent

L = -sL̂-
−1
s + ∂x-s -

−1
s (5.9)

to a holomorphic matrix function̂L.

The tangent space toAD is the space of functions ofx with values in the tangent space
to the space of Lax matricesT (LD).

Lemma 5.3. Let L ∈ AD
σ andM ∈ ND′

γ (x),α(x), then the commutator[∂x − L,M] =
Mx + [M,L] is a tangent vector toAD atL if and only if its divisor of poles outside of
γs(x) is not greater thanD.

From Eqs. (5.2) it follows that the Laurent expansion of the matrix functionT = Mx +
[L,M] at the pointγs(x) has the form (2.39), wherėzs andα̇s are given by formulae
(2.7, 2.8). That proves thatT is a tangent vector toLD.

Lemma 5.3 shows that the zero-curvature equation

Lt = Mx + [M,L] (5.10)
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is a well-defined system, whenever we can defineM(L), such that the conditions of
the lemma are satisfied. Our goal is to construct the zero-curvature equations that are
equivalent todifferential equations. That requiresM(L) to be expressed in terms ofL
and its derivatives inx.

It is instructive enough to consider the case when all the multiplicities of the points
Pi ∈ D equalmi = 1. Let AD

0 be an open set inAD such that the singular part of
L ∈ AD

0 atPi has different eigenvalues

L(x, q) = w−1
i Ci(x) u

(i)(x)C−1
i (x)+O(1), wi = wi(q), wi(Pi) = 0,

u(i) = diag
(
u
(i)
1 (x), . . . , u(i)r (x)

)
, u

(i)
k (x) �= u

(i)
l (x), k �= l. (5.11)

Lemma 5.4. LetL(x,w) be a formal Laurent series

L =
∞∑

j=−1

lj (x)w
j (5.12)

such thatl−1(x) = C(x)u(x)C−1(x), whereu is a diagonal matrix, with distinct diag-
onal elements. Then there is a unique formal solutionI0 = I0(x,w) of the equation

(∂x − L(x,w))I(x,w) = 0, (5.13)

which has the form

I0(x,w) = C(x)

( ∞∑
s=0

ξs(x)w
s

)
e

∫ x
x0

h(x′,w)dx′
, h = diag(h1, . . . , hr ), (5.14)

normalized by the conditions

ξ
ij
0 = δij , ξ iis (x) = 0. (5.15)

The coefficientsξs(x) of (5.14) and the coefficientshs(x) of the Laurent series

h(x,w) =
∞∑

s=−1

hs(x)w
s, h−1 = u, (5.16)

are differential polynomials of the matrix elements ofL.

Substitution of (5.14) into (5.13) gives a system of the equations, which have the form

hs − [u, ξs+1] = R(ξ0, . . . , ξs;h0, . . . , hs−1), s = −1,0,1, . . . . (5.17)

They recursively determine the off-diagonal part ofξs+1, and the diagonal matrixhs as
polynomial functions of matrix elements ofli (x), i ≤ s.

Corollary 5.1. Let I0 be the formal solution (5.14) of Eq. (5.13). Then for any diag-
onal matrixE the expressionw−mI0EI−1

0 does not depend onx0, and is formally
meromorphic, i.e. it has the form

w−mI0EI−1
0 =

∞∑
s=−m

ms(x)w
−s . (5.18)

The coefficientsms(x) are differential polynomials on the matrix elements of the coeffi-
cientsli (x).
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Expression (5.18) is meromorphic and does not depend onx0, because the essential
singularities of the factors commute withE and so cancel each other.

We are now in position to define matricesMa ,

a = (Pi,m; l) , m ≥ 1, l = 1, . . . , r, (5.19)

which are differential polynomials on entries ofL, and satisfy the conditions of Lemma
5.3. LetI0(x, q) = I0(x,w(q)) be the formal solution of Eq. (5.13) constructed above
for the expansion (5.11) ofL ∈ AD

0 atPi . Then, we defineM(i,m;l)(x, q) as the unique
meromorphic matrix function, which has the form (2.3), (2.4) at the pointsγs(x), and is
holomorphic everywhere else except at the pointPi , where

M(i,m;l)(x, q) = w−m(q)I0(x, q)ElI
−1
0 (x, q)+O(1), E

ij
l = δil δ

j l . (5.20)

As before, we normalizeM(i,m;l) by the conditionM(i,m;l)(x, P0) = 0.
It is necessary to mention, thatMa , as a function ofL, is defined only locally, because

it depends on a representation of the singular part ofL atPi in the form (5.11).

Theorem 5.1. The equations

∂aL = ∂xMa + [Ma,L], a = (Pi,m; l) (5.21)

define a hierarchy of commuting flows onAD
0 .

Let the coefficients of (5.12) be periodic functions ofx. Then, Lemma 5.4 implies that

I0(x + T ,w) = I0(x,w)ep(w), p =
∫ T

0
h(x,w)dx. (5.22)

Therefore, the columns ofI0 are Bloch solutions of Eq. (5.13), i.e. the solutions that
are eigenvectors of the monodromy operator. The diagonal elements of the matrixp(w)

are the formal quasimomentum of the operator (5.13).
Our next goal is to show that forDK ≥ 0 the zero curvature equations are Hamiltonian

on suitable symplectic leaves, and identify their Hamiltonians with coefficients of the
quasimomentum matricespi corresponding to the expansion (5.11) ofL at the punctures
Pi ,

pi(w) =
∞∑

s=−1

H(i,s)w
s, H(i,s) = diag{H(i,s;l)}. (5.23)

Let us fix a holomorphic differentialdz with simple zeros, and a set of diagonal matrix
functionsv(i)(x). Then for a divisorD, suchDK is effective, we define first a subspace
BD of AD

0 by the constraints

∂x

(
u(i)(x)− v(i)(x)

)
= 0, (5.24)

whereu(i) are the matrices of eigenvalues (5.11) of the singular parts ofL ∈ AD
0 . Next

we define a foliation ofBD. The leaveŝPD
0 of the foliation are parameterized by sets of

constant diagonal matricesc(m) with distinct diagonal elements, and are defined by the
equations

u(m)(x)− v(m)(x) = c(m), if dz(Pm) �= 0. (5.25)
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We would like to stress the difference between the constraints (5.24) and (5.25). Equa-
tions (5.24) imply that for all the points of the divisorD the differences(u(i)(x)−v(i)(x))
arex− independentmatrices. ForPm ∈ DK we require additionally that the difference
equals the fixed matrix.

As before, we define a two-form on̂PD
0 by formula (4.2), where now

;(q) = Tr

(∫ x0+T

x0

(
I−1δL ∧ δI

)
dx −

(
I−1δI

)
(x0) ∧ δp

)
(5.26)

andI is the matrix of the Bloch solutions of (5.13), i.e.

(∂x − L(x, q))I(x, q) = 0, I(x + T , q) = I(x, q)ep (q). (5.27)

We would like to emphasize that this definition is a slight modification of the formula
for symplectic structure for soliton equations, proposed in [9]. The second term in (5.26)
gives zero contribution in the conventional theory. It is here to remove the dependence
on the choice ofx0 in the definition as may be seen as follows. The monodromy property
(5.27) implies

Tr
(
I−1δL ∧ δI

)
(x + T )− Tr

(
I−1δL ∧ δI

)
(x) = Tr

((
I−1δLI

)
(x) ∧ δp

)
.

(5.28)

Using the equationsδLI = δIx − LδI, we obtain

Tr
(
I−1δLI

)
= Tr

(
∂x

(
I−1δI

))
. (5.29)

Hence, the form; does not depend on a choice of the initial pointx = x0.
The same arguments as before show thatω when restricted tôPD

0 does not depend
on the normalization of the Bloch solutions.

Theorem 5.2. The formula (4.2) with; given by (5.26) defines a closed two-form on
P̂D

0 . This is gauge invariant with respect to the affine gauge group̂GLr .
If D ≥ K, then the contraction ofω by the vector field∂a defined by (5.21) equals

i∂aω = δHa, (5.30)

where fora = (Pi,m; l),
H(i,m;l) = −resPi

Tr
(
w−mEl p

)
dz, (5.31)

andp is the quasi-momentum matrix.

The proof of this theorem proceeds along identical lines to the proof of the stationary
analogs of these results presented above. First, we show that under the gauge transfor-
mationL′ = g−1Lg − g−1∂x, I

′ = g−1I the form; gets transformed to

;′ = ;+ Tr
∫ x0+T

x0

(2δh ∧ δL− 2Lδh ∧ δh+ δhx ∧ δh) dx, (5.32)

whereδh = δgg−1. Note that the last term does not contribute to the residues. The first
two terms are meromorphic on� with poles atγs andPi ∈ D, only. Therefore, a sum of
their contributions to residues of;′dz equals zero. Hence,ω does descend to a form on

P̂D = P̂D
0 /ĜLr . (5.33)
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Using (5.32) for the gauge transformation (5.9), where-s depends on a pointz in the
neighborhood ofγs , we obtain

resγs;dz = −2
∫ x0+T

x0

(
δκs(x) ∧ δzs(x)+

r∑
i=1

δβi
s(x) ∧ δαi

s(x)

)
dx. (5.34)

From (5.14) we obtain that ifdz(Pi) = 0, then

resPi
;dz

= Tr

(∫ x0+T

x0

(
δu(i)(x) ∧

∫ x

x0

δu(i))(y)dy

)
dx − δu(i)(x0) ∧

∫ x0+T

x0

δu(i)(x)dx

)
.

(5.35)

Equations (5.24) imply that the restriction ofδu(i) to P̂D
0 is x-independent. Then, from

(5.35) it follows that the pointsPi ∈ K give zero contribution toω. From (5.14) and
(5.25) it follows that the formδII−1 when restricted tôPD

0 is holomorphic in the
neighborhood ofPm ∈ DK. Therefore, in this neighborhood(

δIxI
−1+ δII−1

x

) ∣∣∣P̂D
0

= 0(1). (5.36)

Using this equality we obtain that onPD
0 the following equation holds:

resPm;dz = −2resPmTr

(∫ x0+T

x0

(
LδII−1 ∧ δII−1dx

))
dz. (5.37)

Therefore, restricted tôPD
0 the formω is equal to the integral over the period of (4.24).

The proof of Eq. (5.30), whereHa is given by (5.31) is almost identical to the proof of
(4.26).

Important remark. The formulae (5.34) and (5.37) do not directly imply thatω restricted
to P̂ is non-degenerate, because of the constraints (5.24). The conventional theory of
the soliton equations, and results of the next section provide some evidence that it is
non-degenerate forDK ≥ 0, although at this moment the author does not know a direct
proof of that. Anyway, Eq, (5.30) shows that Eqs. (5.21) are Hamiltonian on suitable
subspaces ofPD. Then, commutativity of flows implies

{Ha,Hb} = 0. (5.38)

The previous results can be easily extended for the case when the leading coefficient of
the singular part ofL at the puncturePi has multiple eigenvalues.

Lemma 5.5. LetL(x,w)be a formal Laurent series (5.12) such thatl−1 = C(x)uC−1(x),
andu = uiδ

ij is a constant diagonal matrix. Then there is a unique formal solution
I0 = I0(x,w) of Eq. (5.13), which has the form

I0(x,w) = C(x)

( ∞∑
s=0

ξs(x)w
−s
)

T (x,w), T (x0, w) = 1, (5.39)

where

ξ
ij
0 = δij ; ξ

ij
s (x) = 0, if ui = uj , s ≥ 1, (5.40)
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and the logarithmic derivativeh(x,w) ofT is a formal series with non vanishing entries
only for indices(i, j), such thatui = uj , i.e.

h = ∂xT T −1 = uw−1+
∞∑
s=0

hs(x)w
s, hij = 0, if ui �= uj . (5.41)

The coefficientsξs(x) of (5.39) and the coefficientshs(x) of (5.41) are differential poly-
nomials of the matrix elements ofL.

Substitution of (5.39) in (5.13) gives a system of the equations which have the form
(5.17) They recursively determineξ ijs+1 for indices(i, j) such thatui �= uj and the
matrixhs , as polynomial functions of the matrix elements ofli (x), i ≤ s.

Corollary 5.2. LetI0 be the formal solution (5.39) of Eq. (5.13). Then for any diagonal
matrixE = Eiδ

ij such thatEi = Ej , if ui = uj , the expressionw−mI0EI−1
0 does

not depend onx0, and is formally meromorphic. The coefficientsms(x) of its Laurent
expansion (5.18) are differential polynomials of the entries of the coefficientsli (x).

The expressionw−mI0EI−1
0 is meromorphic and does not depend onx0 because

[T , E] = 0.
The corollary implies that if singular parts ofL at the puncturesPi have multiple

eigenvalues, then the commuting flows are parameterized by sets

a = (Pi,m;Eλ) , (5.42)

whereEλ is a diagonal matrix that satisfies the condition of Corollary 5.2. The Hamil-
tonians of the corresponding equations are equal to

Ha = −resPi
Tr

(
w−mEλ

∫ T

0
h(x)dx

)
dz. (5.43)

Example. Field analog of the elliptic CM system. Let us consider the zero curvature
equation on the elliptic curve with one puncture. We use the same notation as in Sect. 4.
In the gaugeαs = es, e

j
s = δ

j
s , the phase space can be identified with the space

of elliptic matrix functions such thatLij has a pole at the pointqj (x) and z = 0,
only. From (5.2) it follows that the residue ofLjj atqj equals−qjx . Therefore,Ljj =
pj +qjx(ζ(z)−ζ(z−qj )−ζ(qj ). Equation (5.2) implies also thatLji(qj ) = 0, i �= j .

Let us assume, as in the case of the elliptic CM system, that the singular part ofL

at the puncturez = 0 is a point of the orbit of the adjoint action corresponding to the
diagonal matrix diag(r − 1,−1, . . . ,−1). Then, taking into account the momentum
map corresponding to the gauge transformation by diagonal matrices, we get that the
non-stationary analog of the Lax matrix for the CM system has the form

Lii = pi + qix (ζ(z)− ζ(z− qi)− ζ(qi)) , (5.44)

Lij = fifj
σ (z+ qi − qj ) σ (z− qi)σ (qj )

σ (z)σ (z− qj ) σ (qi − qj ) σ (qi)
, i �= j. (5.45)

The valuesf 2
i are fixed to

f 2
i = 1+ qix,

r∑
i=1

qix = 0. (5.46)
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According to (5.34), the symplectic form equals

ω =
∫ T

0

(
r∑

i=1

δpi(x) ∧ δqi(x)

)
dx �−→ {pi(x), qj (y)} = δij δ(x − y). (5.47)

The commuting Hamiltonians are coefficients of the Laurent expansion atz = 0 of the
quasimomentum, corresponding to the only simple eigenvalue of the singular part ofL

at z = 0. To find them we look for the solution of (5.13) in the form

ψ = C(x, z)e
∫ x

0 h(x′,z)dx′ , (5.48)

C =
( ∞∑
s=0

C(s)(x)zs

)
, h =

∞∑
s=−1

hs(x)z
s, (5.49)

whereC(0) is the eigenvector of the singular part ofL, corresponding to the eigenvalue
(r − 1), i.e.

C
(0)
i = fi, (5.50)

and the coefficientsC(s) for s > 0 are vectors, normalized by the condition

r∑
i=1

fiC
(s)
i = 0, s > 0. (5.51)

Substitution of (5.44,5.45) into (5.13) gives a system of the equations for the coordinates
Ci of the vectorC:

∂xCi + hCi = qixCi [ζ(z)− ζ(z− qi)− ζ(qi)]

+fi
∑
j �=i

fjCj

[
ζ(z)− ζ(z− qj )+ ζ(qi − qj )− ζ(qi)

]
, (5.52)

where we use the identity

σ(z+ qi − qj ) σ (z− qi)σ (qj )

σ (z)σ (z− qj ) σ (qi − qj ) σ (qi)
= ζ(z)− ζ(z− qj )+ ζ(qi − qj )− ζ(qi). (5.53)

Taking the expansion of (5.52) atz = 0, we find recursively the coefficients ofC(s)
i and

densitieshs of the Hamiltonians. The first two steps are as follows:
The coeffcients atz−1 of the right- and left-hand sides of (5.52) give

h−1 = qix +
∑
j �=i

f 2
j = qix + (r − f 2

i ) = r − 1. (5.54)

The next system of equations is

fix + fih0 + (r − 1)C(1)
i = pifi + qixC

(1)
i + fi

∑
j �=i

(
fjC

(1)
j + f 2

j Vij

)
, (5.55)
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where

Vij = ζ(qj )+ ζ(qij )− ζ(qi), qij = qi − qj . (5.56)

Using (5.51), we get

rC
(1)
i + fih0 = pifi − fix + fi

∑
j �=i

f 2
j Vij . (5.57)

Multiplying (5.57) byfi and taking a sum overi, we find upon using (5.51) and skew-
symmetry ofVij ,

rh0 =
r∑

i=1

pif
2
i =

r∑
i=1

pi(1+ qix). (5.58)

In the same way we get the system of equations forC
(2)
i ,

rC
(2)
i + ∂xC

(1)
i + h0C

(1)
i + h1fi

= piC
(1)
i + qixfi℘ (qi)+ fi

∑
j �=i

fj

(
C
(1)
j Vij + fj℘ (qj )

)
. (5.59)

Consequently the expression for the density of the second Hamiltonian is

r2h1

= r
∑
i

qixf 2
i ℘ (qi)+ C

(1)
i (fix + pifi)+

∑
j �=i

(
f 2
i fjC

(1)
j Vij + f 2

i f
2
j ℘ (qj )

)
= r

∑
i

(r − 1)f 2
i ℘ (qi)+ C

(1)
i

fix + pifi +
∑
j �=i

fif
2
j Vji

 . (5.60)

For the first line we have used the equation
∑

i

(
fiC

(1)
ix + fixC

(1)
ix

)
= 0. From (5.57) it

follows that the second term in (5.60) equals

II = −rh2
0 +

∑
i

p2
i f

2
i − f 2

ix +
∑
j �=i

(f 2
i )xf

2
j Vij +

∑
j,k �=i

f 2
i f

2
j f

2
k VijVki

 . (5.61)

For any triple of distinct integersi �= j �= k �= i the following equation holds:

VijVki + VjkVij + VkiVjk = −℘(qi)− ℘(qj )− ℘(qk). (5.62)

In order to prove (5.62), it is enough to check that the left-hand side, which is a symmetric
function of all the variablesqi, qj , qk, as a function of the variableqi , has double pole
at qi = 0, and is regular atqi = qj . In the same way one can obtain the well-known
relation

VijVji = −℘(qi)− ℘(qj )− ℘(qij ). (5.63)
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Equations (5.62, 5.63) imply

∑
i

∑
j,k �=i

f 2
i f

2
j f

2
k VijVki = −

∑
i

rf 2
i (r − f 2

i )℘ (qi)+
∑
j �=i

f 2
i f

4
j ℘ (qij )

 . (5.64)

From (5.56) it follows

∑
j �=i

(f 2
i )xf

2
j Vij = 1

2

∑
j �=i

(
(f 2

i )xf
2
j − f 2

i (f
2
j )x

) (
ζ(qij )− 2ζ(qi)

)

=− 1

2

∑
i

2rqixxζ(qi)−
∑
j �=i

qijxxζ(qij )


+ 1

2

∑
j �=i

(
qixxqjx − qjxxqix

)
ζ(qij ). (5.65)

The first sum is equal to

1

2

∑
i

2rqixxζ(qi)−
∑
j �=i

qijxxζ(qij )


= 1

2

∑
i

2rqixf
2
i ℘ (qi)−

∑
j �=i

q2
ijx℘ (qij )

+ ∂xF, (5.66)

where

F = 1

2

∑
i

2rf 2
i ζ(qi)−

∑
j �=i

qijxζ(qij )

 . (5.67)

The first terms in (5.60), (5.64), (5.65) cancel each other. The functionF , as a function
of the variableqi , has poles at the points 0, qj , j �= i and the sum of its residues at these
points equals

rf 2
i −

∑
j �=i

qijx = r. (5.68)

Therefore, it has the same monodromy properties with respect to all the variables. The
functionsqi(x) represent loops on the elliptic curve. Therefore,qi(x+T ) = qi(x)+bi ,
wherebi is a period of the elliptic curve. The constraint (5.46) implies

∑
i bi = 0. Then,

from (5.68) it follows thatF is aperiodicfunction ofx. The densities of the Hamiltonians
are defined up to a total derivative of periodic functions inx. Hence, a density of the
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second Hamiltonian of the hierachy equals

r2h̃1 = − 1

r

(∑
i

(pi(1+ qix)

)2

+
∑
i

(
p2
i (1+ qix)− q2

ixx

4(1+ qix)

)
(5.69)

− 1

2

∑
j �=i

(
(qixxqjx − qjxxqix

)
ζ(qij ) (5.70)

+ 1

2

∑
j �=i

(
(1+ qix)(1+ qjx)

2+ (1+ qjx)(1+ qix)
2− q2

ijx

)
℘(qij ). (5.71)

The transformationpi → pi + f (x) does not changehs for s > 0. In particular, the
first two terms in (5.69) can be rewritten as

−1

r

(∑
i

(pi(1+ qix)

)2

+
∑
i

p2
i (1+ qix) = 1

2r

∑
i,j

(pi − pj )
2(1+ qix)(1+ qjx).

(5.72)

The symplectic form (5.47) restricted to the subspace∑
i

qi = 0,
∑
i

pi = 0, (5.73)

is non-degenerate. The HamiltoniansHs =
∫ T

0 hs(x)dx restricted to this space generate
a hierarchy of commuting flows, which we regard as field analog of the elliptic CM
system. Forr = 2 the Hamiltonian 2H1 has the form (1.10), whereq = q1 = −q2, p =
p1 = −p2.

6. The Algebro-Geometric Solutions

So far, our consideration of the Bloch solutions (5.27) has been purely local and for-
mal. For genericL ∈ AD

0 the series (5.14, 5.16) for the formal solutionsI(x, q), and
quasimomentum have zero radius of convergence. The main goal of this section is to
construct algebro-geometric solutions of the zero curvature equations, for which these
series do converge and, moreover, have meromorphic continuations on a compact Rie-
mann surface.

Let T̂ (q) be a restriction of the monodromy operatorf (x)→ f (x+T ) to the space
of solutions of the equation(∂x − L(x, q)f = 0, wheref is a vector function. Then,
we define the Riemann surfacê� of the Bloch solutions by the characteristic equation

R(µ, q) ≡ det
(
µ− T̂ (q)

) = µr +
r∑

j=1

Rj (q)µ
r−j = 0. (6.1)

Lemma 6.1. The coefficientsRj (q) of the characteristic equation (6.1) are holomorphic
functions on� except at the pointsPi of the divisorD.
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Proof. In the basis defined by columns of the fundamental matrix of solutions to the
equation(∂x−L)F(x, q; x0) = 0, F (x0, q, x0) = 1, the operator̂T (q) can be identified
with the matrix

T̂ (q) = F(x0 + T , q; x0). (6.2)

A priori this matrix is holomorphic on� except at the points of the divisorD and at
points of the loopsγs(x), whereL has singularities. From Lemma 5.2 it follows that in
the neighborhood of the loop we have

F = -s(x, q)F̃ (x, q)-−1
s (x, q), F̃ (x0, q) = 1, (6.3)

whereF̃ is a holomorphic matrix function, and-s is defined by (2.14), (2.18), (2.19).
The function-s is periodic, becauseγs, αs are periodic. In the neighborhood of the loop
γs , the functionsRj (q) coincide with the coefficients of the characteristic equation for
F̃ . Therefore, they are holomorphic in that neighborhood. The lemma is then proved.

It is standard in the conventional spectral theory of periodic linear operators that for
a generic operator the Riemann surface of the Bloch functions is smooth and has infinite
genus. For algebro-geometric or finite-gap operators the corresponding Riemann surface
is singular, and is birational equivalent to asmoothalgebraic curve.

It is instructive to consider first, as an example of such operators, the case, whenL

does not depend onx, i.e.L ∈ LD. In this case the equation(∂x − L)ψ = 0 can be
easily solved. The Bloch solutions have the form

ψ = ψ0e
kx, (6.4)

whereψ0 is an eigenvector ofL, andk is the corresponding eigenvalue. These solutions
are parameterized by pointsQ of the spectral curvê�0 of L. The image of̂�0 under the
map intoC1× � defined by formula

(k, q) ∈ �̂0 �−→ (µ = ekT , q) ∈ C1× � (6.5)

is the Riemann surfacê� defined by (6.1), where the coefficients are symmetric poly-
nomials ofeki(q)T .

For example, if̂�0 is defined by the equation

k2+ u(q) = 0, (6.6)

whereu(q) is a meromorphic function with double poles at the points ofD, then�̂ is
defined by the equation

µ2+ 2R1µ+ 1= 0, R1(q) = cosh(
√
u(q)). (6.7)

The Riemann surface defined by (6.7) is singular. Projections onto� of the points of
self-intersection of̂� are roots of the equation

u(q) =
(
πN

2T

)2

, (6.8)

whereN is an integer. The coefficientu(q) has poles of the second order atD, u =
a2
i w
−2 + O(w−1), wherew is a local coordinate atPi ∈ D. Therefore, as|N | → ∞,
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the roots of (6.7) tend to the points ofD. The coordinates of the singular pointsqi,N that
tend toPi equal

w(qi,N ) = 2T ai(πN)−1+O(N−2). (6.9)

As usual in perturbation theory, for genericL each double eigenvalueqi,n splits into two
smooth branch pointsq±i,n. By analogy with the conventional theory we expect, that ifL

is an analytic function ofx, then the differences|w(qi,N ) − w(q±i,N )| < O(N−k) will

decay faster that any power ofN−1.
Localization of the branch points is a key element in the construction [19] of a

theory of theta-functions for infinite genus hyperelliptic curves of the Bloch solutions
for periodic Sturm–Liouville operators. In [20] a general approach for the construction
of Riemann surfaces of the Bloch functions was proposed. The model of the spectral
curves developed in [20] was chosen in [21] as a starting point of the theory of general
(non-hyperelliptic) infinite-genus Riemann surfaces. It was shown that for such surfaces
many classical theorems of algebraic geometry take place.

Algebro-geometric or finite-gap operators can be seen, as operators for which there
are only a finite number of multiple eigenvalues that split into smooth branch points. Let
�̂ be a smooth genuŝg algebraic curve that is anr-branch cover of�. Note that unlike
the stationary case, for given a rankr there is no relation between̂g, and the genusg
of �. As ĝ increases the dimension of the space ofr-sheeted cover increases. It equals
2(ĝ − rg + r − 1).

Assume that the preimagesP l
i , P

l
0 on�̂ of the points of a divisorD, and a pointP0 on

� are not branch points. The definition of the Baker-Akhiezer function corresponding
to this data and to a non-special degreeĝ + r − 1 divisor γ̂ on �̂ is as follows:

10. ψ is a meromorphic vector function on̂� except at the pointsP l
i . Its divisor of

poles on̂� outside ofP l
i is not greater than̂γ .

20. In the neighborhood ofP l
i the vector functionψ has the form

ψ = ξi,l(q, t)exp

(∑
m

t(i,m;l)w−m
)
, (6.10)

whereξi,l(q, t) is a holomorphic vector-function.
30. Evaluation ofψ at the puncturesP l

0 are vectors with coordinates(ψ(P l
0))

(i) = δil .

Theorem 6.1. Let ψ(q, t) be the Baker–Akhiezer vector function associated with a
non-special divisor̃γ on �̂. Then, there exist unique matrix functionsM(i,m;l)(q, t) ∈
ND

γ (t),α(t) such that the equations(
∂(i,m;l) −M(i,m;l)

)
ψ(q, t) = 0 (6.11)

hold.

Now, let v(i)l (x) be a set of periodic functions,
∫ T

0 v
(i)
l dx = 0, andu(i)l be a set of

constants. Then the change of the independent variables

t(i,1;l) = xu
(i)
l + v

(i)
l (x)+ t ′(i,1;l) (6.12)
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define the Baker–Akhiezer functionψ , as a function of(q, t) and the variablex. From
(6.11) it follows that

(∂x − L)ψ = 0, L =
∑
i,l

(
u
(i)
l + ∂xv

(i)
l

)
M(i,1;l). (6.13)

As follows from Lemma 5.2, the vectorD(Ma), a = (i,m; l), corresponding toMa

under (2.6), is tangent to(γs(ta), αs(ta)). Therefore,D(L) is tangent to(γs(x), αs(a)).
In general,L constructed above is not a periodic function ofx. It is periodic, if we

impose additional constraints on the set of data that are the curve�̂ and the constants
u
(i)
l . We call the set{�̂, u(i)l } admissible if there exists a meromorphic differentialdp on

�̂ which has second order poles atP l
i ,

dp = −u(i)l dw
(
w−2+O(1)

)
, (6.14)

and such that all periods ofdp are multiples of 2πi/T ,∮
c

dp = 2πimc

T
, mc ∈ Z, c ∈ H1(�,Z). (6.15)

Lemma 6.2. The Baker–Akhiezer functionψ , associated with an admissible set of data
{�̂, u(i)l } satisfies the equation

ψ(x + T , q) = gψ(x, q)µ(q), µ = ep(q)T , (6.16)

whereg is the diagonal matrixg = diag(µ(P 1
0 ), . . . , µ(P

r
0 )).

From (6.15) it follows that the functionµ defined by the multi-valued abelian integral
p is single-valued. Equation (6.16) follows from the uniqueness of the Baker-Akhiezer
function, because the left- and the right-hand sides have the same analytic properties.

The matrix functionL constructed with the help ofψ satisfies the monodromy prop-
erty

L(x + T , q) = gL(x, q)g−1. (6.17)

Let S = S(T , p) be a space of curveŝ� with meromorphic differentialdp satisfying
(6.15). We would like to mention that the closure ofS, asT →∞, coincides with the
space of all genuŝg branching covers of�.

Corollary 6.1. A set of datâ� ∈ S, [γ̂ ] ∈ J (�̂), and a set of periodic functionsv(i)l (x)

define with the help of the corresponding Baker-Akhiezer function a solution of the
hierarchy (5.21) onBD/ĜLr .

The finite-gap or algebro-geometric solutions are singled out by the constraint that there
is a Lax matrixL1 ∈ LnD such that

[∂x − L,L1] = 0. (6.18)

Indeed, letk be a function on̂� with divisor of polesnD̂, whereD̂ is the preimage of
D. If n is big enough this exists. Letψ be the Baker–Akhiezer function on̂�, then as it
was shown above there is a unique Lax matrixL1 such that

L1(t, q)ψ(t, q) = k(q)ψ(t, q). (6.19)

Equation (6.19) implies that the spectral curve ofL1 is birationally equivalent to the
Riemann surfacê� of Bloch solutions forL.
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Theorem 6.2. The formω defined by (4.2) and (5.26) restricted to the space of algebro-
geometric solutions, corresponding to a set of functionv

(i)
l (x) equals

ω =
ĝ+r−1∑
s=1

δp(γ̂s) ∧ δz(γ̂s). (6.20)

The meaning of the right-hand side of this formula is analogous to that of formula
(4.51). It shows that the formω restricted to the space of algebro-geometric solutions is
non-degenerate.

It is well-known that the finite-gap solutions of the KdV hierarchy are dense in the
space of all periodic solutions ([22]). As shown in [20] the finite-gap solutions are dense
for the KP-2 equation as well. It seems quite natural to expect that the similar result is
valid for the zero-curvature equations on an arbitrary algebraic curve, as well. In the
conjectured scenario the infinite dimensional spaceBD can be identified with a direct
limit of finite-dimensional spacesLnD, asn→∞. We are going to address that problem
in the near future.
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