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INTRODUCTION 

The role of the algebra of complex-valued vector fields on the circle ~ (S ~) (Witt al- 
gebra) and its central extension ~= in the theory of a free boson quantum string, especially 
in dimension d = 26, is well known. These algebras contain Z-graded subalgebras L C$ (S ~) 
and L c c ~, where L c is a central extension of L and generated by a basis (ei, t) in which 
one has the relations 

i a - - i  ~ .  . [ei'e~]~(]--i)ei+~+t t2 , , -v  (1)  

Here ,  e i = z i + ~ ( 8 / ~ z ) ,  t i s  a g e n e r a t o r  o f  t h e  c e n t e r .  The a l g e b r a  L C i s  c a l l e d  t h e  " V i r a s -  
oro  a l g e b r a , "  and ~ t h e  " G e l ' f a n d - F u k s  a l g e b r a . "  

The a l g e b r a s  L and L c have t h e  d e c o m p o s i t i o n  

L c = L+ + L~ + L_, (2) 

where L0 c = (e0, t), and the subalgebras L± are generated by the elements el, i ~ 1 and i ~ 
-i, respectively. 

The central extensions L c, ~¢ of the algebras L, ~ are given by the Gel'fand-Fuks co- 
cycle 

2~ 

~ / ~  d~, ~ ---- ~ ' .  ( 3 ) ? (/, g) 
0 

Here the fields have the form ](~)O~,g (~)0~. 

The most fundamental class of representations of the algebra L c for the theory of a 
free string, the "Verma modules," is given by a generating vector ¢0 with the conditions 

L+~o = O, eoCDo ----NcDo, tCPo = C~o 

and is realized by vectors of the form 

(4) 

rill .¢.~ n~.~% e% ..... ~k~°' i,<i~<...<i~<0. (5) 

In particular, the vacuum vector in the Fok representation is an example of a vector #0, 
although in quantum theory there arises a quite complicated algebraic aggregate composed 
of different Verma modules (cf. [i, 2]). 

The geometric approach of Polyakov'et el., to the introduction of interactions in the 
theory of a string necessarily leads to complicated problems of the algebraic geometry of 
Riemann surfaces [3, 4]. However, the role of the Virasoro algebra in this approach is ab- 
solutely not apparent. The goal of the present paper is the construction, as we hope, of 
regular analogs of Virasoro algebras and Verma modules, connected with nontrivial Riemann 
surfaces of genus g > 0. It is not surprising that the vacuum should be reconstructed and 
naive Verma modules be replaced by more complicated objects. Green and Shwartz [5] point 
to this in the single loop case also. 
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Although the goal cited is basic, we also consider briefly another physically important 
example of algebras, "the current algebras" G(SI), composed of functions on the circle with 
values in a semisimple Lie algebra G with the natural commutator, and its central extension. 
In it there also lies a Z-graded subalgebra (KacMoody algebra), consisting of trigonometric 
polynomials. For such algebras there is also a decomposition of type (2), where L 0 = G + C, 
and also a theory of Verma-type modules. 

The starting point of our paper is the observation that the nontrivial Riemann surfaces 
generate, in the algebras of vector fields~(S1), the current algebras G(S ~) and their central 
extensions, dense subalgebras more complicated than Virasoro and KacMoody. These subalgebras 
are not Z-graded (cf. Sec. i). Starting from the properties of these subalgebras there arises 
naturally an important concept of "generalized-graded" or "k-graded" algebras and modules. 

Definition. The algebra G=~ G i is said to be k-graded if for all Gj, G i we have 
~-~ 

¢+j+t 

GiG, C ~ G,. (6) 
~=~+j--k 

For k = O, we get ordinary Z-graded algebras. 

Analogously, one introduces the concept of N-graded modules M over k-graded algebras 

~=kd-N 

G~M I----- ~ M~+~. 
S------k--N 

(7) 

Trivial Example. Let k = 0 and G be the algebra of Laurent polynomial fields G = L 
on S 2 (or on S I, Izl = i). Let the module M = EM i consist of functions of the form 

N N 

- ,  • (8) 

Here P is a Laurent polynomial. We have 

N 

L~M~ C ~, M~+i~. (9) 
S ~ - - N  

Thus, the module M is N-graded although the algebra itself is 0-graded. This example shows 
the naturality of the class of N-graded modules in algebrogeometric constructions of the 
theory of solitons of the type of "Baker-Akhiezer functions" (cf. Sec. 6). 

The concepts introduced here are easily generalized to gradings with values in any 
Abelian group (continuous ones included), while the examples of greatest interest for us 
are the groups Z, Z k, R, R k (Sec. 6). 

In Sec. I we introduce important subalgebras in the algebras of vector fields on the 
circle, depending on a Riemann surface F, we prove that they have k-gradings, decompositions 
of type (2), where L+, L_ are Lie subalgebras and the dimension of L 0 depends on the genus 
g. This decompositionlets us introduce analogs of Verma modules 

L + ~ o - - - - - O ,  t O o - - - - c O  o . 

A realization of these modules, naturally generalizing the realization of Feigin-Fuks for 
g = 0 (cf. [6]), is given in Sec. 4. For any algebraic curves of genus g > 0 we establish 
the density of these subalgebras in the algebra of vector fields on S I and an important 
formula for the central charge in terms of the tensor weight of the modules on which the 
representation 

c = - - 2  (6A 2 -- 6~ q- i )  ( 1 0 )  

is realized. The polynomial (i0) appeared in Mumford [7] for the Chern class of bundles 
over the space of moduli, but its connection with algebras of Virasoro type is important. 

We note that just as naturally as the generalizatoin of Virasoro and KacMoody algebras 
there arises in our considerations a generalization of the Heisenberg algebra. These re- 
sults are given in Secs. 3 and 4. The concluding section of the paper is devoted to connec- 
tions of this theory with the theory of solitons. 
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The authors express gratitude to Alvarez-Gome, A. T. Fi!ipov, B. L. Feigin, conversa- 
tions with whom stimulated the posing of the problems considered and the ideas of the pres- 
ent paper. 

i. Al~ebras of Vector Fields on Al~ebraic Curves 

Let F be a nonsingular algebraic curve of genus g with two distinguished points P+ in 
general position. We denote by L F the algebra of meromorphic vector fields on F, holo~orphic 
outisde P+. (For g = 0, if as P+ one chooses the points z = 0 and z = ~ in the extended 
complex plane, then the algebra [.r coincides with the ordinary algebra of fields which are 
Laurent polynomials. ) 

It follows from the Riemann-Roch theorem that for g > 2 one can introduce a basis e i of 
fields in L r, which are determined uniquely up to proportionality by the following conditions: 
e i has a zero of multiplicity i - go + 1 at the point P+ and a pole of multiplicity i + go - 
1 at the point P_. Here go = 3g/2, for even g the index i runs through all integers, i = 

., --i, O, i, ; for odd g, i runs through all half-integral values i = , -~/2, -~/ o. ... o.. ~, 

~/2, s/2''" If we fix local parameters z±(Q), z±(P±) = 0 in neighborhoods of the points 
P±, then e i, in neighborhoods of P±, will have the form 

~-~-~°+~ (i + O (~)) a~ e~ = . i  ~ ( I .  1) 

L e t  us  a g r e e  t o  n o r m a l i z e  e i u n i q u e l y  so  t h a t  t h e  c o n s t a n t  g i  + : 1. 

R ~ a r k .  I f  g = 1, t h e  n o r m a l i z a t i o n  c o n d i t i o n s  f o r  e i f o r  [ i [  > i / ~  a r e  t h e  s ~  as  
in  t h e  g e n e r a l  c a s e  and s l i g h t l y  d i f f e r e n t  f o r  [ i [  = i / ~ .  We r e t u r n  t o  t h i s  i n  more d e t a i l  
i n  See .  5,  where  ~ x p l i e i t  f o r m u l a s  w i l l  be  g i v e n  f o r  t h e  e i i n  t h e  e l l i p t i c  c a s e .  

L N  1. ~ i t h  r e s p e c t  t o  t h e  b a s i s  ~ i  t h e  a l g e b r a  L r i s  k - g r a d e d  wh~re k = g0:  

~ 

[e~, e~] ~ ~ e~ei+~. ( 1 . 2 )  
~ - - ~  

[The summation in (1.2) is over integral s for even g and over half-integral s for odd g.] 

The proof of the lemma is almost obvious and follows from simple calculation of the 
multiplicities of zeros and poles of [el, ej] in P±. 

Remark. Comparison of the principal parts at P± of the expansions of the right and left 
sides of (1.2) gives 

-- -- 

c[~=(j-~), c~'=(~-j) Z'a~ (1.3) 
ai+~+go 

We denote by L± (s) the subspaces of L F, generated by the vector fields e i with indices 
±i L ~Fg° + s, s~Z. As follQws from (1.2), the subspaces L+(S) with s ~ -i are subalgebras 
of . In particular, L± (-z) are the subalgebras of vector-fields from L r which, at the 
points P± (respectively), are holomorphic. 

On F we define a one-parameter family CT of contours. Let dp be a differential of the 
third kind on F with poles of the first order at the points P± with residues ±i, respectively: 
It can be normalized uniquely by requiring that its periods over all cycles be imaginary. 

Q 

Then on F there is a well-defined harmonic function Rep(Q), where P (Q)=IdP and Q0 is 
Q0 

an arbitrary initial point. The contours C~ are level lines of this function C~ = {Q: Re" 
p(Q) = ~}. For • + ±~ the contours C~ are small circles enveloping the points P;. 

Restriction of any vector field from L r to C~ defines a homomorphism of the algebra 
L F i~to the algebra of smooth vector fields on C~ -~(C~), which, for sufficiently large 
T, is ismorphic with the algebra of smooth vector fields on the circle ~(SZ). 

THEOREM i. The image i~(L F) is everywhere dense in ~(C~). 

Proof. We consider the vector field e 0. Outside the points P± it has exactly g zeros, 
Xz, -.., Xg, which, generically, one can assume different. We denote by ~n(Q) a meromorphic 
function on F having, outside P±, simple poles at ~z .... , Xg, and the form (1.4) in neigh- 
borhoods of P±: 
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bn=l (1 .6 )  ,,~ = b~nz~ n (t + 0 (z+)), z+ = z+ (Q), + 

(such f u n c t i o n s  were i n t roduced  in [8] f o r  the  c o n s t r u c t i o n  of  co~anuting d i f f e r e n c e  o p e r a t o r s ) .  
Horeover ,  we need the  "dua l "  c o l l e c t i o n  of  f u n c t i o n s  Sn+(Q), d e f i n e d  as f o l l o w s .  

Let  d~ be the  unique d i f f e r e n t i a l  of  the  t h i r d  kind wi th  poies  a t  the  p o i n t s  P2 wi th  
r e s i d u e s  ~1, v a n i s h i n g  a t  the  p o i n t s  ~ ,  . . . ,  ?~. Besides  t h e s e ,  i t  has g a d d i t i o n a l  zeros  
~z+, . . . ,  ~g+. Ne denote  by Sn+(Q) a meromorphlc f u n c t i o n  on r ,  hav ing ,  o u t s i d e  P~, po les  
a t  the  p o i n t s  ~ + ,  . . . ,  ?g+, and the  form (1 .5 )  in  neighborhoods of  t he  ~ :  

.. +.-1 ~n(l O = z~ (Q). (1 .5 )  ~ =  to~)  z ~  + (z~)) ,  z ~  

The e x i s t e n c e  and uniqueness  of  Sn and ~n + are  s imple consequences of  the  Riemann-Roch theorem. 

L ~  2. For any c o n t i n u o u s l y  d i f f e r e n t i a b l e  f u n c t i o n  F ( t )  on ~ ~ t one has 

t ~  [~ F(t')*~(t')dp(t')], (1 .6)  
F (t) - -  2~" ~ (t) <% (¢) ,~ (t')> 

~ - - ~  ~ 

where <$n~n+> denotes  the  mean over n ( t h i s  mean e x i s t s ,  s i nce  Sn~n + i s  a q u a s i p e r i o d i c  func-  
t i o n  of n). 

We note that on the whole the conditions on convergence and dependence of the rate of 
decrease of the coefficients of ~n on the smoothness of F are the same as for the ordinary 

Fourier transform. 

The proof of the lena repeats, to a considerable degree, the course of the proof for 
ordinary Fourier series. Analogously to the proof of (30) of [9] one can show that 

a ~ =  ~ ( i . 7 )  
<%~> • 

Hence 

t ~ dp(t') t ~apn+d0)~Sn, 0" (1 .8)  
2 ~  ~+~ (t') <% (t')%+ (t')> ---- ~ 

C~ C~ 

The last equation is valid since by the definition of ~n + and d~ the differential ~n+d~ is 
holomorphic outside P~ and the integral in (1.8) is equal to the residue of this differential 
at P+, or the residue at P_ with opposite sign. 

We denote by S N the partial s~ of (1.6) in which n varies from ~ to N. Then it fol- 

lows from (1.8) that 

S~_F(t)_--_ ~-~T ~ ~ %)(t)~)+~(t') (F(t')--F(t))dp(t'). 
t' 4 + c.~ ,,=-~ <% ( ) ~ Ct')> 

( 1 . 9 )  

We denote by I(Q) a function on P having a simple zero at the point P+-and a. pole of 
order g + 1 at the point P_. Then a special case of an assertion of [8] is the equation 

g+i 
~ (O) *,  (q) ~- ~, h~,+t  (O). ( 1.10 ) 

i=1  

Analogously to the case of differential operators [i0] one proves that Sn + satisfies the 
adj o i n t  equa t ion  

g + l  
x (03,+~ (Q') = Y, n + hn-~n-t. ( i. i i ) 

i=l 

From this 

N g+l N --N 
,~ (n-~ hi'' ".'+ ]Z' "" .''+~ ~ (~ (Q) -- L (Q')) ~n (Q) ~ (Q') = ~.~+~.~ - ~ n..+,.,u. (1.12) 

~--N "= --N--~ ~--N--i 
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The standard expressions for the ~n in terms of the Riemann theta-functions [8, 14] have the 
form 

%, (Q) ---~ en~(O)~n (Q), %~ (Q) ~--- e'n~(o)~ (Q). ( 1.13 ) 

We do not need the exact expressions for ~, and ~. in terms of theta-funetions. It is suffi- 
cient that they are quasi~eriodic in n and uniformly bounded on C~, if C~ does not pass 
through the points Ys, ~k ~ [(1.6) is also valid when C~ passes through ~s, ~k +, only it is 
necessary to change the normalization of ~n(Q)]. 

It follows from this and from (1.12) that 

S~t -- F (t).= ~ ~ (~dp F~, (t')(t') --_ ~,F (t)(t) [(DN (t, t') eN(~(t)"~'(t'))-- (l)-N (t, t') e-~tO'(t)-~(t'))]~. (1.14) 

where the functions ~± are uniformly bounded on C~. Since on C~, Re (p(t) - p(t')) = 0 in 
(1.14) one has the integral of a bounded, rapidly oscillating function. Integrating once 
by parts in (1.14), we get S N - F(t) + 0 and the lemma is proved. 

The assertion of the theorem follows directly from the lemma. Let E c ~(CT) be any 
smooth field on C~. Then F(t) = E/e 0 is a smooth function on C~. From this, if S N is a par- 
tial sum of the series (1.6), constructed from F, then SNe 0 - E ÷ 0. By virtue of the choice 
of the points Ys, the vector field ~ne0 for any ~n is holomorphic away from P±, and hence be- 
longs to L F. From this, SNe 0 belongs to L F and the theorem is proved. 

Remark. It follows from the proof of the theorem that for any contour C, not contain- 
ing the points P±, the restriction of L F to C is dense in the subalgebra of vector fields 
which can be extended holomorphically to the "annulus" between the two closest contours CT~, 
C~, including C between them. 

The proposition proved establishes a connection of the theory of representations of 
algebras of meromorphic vector fields with the theory of representations of ~(S~). 

To conclude the section, we give an interpretation of the subspace £0 c L F, generated 
(for g 2 2) by the field el, lil ~ go - 2. Let D be the group of diffeomorphisms of a circle. 
It acts on the manifold of moduli of curves of genus g with a distinguished Jordan para- 
metrized contour C. To define its action it suffices to reglue r along C with the help of 

! ! 
any dlffeomorphism. One gets a new algebraic curve F with contour C = C. We denote by + 
D± the subgroups of D formed by diffeomorphisms which can be extended holomorphically to r-, 
respectively. 

The two-sided cosets of D with respect to D± are points of the manifold of moduli of 
curves of genus g with distinguished contour. When C is a small contour encircling the 
point P+, this construction has been discussed by the authors A. I. Bondal, A. A. Beilinson, 
and M. L. Kontsevich. 

It is interesting that this same category is the geometric foundation of the method 
of integration of (2 + l)-system of type KP. 

The subal~ebras L± (-~) are the Lie algebras of the subgroups D±. Hence the subspace 
£0, which for g z 2 has dimension 3g - 3, can be identified naturally with the tangent space 
to the manifold of moduli of curves of genus g. 

2. Generalized-Graded Modules over L?. 

The algebra L F acts naturally on the space of meromorphic forms of weight % on F, holo- 
morphic away from the points P±. This space will be denoted in what follows by ~ = ~  (P~) 
(P± being points in general position). 

Remark. In the present paper we restrict ourselves to the case of integral %. All 
the constructions also carry over to the case of arbitrary %, if one considers piecewise- 
meromorphic forms, analogously to the way that will be done in Le=~a 4. 

By the Riemann-Roch theorem there exist unique forms / j ~  (here % ~ 0; the impor- 
tant case % = 0 is considered separately in Sec. 3), which in neighborhoods of P± have the 
form 

130 



] ~ =  ¢~z~ ~-s(t) (1 + O (z±)) (dz~) ~, $~ = t. ( 2 . 1 )  

Here j, as before, runs through integral or half-integral values, depending on the parity 
of g. The quantity S(%) is equal to 

z S (~)~- ~- -- %(g + I). (2.2) 

LEMMA 3. The modules ~ are generalized-graded: 

~f~ = ~ r~/~+~. ( 2 . 3 )  
s=--g~ 

The p r o o f  o f  t h e  lemma i s  s t a n d a r d .  We n o t e  t h a t  i t  f o l l o w s  f rom ( 1 . 1 )  and ( 2 . 1 )  t h a t  

r~ ~o = ( ~  ~ - S (~) + ~ ( ~  i - go + i ) )  • • 
~ i + ~ g ~  

NoW we d e s c r i b e  more g e n e r a l  modules  o v e r  L F. We f i x  a c o l l e c t i o n  o f  n ~ b e r s  (x_ N . . . .  , 
x N) = x and some J o r d a n  c u r v e  ~ j o i n i n g  P~. 

L ~  6. T h e r e  e x i s t s  a u n i q u e  form f l ( x )  o f  w e i g h t  I on F, which  i s  h o l o m o r p h i c  on 
F awa~ ~ t h e  p o i n t s  P~ and t h e  s l i t  ~. I t  can be e x t e n d e d  c o n t i n u o q s l y  t o  z ,  where  i t s  
bounda ry  v a l u e s  s a t i s f y  t h e  c o n d i t i o n  

. 

/~ = ~a/[. ( 2 . 5 )  

In n~ighbo~hoods of th~ points P! th~ form fj can b~ r~pr~s~nt~d in th~ form 

N 

/, = ( ) + o ( 2 .6  } 

The s p a c e  ~ ' N  (x), g e n e r a t e d  by t h e  forms  f j ( x )  o f  t h e  t y p e  d e s c r i b e d ,  has  a n a t u r a l  
LF-model  s t r u c t u r e .  

L ~  5.  The a c t i o n  o f  e i on f j ( x )  has  t h e  form 

go+N 
e~/~= ~ a ~  (~) h+~.  ( 2 . 7 )  

s=--go--N 

If N ~ I, 

If N = 0, then 

4 
R~ ~+-~ == - (Nx~) ± (2.8) 

~i+~(g0+N) 

. ~ ± a ±  
• ~ i 

R ~  g. = (_+ j + x0 - s (~) + ~ (_+ ~ - go + ~)) ~ ( 2 . 9 )  
%+~g0  

Remark. For  g = O, N = 0 t h e  modu les  ~ ' ° ( z ~ )  c o i n c i d e  w i t h  ~ , ~  t h e  b a s i c  modules  
over the Witt algebra introduced in [6]. 

For I = 0, the functions fj of the type described are a special case of the so-called 
functions of Gordan~lebsch-Bak~r-Akhiezer type in the theory of finite-zone integration 
(one can find a survey in [11-16]). For I = 1 the forms defined in Lemma 3 are a special 
case of the forms introduced in [17] for the construction of asymptotically finite-zone solu- 
tions of equations of Kadomtsev-Petviashvili type. 

We shall call the modules ~.N (x) modules of Clebsch-Gordan-Baker-Akhiezer (CGBA) type, 
x = (x_ N ..... XN). 

The proofs of Lemmas 3 and 4 reduce easily to an assertion about the existence and 
uniqueness of functions of Baker-Akhiezer type. We do not give them in detail since now 
they have become absolutely standard. The outline is the following. It follows from the 
theory of boundary problems that there exists a unique form ~j(x0), satisfying the hypotheses 
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of Lemma 3 for X±k = 0, k ~ 0. This form, away from P±, has exactly g zeros ?~'x°, . 
As is known, there exists a unique Baker-Akhiezer function ~j,x0(~, P), having poles at the 
points ?{'%,...,~'% and the form 

N 

*~,~"=q~x, oxp(~=xz+~cz~-~)(t -t-O(,±))~ ~=(x±~), (2.10) 

in neighborhoods of P±. From this, 

I, = Q) f,  (Zo). (2 .zz)  

3. Singular case % = 0~ x o ffi 0. Additional Structures 
on the Modules ~'~ (~) 

In what follows we shall denote the space of ~0-meromorphic functions on F having poles 
only at the points P± by ~r. It has a natural ring structure. One can define an additive 
basis for it as follows. 

Let ~j, lJl ~ g/2 + i be the unique functions A ~  r, which, in neighborhoods of P± 
have the iorm 

A~ --~ =~z~ ~-~/~ (i + 0 (~±)), ~; = i (3.1) 

(as before, j is integral or half-integral, depending on the parity of g). For j = -g/2, , 
g/2 - 1 we denote by Ay~ ~ a function which, in neighborhoods of P±, has the form 

A~==~z~l~±'/'-~(~ +0(z±)), =~+----- ], s : ' / ~ .  (3.2)  

These conditions define Aj uniquely up to addition of a constant, which we denote by Ag/~ ~ i. 

The structure of A r as a module over L r is somewhat more complicated than in the general 
case ~ ~ 0. 

If [i + j + go + n[ > g/2, then 

go 
eiAj ~ ~, i~Ai+~-,, (3 3) 

Smm - - g  o - n 

where n [here and in (3.4)] is equal to 0 if [j[ > g/2, and 1 if 

In those cases when li + j + go + n[ ~ g/2, we have 

g. 
e~A ~ = ~, ~A~+j.-s + ~A~/~.. 

s:-g,--n+a 

g/2. 

(3.4) 

We note further that eiAg/2 = 0 for all i. 

The multiplicative structure of the commutative ring ~r has analogous form. 

for li + j + g/2 + m[ > g/2 [where m, here and in (3.5) and (3.6), is equal to 0 if both 
numbers [il, [j[ > g/m, m = i, 2, if one or, respectively, two of these numbers is <_ g/2] one 
has 

~/2 

A Aj= .Y, (3.5) 
s=--g/2--m 

For [i + j + g/2 + m[ ~ g/Z, 

gl" 
AtAj-~- ~ (z~Ai+~_~ + ~i~Ag/2. (3 .6)  

s=--g/.~--m+X 

The ring A F is, from the point of view of the definition given above, g0-graded, al- 
though essentially the degree of "diffusion" of the grading is equal to g/2 for almost all i 

P and j for it. In particular, the subrings ~±, generated by Aj with ±j > g/2 are g/2-graded. 
• P o o o P The subrmngs ~± together wmth the (g + l)-dmmensmonal subspace ~0, generated by Aj with 

lJl ~ g/2, define a decomposition of ~ r into a direct sum 
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~ = ~ + ~ + ~ ,  (3. ~ ) 
: 

analogous to (2 ) .  

The multiplicative structure of ~P lets us define, for any semisimple Lie algebra G, the 

algebra 

o r - - - G ® ~  r, (3.8) 

which is a generalization to the case of arbitrary Riemann surfaces of genus g > 0, of the 
KacMoody algebras. The elements of this algebra are meromor~hic functions on r, holomorphic 
away from P±, and assuming values in G. The connection of G z with the current algebra G(S 1) 
is given by Theorem 2. 

THEOREM 2. For @ny contour C~, the restriction of G F to C~ defines a dense subalgebra 
of the algebra of smooth functions on C~ with values in G: 

~ (C~) ~ a (S1). 

Here the contours C~ are the same as in Sec. I. One can get a proof of the theorem 
completely analogous to the proof of Lemma 2. We note that Sn goes into A n as the divisor 
7z, ..., 7g tends to P±. 

The spaces ~'~ (x) are modules over ~. Multiplication of A F by fi can be represented 
in the form 

~/~ 
Ad~= ~ " 15iifi+i_s, for I ~ I > g]2, (3 .9)  

s=--g/z 

g/~ 
A~f~----- ~ fi~':h+~-, for I~l<g]2. ( 3 . 10 )  

s=----g/~--~ 

Separately we have Ag/=fj = fj. 

The spaces ~,N are modules over the ring of differentiable operators in the variables 
X±k. The action of the generators has the form 

~ 5 --- ~-~ ~ (x) /~. ,  Ox+~ s==O 
k-~-i . . . . .  N. (3.11) 

We r~turn to this in more detail in the concluding section. 

4. "Local" Central Extension of the Algebra L F 
and Analogs of the Verma Modules 

As follows from the assertion of Lemma 5 (for N = 0), the action of the operators e i on 
~ defines a homomorphism of the algebra L r into the algebra of difference operators ~[= 

finite order. The latter algebra can be represented in the form of the algebra of infinite 
matrices having only a finite number of nonzero diagonals. The subalgebras of matrices from 
@I =, having nonzero elements only over or under the main diagonal, are denoted by @I~ or 
~I~ , respectively. 

It follows from (2.7) that the images of the subalgebras L± F, generated by e i with ±i > 
go, belong to ~. The decomposition 

L r =  L~ ~ L~ + L~, L~ ~- {e_~ . . . . . .  e~}, (4.  I )  

is the analog of the decomposition 2 for the case of algebras generated by Riemann surfaces 
of arbitrary genus g > 0. 

~ A~ The algebra ~I has a unique central extension ~! . One can construct a representation 
of this extension starting from the space of semiinfinite forms over the modules ~(x0), 
N = 0. A basis in this space HIF(x 0) is formed from expressions of the form 

~P h, Ah, A..-Ah=_:A/~Af=+:/XI~+,A .., b~(xo), (4.2) 

where i 0 < i: < ... < im_ : < m (cf. [6] for the case g = 0). 
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For any operator D from ~I~, in particular ei~LiF, there is a well-defined action of 
this operator on H%F(x0). The action of ei~L± F on the generators (4.2) is defined by the 
Leibniz formula. Since in (4.2), starting from some place all indices stand in succession, 
as a result of the action of e i on Ill >Fg ~ one gets a finite sum of expressions of the form 
(4.2). The natural action of @[~ on H~ (~0) extends to a representation of the central 
extension ~[~. Thus, the homomorphism ~LP-->@[~ induces a representation of some central 
extension ~F of the algebra L r on Hff(x0). 

On .~ we define a "projective structure," where admissible systems of local coordinates 
differ by a projective substitution. If f(z)(8/~z) and g(z)(8/Sz) are representations of 
two vector fields in an admissible coordinate system, then the form ~(f, g) = f"'gdz is 
well defined. Any closed contour C on F, not passing through P±, defines a two-dimensional 
cocycle on the algebra LF: 

xc(e~, e~) ~ ~ = ~ - ' ~ 7 -  ~ (e~, e~). ( 4 . 3 )  
C 

Central extensions of L F, defined by the cocycles (4.3), are the algebras generated by the 
elements e i and a central element t with the following com~utation relations: 

go 

[ei, e~]= ~ c~e~+i-,+tzc(e~, e~), [ei, t]--~O. (4.4) 
~=--go 

Standard calculations of the two-dimensional cohomology of algebras let one prove that 
(4.3) and (4.4) give all central extensions of L r. 

LF~ 6. There exists a unique "local" central extension of L ~, having the property 

X0 (e~, e~) = 0, [ i + ] [ >  3g. ( 4 . 5 )  

This e x t e n s i o n  cor responds  to  a unique homology c l a s s  of  a n o n - s e l f - i n t e r s e c t i n g  con tou r ,  
dividing F into r ± so that P± c F ±. It preserves the property of g0-gradedness: 

In what follows, this "local" extension will be denoted by ~F. 

Proof. Let us assume that the cocycle XC satisfies (4.5) and is gotten by integrating 
~ along a cycle C which is not homologous to zero. 

Let ~ ..... ~g (as in the proof of Lemma 2) be the zeros of e 0 away from the points 
P±. Then e n = ~ne0 = enP~ne 0, where ~n(Q) is a quasiperiodic function of n. The integral 

(en, e0) : f ~n (Q) ~ (e0, e0) ~c 

can be calculated for large n by the saddle-point method. We get that it follows from (4.5) 
that one of the zeros of ~n tends exponentially to a point Q0, at which the function p(Q) 
has a maximum on C. Sibnce the equivalence class of divisors of zeros of ~n is uniformly 
distributed on the Jacob±an of F, this is impossible. This argument fails only when C is 
homologous to one of the components of the contour C~, which is not homologous to zero, for 
some value of x. Let C' be the Complement of C to C~, C~ = C U C' Then it follows from 
(4.5) and the course of the proof of Lemma 2 that the function F(t), equal to ~(e0, e0)/d~ 
on C and to zero on C', splits into a finite sum of functions ~k +, Ikl < 3g. But this is 
impossible, because any finite sum of such functions is meromorphic on F and cannot be iden- 
tically equal to zero on C'. The lemma is proved. 

THEOREM 3. The action of the subalgebras L± F on H~F(x0) extends to a representation 
of the central extension ~F. Here the vector 

{~ : - 0 ,  g~0(mod2) ,  
¢0 = h A/8+1 A f~+~ A . . . .  e = %. g --= t (mod 2) ( 4 . 6 )  

is singular for the subalgebra L+, 

L+Oo=O. (4.7) 
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Moreover, one has 

Here 

ea,(Do = h(Do, t(Do = C(Do. (4.s) 

I 
c ( X ) =  - -  2(6Xz--  6X + i), h = ~ - ( x o - - S ( k ) ) ( S ( X ) + . t - - ~ c o - - 2 X ) .  (4.9) 

Equations (4.7) and (4.8) define analogs of Verma modules, h is called the "highest 
weight" and c the "central charge." 

We give the proof of the theorem. The first ~art of the. assertions follows from the 
fact that by the locality property the extension fA is induced by the extension ~= under 
a homomorphism of L F into @i=. Hence restriction of a representation of ~ in HXr(x0) 
to f.F defines an extension of the action of L_+ F. The uniqueness assertions which are needed 
in the proof are the formulas of (4.9), expressing the highest weight and central charge 
of the representation in terms of the tensor weight I and the parameter x 0. 

It follows from the form (i.i) of the fields e i and e-i+ag 0 in neighborhoods of P+ that 

%o (el, e-i+~go) = ~2  <(i - -  g°)~ - -  (i - -  go)). ( 4 . 1 0  ) 

We apply the operator [e i, e_i+2g 0 ] to the singular vector ¢0, i > go. We get 

~-go+~-i 
[el, e-i+s~,] (Do : eie-i+o.~0(Do : ~ e0 ~o (B_~+o.~,, ~R~, ~_~+~,) (Do = :(Do, ( 4 . 1 1  ) 

j=e 

where ~ = 0 or 1/2, depending on the parity of g. It follows from (2.9) that 

e = - - [ ( i  - -  go) a - . ( f - g o ) ] ( 2 x ~ - 2 x + i )  - -  (f  - -  go) (Xo - -  S )  ( S  + t - -  2X - -  xo ) .  (4.12) 

Since L+¢ 0 = 0, it follows from (4.4) that 

__ ~ , • [el, e-i+ze0] (D0 - -  cL _t+~g.eg0(D0 ~ X0 (ei, e-~+~e0 ) c~0 = e(D0 ( 4 . 1 3 )  

and t h e  e q u a t i o n s  o f  ( 4 . 9 )  a r e  p r o v e d ,  and w i t h  them t h e  t h e o r e m .  

We c o n s i d e r  a l l  l i n e a r l y  i n d e p e n d e n t  v e c t o r s  o f  t h e  fo rm 

(D~I,...~ -1 -~ 
1 ..... ~ = e h .  . .  e~  (Do, - -  oo ~ is < go, i~ < i2 < . .  • < i k. ( 4 . 1 4 )  

LEFfl¢~ 7. E q u a t i o n s  ( 4 . 7 )  and ( 4 . 8 ) ,  t o g e t h e r  w i t h  t h e  c o n d i t i o n  

t ~ . - . ~ u  (D~...=~ LlJil . . . i~ : C i l . . . i~  

u n i q u e l y  and c o n s i s t e n t l y  d e f i n e  a r e p r e s e n t a t i o n  U r o f  ~he a l g e b r a  L F w i t h  c e n t r a l  c h a r g e  c .  h , c  
II ~f The p r o o f  o f  L ~ a  7 ~s b a s e d  on t h e  f ~ $ ~ r a ~ $ o n  o f  e ~ m ~ n ~ s  n = -Zn~(Y~ - g0)  wh~r~ 

~he f ~ X t r a ~ o n  o f  ~0 ~s aqua~ ~o 0. He ra  one  makes  u s e  o f  ( X . 2 ) ,  ( 1 . 3 ) ,  a~d ~ s o  ( 6 ~ 5 ) .  
The p r o o f  does  no~ d Y f f ~ r  a s s ~ n t ~ a l S y  f rom ~ha c o r r e s p o n d i n g  eXeman~ary  a r g ~ n ~  f o r  o r d i n a r y  
V~rma moduXas o v e r  ~ha V ~ r a s o r o  aXg~bra .  ~f  f o r  a ~  m < n t h e  a c t i o n  o f  L+ and ag o ~s con -  
s t r u c t e d  on elements of filtration m, then it is necessary to extend it consistently to ele- 
ments of filtration n. This is done starting from the co~utator relations, letting one 

-- 

restrict oneself to monomials such that n~ = ... = n k = i. We set e i = ei_g 0. Then we have, 
according to (1.2) and (4.5), 

[~, ~] = (J - 0 ~+~ + ~ (~, ~), (~. ~5) 
where the filtration of the element 8(i, j) does not exceed i + j - 1 (the filtration.of 
the element t is equal to zero). There are no other relations. Hence, the collection of 

elements ~'"~u is not subject to factorization. The fact that the collection of elements 
t,...t ~ 

(~i), i < 0 does not form a subal~ebra plays no roie. Lena 7 is proved. 
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Thus, the module constructed above, spanned by the vector #o from the space HxF(x0) , 
is a quotient-module (homomorphic image) of the universal "Verma module" Uh,c F. 

We consider the associated Z-g[aded algebra ~F with respect to the filtration indicated 
in the proof of Lemma 7 with basis e i. The commutator in this algebra, according to (1.3), 
coincides with the commutator in the Viraso~o algebra. Hence, i F simply coincides with the 
Virasoro algebra. 

- -  

Analogously, starting from the basis ~i = e-g0-i, we get a second filtration, decreasing 

on the opposite side. The commutator in the algebra associated with this filtration ~F has 
the form 

[~i, ~] =. (1 -- i) bib-----L-~ =- • (4.16) • bi+j et+2, 

where bi-----a -g° " = -g0-t. The substitution e i = bi~ i shows that ~.F is isomorphic with the Virasoro 
algebra. 

As already stated in the preceding section, on the modules ~ (x0) the co~utative al- 
gebra ~r. also acts. Its central extension can be described with the help of cocycles of 
the form 

~ (Ai, A~) -= ~ Ai dA.~, 
c 

where C is a closed contour on F, not passing through the points P±. Here there is a repre- 
sentation (3.9), (3.10) of the algebra ~P on the algebra of difference operators ~[~. The 
action of the subalgebras ~ is well defined on the spaces HlF(x0) and extends to an action 
of the central extension ~ of the whole algebra J~P. This central extension is generated 
by A i and t with the commutation relations 

[A~, A i l = T o ( A ~ ,  Ai)..t, [A~, t ] = 0 .  

Here ~o,  as in the case of the algebra L r, is the unique "local" cocycle 

(4.17) 

~o (A~, A ~ ) = o ,  I ~ + i  I > g ,  <4.18) 

corresponding to the contour C (more correctly its homology class), which divides r into 
two parts r ±, such that P± c F~. The "central charge" in this case is equal for all ~ and 
x0 to one, i.e., 

t¢0=¢0. 
For genus g ffi 0, the algebra ~ P coincides with the Heisenberg algebra Pi, qj, t: 

[P~, P ~ ] = [ q i ,  q~]=.0 ,  [Pi, q l ] ~ - ~ 6 i , / ,  

where Pi = Ai, qi = A-i" 

(4.19) 

( 4 . 2 0 )  

5. Case of Elliptic Curves (~ = i) 

Let F be an elliptic curve with periods 2m and 2~'. All information from the theory 
of elliptic functions which is needed for what follows can be found in [18], whose notation 
we adhere to in detail. 

On F the vector field a/~z has no zeros or poles. Hence L F and~ r, as linear spaces, 
are isomorphic. Their bases e i and A i are connected as follows: 

0 
e~ = A~ (z )~; .  (5 .1 )  

For all half-integral i except i ~ -1/2, the basis functions Aider are defined by 

o~-'/, (z - zO) o (z + 2~Zo) 
A~ (z) = z~+,/, (~ + ~)  o ((2~ + I )  ~o) o.~÷'/, (2zo). (5.2) 
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Here a(z) is the Weierstrass a-function. The function A_~/=, completing (5.2) to a basis 
in ~ can be chosen in the form 

=~(~) ~ (Z~d 
A-'/ ,-----~C~+zo)~(~_~)~(~o).  ( 5 . 3 )  

The commutation relations in L ~ have a form slightly different from the general case g ~ i, 
and due to (5.1), recall to a considerable degree the formulas (3.3) and (3.4) in structure. 

For lil ~ 1/2, lJl ~ i/2, and such that i + j ~ -2, 

For I l l  l /2, I j l ~  l/Z, 

go 

{ei, ea] = ~ c~ei+~...,, go = a/~. ( 5 . 4 )  
"~=--go 

and i + j = --2, 

The commutators e i with e~/= 

~0 

[e~ ,e t l=  ~,. ~e c~ -s-, + euev,. ( 5 . 5 )  
~_I/~ 

= 8/8z have the form 

go 
3 [e,/,, e~]~-- cv,,iei+v~_s, i= /=-- -~- ,  - -  ~/.~, ( 5 . 6 )  

~:==~t/~ 

go 

[e w, e._,/,] = ~ c,'A, _,/,e_x_s + e,/,,_~/,e,/,, ( 5 . 7 )  
~=--V~ 

go 

{e,/,, e_,/.] =:  ~, c,'/,, _v,e,. ( 5 . 8 )  
8==~go 

Finally, 

g~ 

[e-v,, ed = E c'_,,,, iei-,,,.-s, i # --  ---~-, (S. 9) 
,~==t~/~ 

go 

{e-v,, e-v,l-~- ~, cIv.,_,/,e_a~ + e_,/,, _v,ev,. ( 5 . 1 0 )  
~--g~ 

First we find the coefficients ciiS in the general case (5.4). For this, as also in 
the case of all the other formulas (5.5)-(5.10), it suffices to find expressions for the 
coefficients a i = =i- and $i ± in the decompositions of ei, lil ~ 1/2, in neighborhoods of 
the points z = ±z0: 

e , = = ? , . ~ ' - V ' O  + ~ : ±  + 0 ~ o (:±)) ~--~-~, z ±  = z ;  ~0, 

and t h e  c o e f f i c i e n t s  S_I /= + in  t h e  a n a l o g o u s  d e c o m p o s i t i o n  

~ O(z~) a e - , l ~ = ~ z ~ ( t  + ~_,/,z~ + az~ 

I t  f o l l o w s  f rom ( 5 . 2 )  t h a t  

ai = ( ~  t) i~/,  z~i(2z°) z ((2i - -  1) Zo) 
z ((m + 1) zo) ' 

U = ~ ((2~ + t )  zo) - (~ + ~/2) ~ (2zo), 

~ = ~((2~ - l )  zo) - (~ - ~/2) ~ (2z0). 

For i = -1/2, we have 

(5.n) 

(5.12) 

(5.13) 

(s.14) 

(5.15) 

~_~,/, = 2 ;  (Zo) - ; (2zo). (5.16) 
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The coefficients c~ ~ in all the formulas are equal, as also in the general case, 

e:# = (j - ~). 
~2~ (5.17) 

In order to find c9. in (5.4), it is necessary to substitute the decomposition (5.11) in 
z3 ±i±j-~ +i+j-~ 

(5..4) and equate the coefficients of z± and z[ - on both sides of the equations. 
We get 

~-.z,=(~_j) ~,:s ~ a~+)+,/, ' <5.18) 

where the ~i are given by (5.13). Moreover, 

*I, + + '~+~-v, U- ' - /~)  O: '/,,)~t. ~ ---- (~ - i) + ~ - - 

For i + j ~ I, substituting (5.14), we get 

| / ,  • ,  ~ ~,, :~,-~><~<~, ÷ ~-~,0> ÷~<~.o~ ÷ (~ ÷)~<<~.~÷,>.o~-(,-+)~<<~, +,~,o>. 

~ n ~ o ~ o . ~ ,  ~o~ ~] ] /~  ~o~ I~ + ] + ~/~i ~ -~/~ 

~-',.- ~ ,  [<~_ ~><~<<~ + ~, + ~>~o>-.~<~o>>-(~ + 4)~<<~-'~0> +(, +.+)~<<~-,>~0>]. 
~ -- ~{+~+,i, 

+ 
If i + j = i, ~i~ ~ 1/2, ~j~ ~ 1/2, we have, usin~ the fact that ~[/== 0, 

~:,,,~_~ = <~- ~> ~ <~o> + (+  -~  )~ <~ - ~ ~o>- (~ - + ) ~  <<~ -  ~ ~o,, 

(5.19) 

(5.20) 

(5.21) 

~_I/| ~.~-~=-o~-~ [~ ÷ ~I~0~-(÷ ÷ 0 ~ ÷ ~0~ ÷<~ ÷÷>~÷ ~0~]. ~.~ 

One finds the coefficients in (5.5)-(5.8) analogously. We do not give them here only 
in order to conserve space. 

There is a difference in (5.9) and (5.10). They contain on the right side not four, 
as in the other cases, but five summands. The coefficients cSz/=,i for s = 3/2, 1/2, -3/2 -- . - . , 

--5/2 in (5.9) and Cffl/2,_s/2 fors=3/2, 1/2, -3/2, and ~-z/ _ , in (5.10) can be expressed 

as before in terms of the corresponding ai and ~i ±. For ~n~g c -IZ2 one could find an 
-z/2,i 

expression in terms of the following coefficient of the decomposition of e i in neighborhoods 
of ±z0, but one can avoid this if one makes use of the fact that e_~/2 has a double zero 
at the point z = 0. Hence, the left side of (5.9) vanishes at z = 0 and c[~{~, i for (5.9) 
can be found from the supplementary equation 

'/I 

~, ~-v.,~ ~ (0) _-- 0. (5.23) 
~-= --~/~ 

Analgously, one finds c -z/2 in the case of (5.10). -~/2,-~/= 

6. Structures of the Theory .of Solitons 

A generalization of the construction of Sec. 4 is the realization of the representations 
of £F on the space H['N(x) of semiinfinite forms of the form (4.2), where fj(x) ~'N (~). 
Here and below, x = (x_ N .... , xN). 

According to Lemma 5, the action of e i on fj(x) defines, for each x, a homomorphism of 
L F into the algebra of difference operators. As follows from (2.7), on H[,N(x) there is 

a well-defined action of the subalgebras L~ N+~) c L F, generated (in correspondence with the 
definition of Sec. i) by the elements e i with ±i ~ ~0 + N + i. As in the case N = 0, this 
action extends to a representation of the algebra ~ such that 

L~N+*)~I)o=0, (6.1) 
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t~0-~-c~0, ~ 0 + ~ 0 = h ~  0. ( 6 . 2 )  

T h e  i n d i c a t e d  f a m i l y  o f  r e p r e s e n t a t i o n s  o f  L r ( i n  which the  c e n t r a l  charge  and analog of  
the "highest weight" h can depend on x) is needed in the more detailed analysis to which 

.. 

we expect to return in the future. 

We consider the space ~N (~). By definition, this is the space of vector fields on 
F, holomorphic away from P±, and having, on the line ~, joining P±, the jump (2.5) and an ex- 
ponential singularity at P±. The direct integral of such spaces has a natural Lie algebra 
structure and will be denoted by LF, N. 

A basis in this space is formed by the vector fields ei(x) of the form (2.6). 

LEMMA 8. The commutator of two basic fields has the fo~m 

goq-N 

[el(x), e, (~/)1 = ~ ci5(x, g)ei+#-8(x .+ ~). ( 6 . 3 )  
s=--g0--N 

The proof of (6.3) is standard and uses only the uniqueness of el(x), having the analytic 
properties listed in the assertion of Lemma 4. 

The equations of (6.3) show that Lr, N is a "generalized-multigraded" algebra. The (i, 
x) appear in the role of "multiindices," while the "diffusion" of the grading occurs only 
with respect to the index i. There is exactly a grading with respect to the continuous vec- 
tor index x. In the algebra Lr, N one can single out the subalgebras L~,N,(S), generated 

by the fields ei(x±) with ±i ~ go + N + s, s ~ -I. Here x ± are vector~ of the form x + = 
(0 .... , 0, x0, xx, .... XN), x- = (X_N, .... x0, 0, ...). 

The spaces ~.N , the direct integrals of the ~'N (x) , are "generalized-multigraded" 
modules over LF,N: 

g~+ N 

ei (x)/~ (y) = ~ B~¢ (z, y)/i+~-s (x + y). (6./4 ) 
s==--g,--N 

o ~ U~ to now we have used representati ns of L on the algebra Of difference operators 
,, ,, ~ 

[for L ~,N on the algebra of generalized-difference operators (6.4)]. With this L also 
admits representations in the form of differential operators. 

LEMMA 9. Let /~ ~ ~,N (X) be the form of weight X, defined in Lemma 4. Then for any 
e i ~ L I' there exists a unique operator in the variables x_~ and x~: 

~-N--i-}-go N~-iicgo 

E E 
8=0 8=1 

(6.5) 

such that 

ei]j = Difj ( 6 . 6 )  

[there is no summation over j in (6.6)]. 

By (2.11) and the results of [19], we have that fj satisfies the two-dimensional Schr~- 
dinger equation 

Ox 10z~'-~, + v~ (x) ~ + ul (x) ( 6 .7  ) 

and t he  i d e a l  g e n e r a t e d  by ~j in  t h e  r i n g  of  d i f f e r e n t i a l  o p e r a t o r s  in t he  v a r i a b l e s  x l ,  
x _ l  co inc ides ,  wi th  t h?  i d e a l  of  o p e r a t o r s  a n n i h i l a t i n g  f j .  I t  f o l l o w s  from ( 6 . 5 )  and ( 6 . 7 )  
t h a t  t he  o p e r a t o r s  Di3 r e a l i z e  t he  a l g e b r a  L F on the  space  o f  s o l u t i o n s  of  t he  e q u a t i o n  ~ = 
0. I t  was proved in [20] t h a t  t h e r e  i s  a l s o  an ana logous  r e p r e s e n t a t i o n  f o r  t h e  commutat ive 
r i n g  ~ r .  

Now we c o n s i d e r  t h e  forms f j +  = f j ( x + ) ,  x + = (0,  0, . . . .  x l  . . . .  , x N) which a r e  forms 
having e x p o n e n t i a l  s i n g u l a r i t i e s  on ly  a t  one p o i n t  P+. 

I t  was proved in  [20] t h a t  each Baker-Akhieze~ f u n c t i o n  g e n e r a t e s  a homomorphism of  
t he  r i n g  ~ r  of  f u n c t i o n s  on F, having p o l e s  a t  t he  p o i n t  P+, i n t o  t h e  r i n g  o f  o r d i n a r y  
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differential operators. It follows from (2.11) and this assertion that for any A i with -i e 
g/2 + i, there exist unique operators 

g/~--i 

r, 
$'=o 

(6.8) 

such that MiJfj + = Aifj +. 

In the case of the forms fj+ considered, the action of e i on fj+ is also equivalent, for 
i ~ -go, to the action of an ordinary differential operator 

--iq-N~-g~ 
• + • a s 

s = 0  

.Proposition. The operators DiJ+: i _< -go define an extension of the commutative rings 
of ordinary differential operators Mi3. This extension generates a representation of the 
Z2-graded Lie algebra W F = W0 F + W1 r, where W0 F is the algebra LF,(-z) c L F, and W~ F = ~r- 

is the commutative algebra of functions on F with pole at P+. T~e product [W0 F, Wz F] is 
the natural one. 

Remark. In [21, 22] there are constructed representations of the algebra of smooth 
vector fields on S z on the algebra of symmetries of nonlinear equations admitting a repre- 
sentation of curvature zero. To fields from ~(S~), which are restrictions of the algebra 
L F to the contour, correspond symmetries leaving invariant the manifold of finite-zone solu- 
tions, corresponding to the curve F (by virtue of the results of our paper). 

Example. Let F be an elliptic curve and fn a Baker-Akhiezer function of the form 

/,, (z) = z~.+-'= (~ + o (~+)) 

in a neighbor}mod of z 0 and such that fn = O(z-n) in a neighborhood of -z 0. 

It is well known that the operators 

8s as 
L~ = ~ -- 25 ~ (x + 2nz0), X~ ~ -- 2 ~ + 6~ (x + 2nz0) + 3~' (z + 2nz0) (6.10) 

satisfy the condition 

L j .=~ (z - -  :o)~, ~ . = ~ ' ( z - -  zo)l. (6. n )  
and thus generate a con~nutative subring of the ring of ordinary differential operators. The 
action of ez/= on fn is equal to 

= ( _  ÷ o 
ax ~ (z + 1.. 

The c o m m u t a t i v e  r e l a t i o n s  b e t w e e n  L n and %n, Dz/2 a r e  e a s y  t o  f i n d :  

i 

[L.,  D,/, ] = + %., |D~,, ~ . ]  = - -6  L~ + T g : .  

I n  c o n c l u s i o n ,  we b r i e f l y  f o r m u l a t e  r e s u l t s  showing t h a t  c o n s i d e r a t i o n  o f  t h e  fo rm o f  
an a r b i t r a r y  w e i g h t  X on r l e t s  us  e x t e n d  t h e  c l a s s e s  o f  e x a c t  s o l u t i o n s  o f  s p a t i a l l y - t w o -  
d i m e n s i o n a l  e q u a t i o n s  o f  K a d o m t s e v - P e t v i a s h v i l i  t y p e .  

On F we f i x  an a r b i t r a r y  c o l l e c t i o n  o f  p o i n t s  i n  g e n e r a l  p o s i t i o n  Yz, " ' ' ,  SM" I f  M e 
2S(X) ,  t h e n  t h e  d i m e n s i o n  o f  t h e  s p a c e  o f  f o r m s  o f  w e i g h t  X on r ,  m e r o m o r p h i c  away f r o m  P+, 
where  t h e y  h a v e  p o l e s  a t  Sz ,  " ' ' ,  ~M, and h a v i n g  t h e  fo rm 

(6.12) 

tF -~_ exp (z-~x -f- z-~y + z-at) ( ~  ~z~) (dz)~ (6.13) 

in a neighborhood of P+, is equal to M - 2S + i. The proof of this fact, analogously to the 
proof of Lemma 4, reduces to a similar assertion for the Baker-Akhiezer functions [13] [here, 
as before, 2S = g - 2X(g - i)]. 
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Let o z, .... CM_2S be an arbitrary collection of contours on r. On them we define 
M - 2S forms h k of weight I - %; then one can define a form ~ from the conditions 

~) ~Fh~-----O, k-~ l M--  2S, ..... 

~ 

( 6 . 1 4 )  

and t0 in (6.13) is equal to one: G0 m i. 

THEOREM 4. There exist unique operators 

~ ~ 3 ~ L=-gg-~ +u(x,y, t) ,  A = j - ~ + y u - ~ z + w ( z , y , t )  (6.15) 

such that 

(0 N - -  L) • = (0~ - -  A)  • = 0. ( 6 . 1 6 )  

The  c o e f f i c i e n t  u ( x ,  y ,  t ) ,  w h i c h  d u e  t o  ( 6 . 1 6 )  i s  a s o l u t i o n  o f  t h e  K a d o m t s e v - P e t v i a s h v i l i  
equation, is an "asymptotically finite zone" solution. 

For the case % = i the assertion of this theorem is found in [17], where one can find 
the precise meaning of the term "asymptotically finite-zone." The proof of the theorem for 
all % is practically no different. 

In a similar way one can use forms of Baker-Akhiezer type for the construction of solu- 
tions of general equations admitting commutation representation, not containing a spectral 
parameter explicitly. These are equations of KP type or equations having L, A, B-triples. 

LITERATURE CITED 

I. S. Mandelstam, "Dual resonance models," Phys. Rep., 13, 259-353 (1974). 
2. A. Belavin, A. Zamolodchkov, and A. Polyakov, "An infinite conformal group in quantum 

field theory," Preprint, Inst. Theor. Phys., Moscow (1983). 
3. D. Friedan, in: Recent Advances in Field Theory and Statistical Mechanics, North- 

Holland, Les Houches (1984). 
4. A. A. Belavin and V. Knizhnik, "Complex geometry and the theory of quantum strings," 

Zh. ~ksp. Teor. Fiz., 9--1, No. 2(8), 364-391 (1986). 
5. J. N. Shwartz, "Superstring theory," Phys. Reports, 8--9, 223-322 (1982). 
6. B. L. Feigin and D. B. Fuks, "Skew-symmetric invariant differential operators on the 

line and Verma modules over the Virasoro algebra," Funkts. Anal. Prilozhen., 16, No. 
2, 47-63 (1982). 

7. D. Mumford, "On the stability of the algebraic variaters," Math. E'ns L'Ens, 2--3, 39-55 
(1977). 

8. I. M. Krichever, "Algebraic curves and nonlinear difference equations," Usp. Mat. Nauk, 
3-3, No. 4, 215-216 (1978). 

9. I. M. Krichever, "Spectral theory of 'finite-zone' nonstationary Schr~dinger operators. 
Nonstationary Peierls model," Funkts. Anal. Prilozhen., 2--0, No. 2, 42-54 (1986). 

i0. I. V. Cherednik, "Differential equations for Baker-Akhiezer functions," Funkts. Anal. 
Prilozhen., 1-3, No. 3, 45-54 (1978). 

ii. B. A. Dubrovin, V. B. Matveev, and S. P. Novikov, "Nonlinear equations of Korteweg-de 
Vries type, finite-zone linear operators and Abelian varieties," Usp. Mat. Nauk, 3-1, 
No i, 55-136 (1976). 

12. V. E. Zakharov, S. V. Manakov, S. P. Novikov, and L. P. Pitaevskii, Theory of Solitons: 
Method of the Inverse Problem [in Russian], Nauka, Moscow (1980). 

13. I. M. Krichever, "Methods of algebraic geometry in the theory of nonlinear equations," 
Usp. Mat. Nauk, 3--2, No. 6, 183-208 (1977). 

14. B. A. Dubrovin, "Theta-functions and nonlinear equations," Usp. Mat. Nauk, 3-0, No. 2, 
n-80 (198l). 

15. I. M. Krichever and S. P. Novikov, "Holomorphic bundles over algebraic curves and non- 
linear equations," Usp. Mat. Nauk, 3_~5, No. 6, 47-68 (1980). 

16. B. A. Dubrovin, I. M. Krichever, and S. P. Novikov, "Integrable systems. I," in: Con- 
temporary Problems of Mathematics: Fundamental Directions [in Russian], Itogi Nauki 
i Tekhniki, VINITI AN SSSR, Moscow, Vol. 4 (1985), pp. 210-315. 

17. I. M. Krichever, "Laplace's method, algebraic'curves, and nonlinear equations," Funkts. 
Anal. Prilozhen., 1--8, No. 3, 43-56 (1984). 

141 



18. H. Bateman and A. Erdelyi, Higher Transcendental Functions [Russian translation], Nauka, 
Moscow (1974). 

19. B. A. Dubrovin, I. M. Krichever, and S. P. Novikov, "Schr6dinger's equation in a periodic 
field and Riemann surfaces," Dokl. Akad. Nauk SSSR, 229, No. i, 15-18 (1976). 

20. I. M. Krichever, "Aigebrogeometric construction of Zakharov-Shabat equations and their 
periodic solutions," Dokl. Akad. Nauk SSSR, 227, No. 2, 291-294 (1976). 

21. A. Yu. O@lov and E. I. Shul'man, "Supplementary symmetries of integrable systems and 
• 

representations of conformal algebra," Inst. Avtomatiki i Elektrometrii Sib. Otd. Akad. 
Nauk SSSR, Novosibirsk, Preprint No. 217 (1984). 

22. A. Yu. Orlov and E. I. Sh~l'man, "Supplementary symmetries of two-dimensional integrable 
systems," Inst. Avtom. i ~lektrometrii Sib. Otd. AN SSSR, Novosib.irsk, Preprint No. 
277 (1985). 

WEIGHTS ON JORDAN BANACH ALGEBRAS 

A. A. Adizov UDC 517.98 

In [i] one has investigated the property of weights on W*-algebras. In particular, 
one has given the solution of the problem posed in [2, Chap. I, Sec. 4, p. 52]: Is every 
normal weight on a W*-algebra ~ the sum of normalpositive functionals on ~ ? 

The JBW-algebras [3, 4] are the abstract Jordan analogs of W*-algebras. Recently, many 
investigations have been published in which for JBW-algebras one has proved analogs of various 
results from the theory of W * algebras. In particular, in [5, 6] one has considered weights 
on a JBW-algebra with a semiinfinite trace and one has proved the Radon-Nikodym theorem for 
weights relative to the trace. The present paper is devoted to the investigation of the 
properties of weights on JBW-algebras. We obtain the analog of the fundamental result of 
[I] on the characterizaton of normal weights. 

Definition i. A vector subspace B of a JBW-algebra A is said to be a quadratic ideal 
if for any a~A, b~B we have Uba~B, where Ub= = 2b(b~) - b2~. 

Definition 2. A JBW-algebra A is said to be hereditary if for b ~ B + and ~ ~ A + from 
~ ~ b there follows =~B +. 

Definition 3 [5]. By a weight on a JBW-algebra A we mean a mapping ~: A + ~ [0, +~] 
such that (1)~fa + b)= ~(a)+ ~(b) and (2) ~(Za)= Z~(~ for a,, b ~ A +, I ~R + and, moreover, 
o. (+oo) = o. 

A weight ~ is said to be completely additive if ~(Ea0 = ~(a~) for an arbitrary family 
{=i} of positive elements for which Ea i is defined; normal if ~(~=) ~ ~(a) for any net 
{~} c A +, increasing to ~ ~ A~; • semiinfinite if in A + there exists a net {~=}, increasing 
to i, so that ~(a=)<+~ for all ~. 

Let ~ be a weight on the JBW-algebra A. We set 

AS = {= ~ A÷: ~(=)<+ ~}, 

A~ - -  A~ - -  A~ + + -- {~ -- b: ~, ~ ~ A~}; A~ = {~ ~: ~ (~) < + ~}. 

Proposition i. (a) A~ is a hereditary subalgebra in A and ~ can be extended in a unique 
manner to a positive linear functional on A~; 

(b) A~ is a quadratic ideal in A and for arbitrary a ~ A~,b ~ A we have .Uab~ A~; 

(c) A~ isa quadratic ideal. 
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