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Theorem of Thurston (1970's): If [ $F$ ] is pseudo-Anosov, there exists a representative $F: S \rightarrow S$ and a pair of transverse measured foliations $\mathcal{F}^{u}, \mathcal{F}^{s}$ and a real number $\lambda$, the dilatation of $[F]$, such that $F$ multiplies the measure on $\mathcal{F}^{u}\left(\right.$ resp. $\left.\mathcal{F}^{s}\right)$ by $\lambda$ (resp. $\frac{1}{\lambda}$ ).

Assume $[F]$ pseudo-Anosov. Two interesting known invariants of $[F]$ :
(1) $\lambda$, an algebraic integer, or its minimum polynomial $m_{\lambda}(x)$.
(2) If the mapping torus of $F$ is complement of a knot $K$ in a homology sphere, the Alexander polynomial $\operatorname{Alex}_{K}(x)$, is the characteristic polynomial of the action of the monodromy $F$ on $H_{1}$ (fiber).
$\qquad$

Assume $[F]$ pseudo-Anosov. Two interesting known invariants of $[F]$ :
(1) $\lambda$, an algebraic integer, or its minimum polynomial $m_{\lambda}(x)$.
(2) If the mapping torus of $F$ is complement of a knot $K$ in a homology sphere, the Alexander polynomial $A l e x_{K}(x)$, is the characteristic polynomial of the action of the monodromy $F$ on $H_{1}($ fiber $)$.

Our main new result: A new polynomial $p(x)$ invariant of $[F]$, when $[F]$ is pseudo-Anosov.

- Our $p(x)$ is in general not irreducible, but if it is, it coincides with $m_{\lambda}(x)$.
- In general, $p(x)$ has a unique largest real root, and that root is $\lambda$.
- If $K$ a knot as above, our $p(x)$ is in general not $\operatorname{Alex}_{K}(x)$, but for a special class of maps $[F]$ we have $p(x)=\operatorname{Alex} x_{K}(x)$.

Assume $[F]$ pseudo-Anosov. Two interesting known invariants of $[F]$ :
(1) $\lambda$, an algebraic integer, or its minimum polynomial $m_{\lambda}(x)$.
(2) If the mapping torus of $F$ is complement of a knot $K$ in a homology sphere, the Alexander polynomial $A l e x_{K}(x)$, is the characteristic polynomial of the action of the monodromy $F$ on $H_{1}($ fiber $)$.

Our main new result: A new polynomial $p(x)$ invariant of $[F]$, when $[F]$ is pseudo-Anosov.

- Our $p(x)$ is in general not irreducible, but if it is, it coincides with $m_{\lambda}(x)$.
- In general, $p(x)$ has a unique largest real root, and that root is $\lambda$.
- If $K$ a knot as above, our $p(x)$ is in general not Alex ${ }_{K}(x)$, but for a special class of maps $[F]$ we have $p(x)=\operatorname{Alex}_{K}(x)$.

In the course of the proof, we learned other new things. So I want to sketch how we approached the problem.
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Assuming that the algorithm has ended with a proof that $[F]$ is pseudo-Anosov, will have in hand the graph $G$ and a map $f: G \rightarrow G$, and (implicitly) a special measured train track constructed from it.
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(Eigenvectors also determine the measures on $\tau$.
Nice. [BH] proof is algorithmic.)
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Using [BH] version of $\tau$, there is a natural projection $\pi: \tau \rightarrow G$, defined by collapsing the infinitesimal edges to associated vertices. So assume $[\mathrm{BH}]$ algorithm has determined that $[F]$ is PA , and has produced a train track $\tau$, with associated collapsing map to $\pi: \tau \rightarrow G$.

To study $\chi(T)$, introduce vector spaces $V(\tau)$ of weighted train tracks and $W(\tau)$ of ones whose weights satisfy branch conditions. Also $V(G)$ of 'widths' of edges of $G$. Then $\pi$ induces $\pi_{*}: V(\tau) \rightarrow V(G)$, space of 'measures' on the associated graph $G$. Let $f_{*}: V(G) \rightarrow V(G)$ denote the linear map induced by $f$. Let $W(G, f)=\pi_{*}(W(\tau))$.

It's subspace of $V(G)$ whose elements admit an extension to a transverse measure on $\tau$. (Need it because 'switch conditions' natural for train tracks, but not for graphs.)

Since $f_{\star}$ is represented by $T$, there is a corresponding product
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Using this result, we then prove that $W(G, f)$ is the kernel of a homomorphism $\delta$, and also that the resulting decomposition $V(G) \cong W(G, f) \oplus \operatorname{im}(\delta)$ is invariant under the action of $f_{*}$.

Since $f_{\star}$ is represented by $T$, there is a corresponding product decomposition

$$
\chi(T)=\chi\left(f_{\star}\right)=\chi\left(\left.f_{*}\right|_{W(G, f)}\right) \chi\left(\left.f_{*}\right|_{\operatorname{im}(\delta)}\right)
$$

## A skew-symmetric form on the graph $G$

[F] define a skew-symmetric form on the space of transversal measures on a train track $\tau$. We extend their form to a skew-symmetric form on our space $W(G, f)$. We prove that this skew-symmetric form is invariant under the action of $f_{*}$.
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Interesting aspect of our work: [PH] imply that the skew-symmetric form on $\tau$ non-degenerate, but we found examples where had to be degenerate. We give a complete description of space $Z$ of degeneracies.

Once again, the decomposition $W(G, f) \cong(W(G, f) / Z) \oplus Z$ turns to be invariant under $f_{*}$. So we have

$$
\chi(T)=\chi\left(f_{\star}\right)=\left(\chi\left(\left.f_{*}\right|_{W(G, f) / z}\right)\left(\chi\left(f_{*} \mid z\right)\right)\left(\chi\left(\left.f_{*}\right|_{\operatorname{im}(\delta)}\right)\right)\right.
$$

## Main Results

(1) The polynomial $\chi(T)=\chi\left(f_{*}\right)$ factorizes as a product of three not necessarily irreducible factors $\left.\chi\left(f_{*} \mid W(G, f) / Z\right)\right), \chi\left(f_{*} \mid z\right)$ and $\chi\left(\left.f_{*}\right|_{\operatorname{im}(\delta)}\right)$.
not, in general coincide with the minimum polynomial. Jeffrey Carlson helped us to see the final step in the proof, in (2). The polynomial $\chi\left(f_{*} \mid z\right)$ is an invariant of $[F]$. It encodes information about how $f$ permutes the punctures of $S$. It is palindromic or anti-palindromic, and all of its roots are roots of unity.
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