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Abstract

The valuation theory for American Contingent Claims, due to Bensoussan (1984)

and Karatzas (1988), is extended to deal with constraints on portfolio choice, including

incomplete markets and borrowing/short-selling constraints, or with different interest rates

for borrowing and lending. In the unconstrained case, the classical theory provides a

single arbitrage-free price u0; this is expressed as the supremum, over all stopping times,

of the claim’s expected discounted value under the equivalent martingale measure. In the

presence of constraints, {u0} is replaced by an entire interval [hlow, hup] of arbitrage-free

prices, with endpoints characterized as hlow = infν∈D uν , hup = supν∈D uν . Here uν is

the analogue of u0, the arbitrage-free price with unconstrained portfolios, in an auxiliary

market model Mν ; and the family {Mν}ν∈D is suitably chosen, to contain the original

model and to reflect the constraints on portfolios. For several such constraints, explicit

computations of the endpoints are carried out in the case of the American call-option. The

analysis involves novel results in martingale theory (including simultaneous Doob-Meyer

decompositions), optimal stopping and stochastic control problems, stochastic games, and

uses tools from convex analysis.
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1. Introduction

The purpose of this paper is to present a theory for the hedging of American Contin-

gent Claims (ACCs), under constraints on portfolio-choice which include

(i) prohibition of (or constraints on) borrowing,

(ii) prohibition of (or constraints on) short-selling of stocks,

(iii) prohibition of investment in some particular stocks (i.e., incomplete markets),

as well as in the presence of a higher interest rate for borrowing than for saving. “American”

Contingent Claims, such as American call- or put-options, differ from their “European”

counterparts in that they can be exercised by their holder at any time 0 ≤ t ≤ T dur-

ing a given horizon [0, T ], where T is the so-called “maturity” of the claim; in contrast,

“European” contingent claims can be exercised only at maturity (t = T ). It is this extra

feature that makes the valuation problem for the ACCs more interesting and, of course,

more challenging.

The hedging problem for European Contingent Claims (ECCs), in a complete market

and without constraints on portfolio choice, is by now well-understood; its theory begins

with the seminal papers of Black & Scholes (1973) and Merton (1973), and “matures”

with the work of Ross (1976), Harrison & Kreps (1979), Harrison & Pliska (1981, 1983)

through which the connexions with arbitrage and the equivalent martingale measure are

made explicit. The pricing of ECCs under constraints on portfolio choice was developed

by Cvitanić & Karatzas (1993) and by Karatzas & Kou (1996) through a mixture of

probabilistic and analytical techniques. Related work by Ansel & Stricker (1992), Bergman

(1995), El Karoui & Quenez (1991, 1995), Jouini & Kallal (1993), Korn (1992), Naik and

Uppal (1994) treated particular aspects of similar problems, in various degrees of generality.

On the other hand, the valuation theory for American Contingent Claims with uncon-

strained portfolios goes back to Samuelson (1965), to McKean (1965) who treated formally

the valuation problem for the American call-option on a dividend-paying stock as a ques-

tion in optimal stopping and solved the associated free-boundary problem, and to Merton

(1973); see our Theorem 7.2, and Smith (1976) for a survey of this early work. This formal

theory was given “financial” justification by Bensoussan (1984) and Karatzas (1988), based

on hedging arguments and using explicitly the equivalent martingale measure methodolo-
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gies of Harrison & Pliska (1981); see the survey papers by Karatzas (1989, section 6) and

Myneni (1992).

We review this theory in sections 2 and 3; even within the “classical” setup we present

a novel approach because we distinguish clearly the roles of the seller and the buyer,

which are quite asymmetric in the context of ACCs. This asymmetry reflects itself in the

definitions of the upper- and lower-hedging prices in (3.3) and (3.5), respectively. The

main result is that, in a complete market and without constraints on portfolio choice, the

upper- and lower-hedging prices are equal, and are given by the maximal expected reward

u(0), under the equivalent martingale measure, in an optimal stopping problem involving

the claim’s discounted value (Theorem 3.3); and this common value also gives the unique

arbitrage-free price for the ACC. We present in Section 3 some of the standard examples

on the American call- and put-options that can be solved explicitly, both for completeness

of exposition and for later usage; we also survey briefly the literature on extant numerical

methods.

In section 4 we formulate the hedging problem for the ACC under general portfolio

constraints. The upper- and lower-hedging prices are extended to this new context (Def-

initions (4.4) and (4.5)), the notion of “arbitrage opportunity” is introduced (Definition

4.2), and it is shown that the interval

(1.1)
[
hlow(K), hup(K)

]

is the largest one can obtain based on arbitrage considerations alone: no price inside

this interval leads to an arbitrage opportunity, while every price outside the interval does

(Theorem 4.3). Equivalently, the effect of constraints is to “enlarge” the set of arbitrage-

free prices, from the singleton {u(0)} of the unconstrained case, to the interval (1.1) which

contains u(0) (Lemma 3.1 and (4.6)). Similar results for European Contingent Claims were

originated by Karatzas & Kou (1996).

Section 5 contains the main results of the paper. We specialize there to convex con-

straints on portfolio and show, in that context, how to compute the upper- and lower-

hedging prices of (1.1). As in Cvitanić & Karatzas (1992, 1993) and Karatzas & Kou

(1996), we introduce an auxiliary family Mν , ν ∈ D of unconstrained markets (random
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environments) – each with its own equivalent martingale measure IPν , discount factor γν(·),
and hedging price

(1.2) uν(0) = sup
τ∈S

IEν [γν(τ)B(τ)], ν ∈ D

for the ACC B(·) with unconstrained portfolios, where S is the class of stopping times τ

with values in the interval [0, T ]. Our original market-model is a member of this family, and

this latter is designed so as to reflect the convex portfolio constraints. It turns out that the

upper- and lower-hedging prices are given by the supremum and the infimum, respectively,

of the quanities in (1.2), over the family of all these auxiliary random environments:

hup(K) = sup
ν∈D

uν(0) = sup
ν∈D

sup
τ∈S

IEν [γν(τ)B(τ)],(1.3)

hlow(K) = inf
ν∈D

uν(0) = inf
ν∈D

sup
τ∈S

IEν [γν(τ)B(τ)].(1.4)

The justification of the representations (1.3), (1.4) is carried out in the Appendices A and

B, respectively; it turns out to be quite demanding, as it involves not only optimal stopping,

but also novel problems in stochastic control and stochastic games. “Simultaneous Doob-

Meyer decompositions,” valid under a whole family of probability measures, also play an

important role in the analysis, as they did in El Karoui & Quenez (1991, 1995), Cvitanić

& Karatzas (1993), and Karatzas & Kou (1996).

Sections 6 and 7 use the representations (1.3), (1.4) to compute the hedging prices in

a variety of examples, involving the American call-option. Section 8 treats briefly the case

of different interest rates for borrowing and saving.

2. The Model

We shall deal in this paper with the following standard model for a financial market

M with d + 1 assets, which can be traded continuously. One of these assets, called the

bond (or “bank account”), has price S0(·) governed by

(2.1) dS0(t) = S0(t)r(t)dt, S0(0) = 1.

The remaining d assets are subject to systematic risk; we shall refer to them as stocks, and

assume that the price-per-share Si(·) of the ith stock is modelled by the equation

(2.2) dSi(t) = Si(t)
[
bi(t)dt +

d∑

j=1

σij(t)dWj(t)
]
, Si(0) = si ∈ (0,∞)
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for every i = 1, . . . , d.

In this model M, the components of the d-dimensional Brownian motion W (t) =

(W1(t), . . . , Wd(t))∗, 0 ≤ t ≤ T , model the independent sources of systematic risk, and

σij(t) is the intensity with which the jth source of uncertainty influences the price of the

ith stock at time t ∈ [0, T ]. Here T > 0 is the time-horizon of the model; unless explicitly

stated otherwise, it will be assumed finite. The Brownian motion W (·) is defined on the

complete probability space (Ω,F , IP); the augmentation of its natural filtration

FW (t) = σ(W (s), 0 ≤ s ≤ t), 0 ≤ t ≤ T

will be denoted throughout by IF = {F(t)}0≤t≤T . The processes r(t), 0 ≤ t ≤ T (the

interest rate), b(t) = (b1(t), . . . , bd(t))∗, 0 ≤ t ≤ T (the vector of stock appreciation rates)

and σ(t) = (σij(t))1≤i,j≤d, 0 ≤ t ≤ T (the volatility matrix) are the “coefficients” of this

model. They will be assumed throughout to be IF-progressively measurable, and bounded

uniformly in (t, w) ∈ [0, T ]×Ω; in addition, σ(t, w) will be assumed to be invertible, with

σ−1(t, w) bounded uniformly in (t, w) ∈ [0, T ]× Ω.

Under these assumptions, the relative risk process of M, namely

(2.3) θ(t) ∆= σ−1(t)[b(t)− r(t)1], 0 ≤ t ≤ T,

is bounded and IF-progressively measurable; thus

(2.4) Z0(t)
∆= exp

[
−

∫ t

0

θ∗(s)dW (s)− 1
2

∫ t

0

‖θ(s)‖2ds

]
, 0 ≤ t ≤ T

is a martingale, and

(2.5) W (0)(t) ∆= W (t) +
∫ t

0

θ(s)ds, 0 ≤ t ≤ T

is a Brownian motion under the probability measure

(2.6) IP0(A) ∆= IE[Z0(T )1A], A ∈ F(T ),

by the Girsanov theorem (e.g. Karatzas & Shreve (1991), section 3.5).
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2.1 REMARK: The probability measure IP0 of (2.6) is called risk-neutral equivalent

martingale measure; it is equivalent to IP, and it is clear from (2.3), (2.5) that we may

rewrite (2.2) in the form

(2.7) dSi(t) = Si(t)
[
r(t)dt +

d∑

j=1

σij(t)dW
(0)
j (t)

]
, Si(0) = si ∈ (0,∞)

or equivalently

d(γ0(t)Si(t)) = (γ0(t)Si(t)) ·
d∑

j=1

σij(t)dW
(0)
j ,

where we have set

(2.8) γ0(t)
∆=

1
S0(t)

= exp
(
−

∫ t

0

r(s)ds

)
, 0 ≤ t ≤ T.

In other words, under IP0 the discounted stock prices γ0(·)Pj(·), i = 1, . . . , d are martin-

gales.

2.2 DEFINITION: (i) An IF-progressively measurable process π : [0, T ]× Ω →Rd with
∫ T

0
‖π(t)‖2dt < ∞ a.s., is called portfolio process.

(ii) An IF-adapted process C : [0, T ] × Ω → [0,∞) with increasing, right-continuous

paths and C(0) = 0, C(T ) < ∞ a.s., is called cumulative consumption process.

2.3 DEFINITION: For any given portfolio/cumulative consumption process pair (π, C),

and x ∈ R, the solution X(·) ≡ Xx,π,C(·) of the linear stochastic equation

(2.9)

dX(t) =
d∑

i=1

πi(t) · dSi(t)
Si(t)

+
(

X(t)−
d∑

i=1

πi(t)
)
· dS0(t)

S0(t)
− dC(t)

=
d∑

i=1

πi(t)
[
bi(t)dt +

d∑

j=1

σij(t)dWj(t)
]

+
(

X(t)−
d∑

i=1

πi(t)
)

r(t)dt− dC(t)

= r(t)X(t)dt + π∗(t)σ(t)dW (0)(t)− dC(t), X(0) = x,

is called the wealth process corresponding to initial capital x, portfolio rule π(·), and

cumulative consumption rule C(·).
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The interpretation of these quantities should be clear: πi(t) represents the amount

of the agent’s wealth that is invested in the ith stock at time t, and this amount may be

positive or negative, which means that short-selling of stocks is permitted. The amount

X(t) − ∑d
i=1 πi(t) not invested in stocks is put into the bank-account, and it too is al-

lowed to take negative values (corresponding to borrowing rather than saving, at the

interest rate r(t)). In particular, the vector processes p(t) = (p1(t), . . . ,d (t)), and ϕ(t) =

(ϕ0(t), ϕ1(t), . . . , ϕd(t))∗, 0 ≤ t ≤ T , with entries

pi(t)
∆=

{
πi(t)/X(t) ; X(t) 6= 0
0 ; X(t) = 0

}
, i = 1, . . . , d,

ϕi(t)
∆=

{
πi(t)/Si(t) = (X(t)pi(t))/Si(t) ; i = 1, . . . , d
X(t)−

∑d

j=1
πj(t)

S0(t)

=
X(t)[1− sumd

j=1pj(t)]
S0(t)

;

i=0(2.10)providerespectively, theproportionsofwealthandthenumber − of − sharesheldineachoftheassetsattimet, andweobtainX(t) =
∑d

i=0 ϕi(t)Si(t), ∀ 0 ≤ t ≤ T.(2.11)Ontheotherhand,C(t+h) - C(t)representstheamountwithdrawn(for“consumption′′)duringtheinterval(t,

t+h), h > 0. Finally, let us notice that the solution of (2.9) is given by

(2.12)

γ0(t)X(t) +
∫

(0,t]

γ0(s)dC(s) = x +
∫ t

0

γ0(s)X(s)π∗(s)σ(s)dW (0)(s),

= x +
∫ t

0

γ0(s)X(s)p∗(s)σ(s)dW (0)(s), 0 ≤ t ≤ T.

2.4 DEFINITION: We say that a portfolio/consumption process pair (π, C) as in Defi-

nitions 2.2 and 2.3, is admissible in M for the initial wealth x, if there exists a nonnegative

random variable Λ with IE0(Λp) < ∞ for some p > 1, such that the wealth process

X(·) ≡ Xx,π,C(·) of (2.9), (2.12) satisfies almost surely:

(2.13) Xx,π,C(t) ≥ −Λ, ∀ 0 ≤ t ≤ T.

We shall denote by A0(x) the class of all such pairs.

The requirement of admissibility is imposed, in order to rule out “doubling strategies”

(cf. Harrison & Pliska (1981), Karatzas & Shreve (1997)); these achieve arbitrarily large

levels of wealth, but violate the condition of Definition 2.4. In particular, if X(·) is a.s.

bounded from below on [0, T ] as in (2.13), then the process of (2.12) is a IP0-local martingale
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and bounded from below, thus a supermartingale under IP0, and the optional sampling

theorem gives

(2.14) IE0

[
γ0(τ)X(τ) +

∫

(0,τ ]

γ0(t)dC(t)
]
≤ x; ∀ τ ∈ S, ∀ (π, C) ∈ A0(x, τ).

Here and in the sequel, we are denoting by Ss,t the class of IF-stopping times τ : Ω → [s, t],

for 0 ≤ s ≤ t ≤ T , and let S ≡ S0,T .

2.5 REMARK ON NOTATION: For any given τ ∈ S we denote, in (2.14) and in the

sequel, by A0(x, τ) the class of portfolio/consumption process pairs (π, C) for which the

stopped process Xx,π,C(· ∧ τ) satisfies the requirement (2.13). Clearly, A0(x) = A0(x, T ) ⊆
A0(x, τ), ∀τ ∈ S.

3. American Contingent Claims in an Unconstrained Market

Let us consider now the following situation: two agents enter at time t = 0 into an

agreement. One of them (the “seller”) agrees to provide to the second agent (the “buyer”) a

random amount B(τ(ω), ω) ≥ 0 at time t = τ(ω), where τ : Ω → [0, T ] is a stopping time of

IF and at the disposal of the buyer. We shall assume throughout that B : [0, T ]×Ω → [0,∞)

is an IF-adapted process with continuous paths and

(3.1) IE
[

sup
0≤t≤T

(γ0(t)B(t))1+ε

]
< ∞, for some ε > 0.

In return for this commitment, the buyer agrees to pay an amount x ≥ 0 to the seller at

time t = 0. What should this amount be? In other words, what is the “fair price” to pay

at t = 0 to the seller, for his obligation — to deliver the amount B(τ) ≥ 0 to the buyer at

a stopping time τ ∈ S of the buyer’s choice?

A process B(·) with the properties stated above is called an American Contingent

Claim (ACC); and the question we just posed, is the pricing problem for this American

Contingent Claim. As we shall see in this section, the pricing problem admits a complete

solution in the framework of the model M of (2.1), (2.2).

To tackle the pricing problem, one has to look at the situation of each agent separately.

The seller’s objective is, starting with the amount x ≥ 0 that he receives from the buyer

at t = 0, to find a portfolio/consumption process pair (π̂, Ĉ) that makes it possible for
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him to fulfil his obligation without risk (i.e., with probability one) and whenever the buyer

should choose to ask for the payment:

(3.2) Xx,π̂,Ĉ(τ) ≥ B(τ) a.s., ∀ τ ∈ S.

The smallest value of initial capital x ≥ 0 that allows the seller to do this, is called upper

hedging price for the ACC:

(3.3) hup
∆= inf

{
x ≥ 0/∃(π̂, Ĉ) ∈ A0(x) s.t. (3.2) holds

}
.

Consider now the buyer’s objective: he starts out with the amount −x (as he pays

x ≥ 0 to the seller) at time t = 0, and looks for a stopping time τ̌ ∈ S, and a portfo-

lio/consumption strategy (π̌, Č) ∈ A0(−x, τ̌), such that, by exercising his option at time

t = τ̌(w), the payment that he receives allows him to recover the debt he incurred at t = 0

by purchasing the ACC:

(3.4) X−x,π̌,Č(τ̌) + B(τ̌) ≥ 0, a.s.

The largest amount x ≥ 0 that enables the buyer to do this, is called lower hedging price

for the ACC:

(3.5) hlow
∆= sup

{
x ≥ 0/∃τ̌ ∈ S, (π̌, Č) ∈ A0(−x, τ̌) s.t. (3.4) holds

}
.

The reader should not fail to notice the asymmetry in the definitions of the upper and

lower hedging prices in (3.3), (3.5), respectively. This asymmetry reflects the fundamental

asymmetry in the situations of the seller and the buyer: the former needs to hedge against

any stopping time τ ∈ S in (3.2), whereas the latter need only hedge as in (3.4) for some

stopping time τ̌ ∈ S.

The following inequality (3.7) justifies the terminology “upper” and “lower” hedging

price.

3.1 LEMMA: Consider the decreasing function

(3.6) u(t) ∆= sup
τ∈St,T

IE0[γ0(τ)B(τ)], 0 ≤ t ≤ T.
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We have

(3.7) 0 ≤ B(0) ≤ hlow ≤ u(0) ≤ hup ≤ ∞.

PROOF: If the set of (3.3) is empty, then hup = ∞ and hup ≥ u(0) holds trivially; if

not, let x be an arbitrary element of this set, and observe from (2.14), (3.2) that we have:

x ≥ IE0

[
γ0(τ)Xx,π̂,Ĉ(τ) +

∫

(0,τ ]

γ0(t)dČ(t)
]
≥ IE0[γ0(τ)B(τ)]; ∀ τ ∈ S.

Thus x ≥ u(0), and hup ≥ u(0) follows from the arbitrariness of x. On the other hand, the

number B(0) clearly belongs to the set of (3.5) (just take x = B(0) ≥ 0, τ̌ = 0, π̌(·) ≡
0, Č(·) ≡ 0 in (3.4)); for an arbitrary element x ≥ 0 of this set, (2.14) and (3.4) give

−x ≥ IE0

[
γ0(τ̌)X−x,π̌,Č(τ̌) +

∫

(0,τ̌ ]

γ0(t)dČ(t)
]
≥ − IE0[γ0(τ̌)B(τ̌)] ≥ −u(0),

whence hlow ≤ u(0) from the arbitrariness of x.

3.2 REMARK: From condition (3.1), and the boundedness of the process θ(·) in (2.3),

we obtain

IE0

[
sup

0≤t≤T
(γ0(t)B(t))

]
= IE

[
Z0(T ) · sup

0≤t≤T
(γ0(t)B(t))

]

≤ (
IE(Z0(T ))q

)1/q ·
(

IE sup
0≤t≤T

(γ0(t)B(t))p

)1/p

< ∞

with p = 1 + ε > 1, 1
p + 1

q = 1. In particular, u(0) < ∞ in (3.6).

Here is the main theoretical result of this section.

3.3 THEOREM: The infimum of (3.3) and the supremum of (3.5) are both attained,

and are equal:

(3.8) hup = hlow = u(0) ∆= sup
τ∈S

IE0[γ0(τ)B(τ)] < ∞.

Furthermore, there exists a pair (π̂, Ĉ) ∈ A0(u(0)) such that, with

X̂0(t)
∆=

1
γ0(t)

ess supτ∈St,T
IE0[γ0(τ)B(τ)|F(t)], 0 ≤ t ≤ T,(3.9)

σ̌
∆= inf{t ∈ [0, T )/X̂0(t) = B(t)} ∧ T,(3.10)
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and π̌(·) ≡ −π̂(·), we have almost surely:

Xu(0),π̂,Ĉ(t) = X̂0(t) ≥ B(t), ∀ 0 ≤ t ≤ T,(3.11)

Xu(0),π̂,Ĉ(t) = −X−u(0),π̌,0(t) > B(t), ∀ 0 ≤ t < τ̌ ,(3.12)

Ĉ(τ̌) = 0, Xu(0),π̂,Ĉ(τ̌) = −X−u(0),π̌,0(τ̌) = B(τ̌).(3.13)

The portfolio π̂(·) (respectively, π̌(·)) is the optimal hedging portfolio for the seller

(respectively, the buyer). The stopping time of τ̌ of (3.10) is the optimal exercise time for

the buyer; and the process X̂0(·) of (3.9) is called the price-process of the ACC in [0, T ].

Necessary for the proof of Theorem 3.3 are certain facts from the Theory of Optimal

Stopping for continuous-parameter processes. These are reviewed below, without proof;

for the details, the reader is referred to El Karoui (1981), Fakeev (1970, 1971), Karatzas

(1993).

3.4 RESULTS FROM OPTIMAL STOPPING: There exists a RCLL (right-continuous on

[0, T ), with limits from the left everywhere on (0, T ]) version of the IF-adapted process

(3.14) Z(t) ∆= ess supτ∈St,T
IE0[γ0(τ)B(τ)|F(t)], 0 ≤ t ≤ T

with the following properties:

(i) Z(·) is a IP0-supermartingale, dominates γ0(·)B(·), and is the smallest process with

these properties (called “Snell envelope” of γ0(·)B(·)).
(ii) For every t ∈ [0, T ] and with τ̌t

∆= inf{u ∈ [t, T )/Z(u) = γ0(u)B(u)} ∧ T , the process

Z(· ∧ τ̌t) is a IP0-martingale on [t, T ], and we have

(3.15) IE0 Z(t) = u(t) ∆= sup
τ∈St,T

IE0[γ0(τ)B(τ)] = IE0[γ0(τ̌t)B(τ̌t)].

(iii) The IP0-supermartingale Z(·) is of class D[0, T ] and regular, so it has a unique Doob-

Meyer decomposition

(3.16) Z(t) = u(0) + M(t)−A(t), 0 ≤ t ≤ T.

Here M(·) is a uniformly integrable IP0-martingale, and A(·) a continuous, increasing

IF-adapted process with A(0) = M(0) = 0, IE0 A(T ) < ∞ (cf. Karatzas & Shreve

(1991), pp. 24-29).
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(iv) The process A(·) of (3.16) satisfies, a.s.

(3.17)
∫ T

0

(Z(t)− γ0(t)B(t))dA(t) = 0, A(τ̌t) = A(t) for 0 ≤ t ≤ T.

In other words, A(·) is flat off the set {0 ≤ t ≤ T/Z(t) = γ0(t)B(t)}.
PROOF OF THEOREM 3.3: Consider the IP0-martingale M(·) of (3.16) in its stochastic

integral representation

(3.18)
M(t) = IE0[M(T )|F(t)] = IE0[γ0(T )B(T ) + A(T )|F(t)]− u(0)

=
∫ t

0

ψ∗(s)dW (0)(s), 0 ≤ t ≤ T,

for some IF-progressively measurable process ψ : [0, T ]×Ω → Rd with
∫ T

0
‖ψ(t)‖2dt < ∞,

a.s. Then the nonnegative process X̂0(·) of (3.9) is seen, from (3.16), (3.14) and (3.18), to

satisfy almost surely

(3.19) γ0(t)X̂0(t) = Z(t) = u(0) +
∫ t

0

ψ∗(s)dW (0)(s)−A(t), 0 ≤ t ≤ T.

Thus, if we define a portfolio/consumption process pair (π̂, Ĉ) via

π̂(t) ∆=
1

γ0(t)X̂0(t)
(σ∗(t))−1ψ(t)·,(3.20)

Ĉ(t) ∆=
∫ t

0

1
γ0(s)

dA(s), 0 ≤ t ≤ T,(3.21)

and a portfolio/proportion process p̂(·) = (p̂1(·), . . . , p̂d)∗ via

(3.22) p̂i(t)
∆=

{
π̂i(t)/X̂(t) ; if X(t) >= 0
0 ; if X(t) = 0

}
, i = 1, . . . , d,

we have
∫ T

0
‖π̂(t)‖2dt < ∞ a.s., and can rewrite (3.19) as

(3.23)

γ0(t)X̂(t) = Z(t) = u(0) +
∫ t

0

γ0(s)π̂∗(s)σ(s)dW (0)(s)−
∫ t

0

γ0(s)dĈ(s), 0 ≤ t ≤ T.

In other words, X̂0(·) ≡ Xu(0),π̂,Ĉ(·); clearly τ̌ = τ̌0 and Ĉ(τ̌) = 0 a.s. from (3.17),

and the other claims of (3.11)-(3.13) follow.
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3.5 REMARK: The early exercise premium

(3.24) e(t) ∆=
1

γ0(t)

[
sup

τ∈St,T

IE0[γ0(τ)B(τ)|F(t)]− IE0[γ0(T )B(T )|F(t)]
]
, 0 ≤ t ≤ T

is the difference between the prices, at time t, of the American Contingent Claim B(·) and

the European Contingent Claim B(T ). It is easily seen that

(3.25) e(t) =
1

γ0(t)
IE0[A(T )−A(t)|F(t)] =

1
γ0(t)

IE0

[ ∫ T

t

γ0(s)dĈ(s)
∣∣∣∣F(t)

]
;

in other words, the consumption process Ĉ(·) of (3.22) can be interpreted as a “cash-flow”,

whose expected discounted value IE0
∫ T

0
γ0(t)dĈ(t) yields the early exercise premium e(0)

at t = 0.

3.6 EXAMPLE: American Call-Option B(t) = (Si(t)− q)+, 0 ≤ t ≤ T on the ith stock

(without dividends), with r(·) ≥ 0 and 0 ≤ q < ∞.

In this case γ0(·)Si(·) is a IP0-martingale and qγ0(·) a decreasing process, so that

γ0(·)(Si(·)−q) is a IP0-submartingale. By Jensen’s inequality, γ0(·)B(·) = γ0(·)(Si(·)−q)+

is again a IP0-submartingale, and the optimal stopping problem admits a trivial solution:

(3.26) τ̌ = T, and e(·) ≡ 0.

The American call-option (on a stock without dividends) is, under these conditions, equiv-

alent to the European call-option, and thus

(3.27) u(0) = IE0[γ0(T )(Pi(T )− q)+].

In particular, for constant r ≥ 0, σ = σii > 0, σij = 0 (∀j 6= i) and q > 0, the expression

of (3.27) leads to the Black & Scholes (1973) formulae

(3.28)

u(0) = U(T, Pi(0)); π̂i(t) =
Pi(t)

U(T − t, Pi(t))
· ∂U

∂p
(T − t, Pi(t)) > 1, 0 ≤ t ≤ T

X̂0(t) = Xu(0),π̂,0(t) = U(T − t, Pi(t)) = IE0[e−r(T−t)(Pi(T )− q)+|F(t)], 0 ≤ t ≤ T

for the hedging price of (3.27), the optimal hedging portfolio π̂(·) of Theorem 3.3 (π̂j(·) ≡
0, ∀j 6= i), and the corresponding wealth process X̂(·). Here

(3.29) U(s, p) ∆=
{

pΦ(ξ+(s, p))− qe−rsΦ(ξ−(s, p)); p > 0, s > 0
(p− q)+; p > 0, s = 0

}
,
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Φ(ξ) =
∫ ξ

−∞
e−z2/2√

2π
dz is the cumulative standard normal distribution function, and

(3.30) ξ±(s, p) ≡ ξ±(s, p; q) ∆=
1

σ
√

s

[
log

(p

q

)
+

(
r ± σ2

2
)
s

]
.

3.7 EXAMPLE: American Put-Option B(t) = (q − P (t))+, 0 ≤ t ≤ T with d =

1, P1(·) ≡ P (·) and constant coefficients r > 0, σ = σ11 > 0, q > 0. Quite unlike the

simple answer that we obtained in Example 3.6, here one has to solve a genuine optimal

stopping problem with non-trivial structure. The price-process of (3.9) is

(3.31) X̂0(t) = ess supτ∈St,T
IE0[e−r(τ−t)(q − P (τ))+|F(t)] = G(T − t, P (t)), 0 ≤ t ≤ T

where

(3.32) G(s, x) ∆= sup
τ∈S0,s

E0[e−rτ (q − P (τ))+|P (0) = x]

is the so-called optimal reward function. It can be shown that this function G : (0,∞) ×
(0,∞) → [0, q] is strictly positive; continuous; increasing in the variable s; decreasing,

convex and continuously differentiable in the variable x; and the function x 7→ x + G(s, x)

is increasing for every s > 0. On the other hand, the continuation region

(3.33) C ∆= {(s, x) ∈ (0,∞)2/G(s, x) > (q − x)+}

is open, and its s-sections are given as

(3.34) Cs = (b(s),∞), where 0 < b(s) < q.

The resulting moving boundary function b : (0,∞) → (0, q) turns out to be continuous and

decreasing, with

(3.35) b(0+) ∆= lim
s↓0

b(s) = q, b(∞) ∆= lim
s→∞

b(s) =
qγ

1 + γ

(3.36) lim
s→∞

G(s, x) = g(x) ∆=
{

(q − b(∞))( b(∞)
x )γ ; x > b(∞)

q − x ; 0 < x < b(∞)

}
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and γ
∆= 1

σ [( r
σ − σ

2 ) +
√

( r
σ − σ

2 )2 + 2r ]. Furthermore, the optimal reward and moving

boundary functions solve the following variational inequality (or “free-boundary”) problem:

(3.37)





−∂G
∂s + σ2

2 x2 + rx∂G
∂x − rG = 0 , in C

= −rq < 0 , in (0, b(s)), ∀s > 0
G(s, x) > (q − x)+ , in C
G(s, x) = (q − x)+ , in (0,∞)2\C





No explicit solution to this problem seems to be possible. One can characterize,

however, the moving boundary function b(·) as the unique solution to the integral equation

(3.38)
q − x = qe−rsΦ(−ξ−(s, x; q))− xΦ(−ξ+(s, x; q))

+ rq

∫ s

0

e−ruΦ(−ξ−(s, x; b(s− u)))du; ∀ x ≤ b(s), s > 0

with the notation of (3.29)-(3.30).

Once the moving boundary b(·) has been determined, explicit representations can be

found for the optimal reward function

(3.39) G(s, x) =





qe−rsΦ(−ξ−(s, x; q))− xΦ(−ξ+(s, x; q))
+rq

∫ s

0
e−ruΦ(−ξ−(s, x; b(s− u)))du; x > 0, s > 0

(q − x)+; x > 0, s = 0





of (3.32) and (3.37), the optimal exercise time

(3.40)
τ̌ = inf{t ∈ [0, T )/P (t) ≤ b(T − t)} ∧ T

= inf{t ∈ [0, T )/(T − t, P (t)) 6∈C} ∧ T

of (3.10) for the buyer, the optimal hedging portfolio

(3.41) π̂(t) = P (t) · ∂G

∂x
(T − t, P (t))

/
G(T − t, P (t)), 0 ≤ t ≤ T

of (3.21) for the seller, the cash-flow process

(3.42) Ĉ(t) = rq

∫ t

0

1{P (u)≤b(T−u)}du, 0 ≤ t ≤ T

of (3.22), and the early exercise premium

(3.43) e(t) = rq

∫ T

t

e−r(u−t)Φ(−ξ−(u− t, P (t); b(T − u)))du, 0 ≤ t ≤ T
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of (3.24). The reader is referred to Jacka (1991) or section 2.7 in Karatzas & Shreve

(1997), for the details; see also Myneni (1992) for additional information and a complete

bibliography on this problem.

Although closed form solutions are not available for pricing American put-options on

finite-horizons, an extensive literature exists on their numerical computation. Roughtly

speaking, the most “popular” methods currently in use are:

• Binomial trees and their extensions; see, for example, Cox, Ross and Rubinstein

(1979), Boyle (1988), Hull and White (1988), and Lamberton (1993, 1995);

• Numerical solution of PDEs and variational inequalities; see, for example, Brennan &

Schwartz (1977), Carr & Faguet (1994), and Wilmott, Dewynne & Howison (1993);

• Analytic approximations; see, for example, Barone-Adesi & Whaley (1987), MacMillan

(1986), Johnson (1983), and Geske & Johnson (1984);

• Monte-Carlo simulation; see Broadie & Glasserman (1996), Tilley (1993); and Bar-

raquand & Martineau (1995), Barraquand & Pudet (1996) who deal with path-

dependent American contingent claims.

Because of the enormous number of papers on these subjects, no attempt is made

here to cover all existing literature; rather, interested readers are refered to several survey

papers and books such as Broadie & Detemple (1994), Boyle, Broadie & Glasserman

(1996), Carverhill & Webber (1990), Hull (1993), Wilmott, Dewynne & Howison (1993)

for a partial list of fairly recent numerical work on American options and comparisons of

efficiency.

4. Constraints on Portfolio Choice

Let us introduce now constraints on the portfolios available to agents. Suppose that

two Borel subsets K+, K− of Rd are given, each of which contains the origin, and we

restrict attention to portfolio/consumption rules that satisfy

π(t) ∈ K+, as long as Xx,π,C(t) > 0

π(t) ∈ K−, as long as Xx,π,C(t) < 0.
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In other words, our class of admissible portfolio/consumption process pairs becomes now

(4.1)
A(x) ∆= {(π, C) ∈ A0(x)/π(t) ∈ K+ on {Xx,π,C(t) ≥ 0}, and

π(t) ∈ K− on {Xx,π,C(t) ≤ 0}, ∀0 ≤ t ≤ T}.

We shall consider also the subclasses

(4.2)

A+(x) ∆= {(π, C) ∈ A(x)/π(t) ∈ K+ and Xx,π,C(t) ≥ 0, ∀0 ≤ t ≤ T, a.s.}, for x ≥ 0,

(4.3)

A−(x) ∆= {(π, C) ∈ A(x)/π(t) ∈ K− and Xx,π,C(t) ≤ 0, ∀0 ≤ t ≤ T, a.s.}, for x ≤ 0,

and define A(x, τ), A±(x, τ) for any given τ ∈ S, just as in Remark 2.5.

4.1 REMARK ON NOTATION: We shall denote by M(K) the market M of (2.1), (2.2),

(2.9), constrained by the requirement that portfolio/consumption rules (π, C) should belong

to the class A(x) of (4.1).

Consider now, in this constrained market M(K), an American Contingent Claim

(ACC) B(·) = {B(t), 0 ≤ t ≤ T} as in the beginning of section 3. By analogy with (3.3),

(3.5) and the discussion preceding them, we can introduce the upper-hedging price

(4.4) hup(K) ∆= inf{x ≥ 0/∃(π̂, Ĉ) ∈ A+(x) s.t. (3.2) holds}

and the lower-hedging price

(4.5) hlow(K) ∆= sup{x ≥ 0/∃τ̌ ∈ S, ∃(π̌, Č) ∈ A−(−x, τ̌) s.t. (3.4) holds}

of B(·) with constrained portfolios. And just as in Lemma 3.1, we have here as well

(4.6) 0 ≤ B(0) ≤ hlow(K) ≤ u(0) ≤ hup(K) ≤ ∞.

The number u(0)∆= supτ∈S IE0[γ0(τ)B(τ)] is the same as in (3.8); however, unlike the double

equality hup = hlow = u(0) of the unconstrained case, here we have typically hlow(K) <

hup(K). How does then one characterize, or even compute, these upper- and lower-hedging

prices in the general, constrained case? We shall try to address this question in the next
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sections. For the remainder of the present section, let us take up the important issue of

arbitrage.

4.2 DEFINITION: Suppose that p > 0 is the price of the American Contingent Claim

B(·) in the market M(K), at time t = 0. We say that the triple (M(K), p, B(·)) admits

an arbitrage opportunity, if there exists either

(i) a pair (π̂, Ĉ) ∈ A+(x) that satisfies

(4.7) Xx,π̂,Ĉ(τ) ≥ B(τ) a.s., ∀ τ ∈ S

for some 0 < x < p; or

(ii) a stopping time τ̌ ∈ S and a pair (π̌, Č) ∈ A−(−x, τ̌), such that

(4.8) X−x,π̌,Č(τ̌) + B(τ̌) ≥ 0, a.s.

holds for some x > p.

The economic meaning of this definition should be clear. In the first case, an agent can

sell the contingent claim at time t = 0 for p > x (i.e., for more than is required to hedge

it without risk throughout the interval [0, T ], in the sense of (4.7)). In the second case,

an agent can buy the contingent claim for p < x (that is, for less than the amount which

allows him to recover his initial debt without risk, as in (4.8), by exercising his option to

the claim at some stopping time τ̌ in S). In either case, there exists an opportunity for

creating wealth without risk, i.e., for arbitrage. Clearly, any price p > 0 that leads to such

an arbitrage opportunity should be excluded.

4.3 THEOREM: Every p > 0 outside the interval [hlow(K), hup(K)] leads to an arbitrage

opportunity in (M(K), p, B), while no p > 0 in this interval does. For this reason, we call

[hlow(K), hup(K)] the arbitrage-free interval.

PROOF OF THEOREM 4.3: One checks easily, that the sets U ,L of (4.4), (4.5), respec-

tively, are intervals: (x ∈ L, 0 ≤ y ≤ x) ⇒ y ∈ L, and (x ∈ U , y ≥ x) ⇒ y ∈ U . Now,

if p > hup(K), for any x in the interval (hup(K), p) we have x ∈ U , that is (4.7) for some

pair (π̂, Ĉ) ∈ A+(x); similarly, if p < hlow(K), for any x in the interval (p, hlow(K)) we

have x ∈ L, that is (4.8), for some stopping time τ̌ ∈ S and some pair (π̌, Č) ∈ A−(−x, τ̌).
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Now suppose hlow(K) ≤ p ≤ hup(K) and that the conditions of (i) are satisfied; from

the definition (4.4) of hup(K), we obtain then hup(K) ≤ x < p, a contradiction. We argue

similarly, if the conditions of (ii) are satisfied.

In the unconstrained setup of section 3, one can show similarly that any price p 6= u(0)

leads to an arbitrage opportunity in (M, p, B).

5. Convex Constraints

Let us concentrate henceforth on the important case of closed, convex subsets K+,K−

of Rd. We shall assume, as before, that K+ ∩K− contains the origin, but we shall impose

also the additional condition

(5.1) λπ+ + (1− λ)π− ∈
{

K+, if λ ≥ 1
K−, if λ ≤ 0

}
, for every π+ ∈ K+, π− ∈ K−.

The function

(5.2) δ(x) ∆= sup
π∈K+

(−π∗x) : Rd → [0,∞]

and its effective domain

(5.3)
K̃

∆= {x ∈ Rd/∃β ∈ R s.t. − π∗x ≤ β, ∀ π ∈ K+}
= {x ∈ Rd/δ(x) < ∞}

will play an important role for our subsequent analysis. In the terminology of Convex

Analysis (e.g. Rockafellar (1970)), δ(·) is the support function of the convex set −K+,

and K̃ is a convex cone, called “barrier cone” of the convex set −K+. Condition (5.1)

guarantees that the sets −K+ and K− have the same barrier cone K̃, on which their

support functions add up to zero: in other words,

(5.4) K̃ = {x ∈ Rd/∃β ∈ R s.t. π∗x ≤ β, ∀π ∈ K−}

and

(5.5) sup
π∈K−

(π∗x) =
{
−δ(x), x ∈ K̃
∞, x 6∈ K̃

}
.
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5.1 REMARK: The reader should consult Karatzas & Kou (1996), Proposition 7.2, for

justification of the claims in the last sentence. It is also shown in that paper (Proposi-

tion 7.1) that the condition (5.1) guarantees the following “superposition property”: for

arbitrary but fixed x1, x2 in R, and any (πi, Ci) ∈ A(xi) (i = 1, 2), there exists a pair

(π,C) ∈ A(x1 + x2) such that

(5.6) Xx1+x2,π,C(t) = Xx1,π1,C1(t) + Xx2,π2,C2(t), ∀ 0 ≤ t ≤ T.

Finally, we shall assume throughout that

(5.7) the function δ(·) of (5.2) is continuous on K̃;

a sufficient condition for this, is that the barrier cone K̃ of (5.3) be locally simplicial (cf.

Rockafellar (1970), Theorem 10.2 on p. 84).

Here are some examples of convex constraint sets that satisfy all the assumptions of

this section. In discussing these, it will be useful to recall the number-of-shares processes

ϕi(·), i = 0, 1, . . . , d of (2.10).

5.2 EXAMPLE: Unconstrained case (ϕ ∈ Rd+1). In other words, K+ = K− = Rd; then

K̃ = {0}, δ = 0 on K̃.

5.3 EXAMPLE: Prohibition of short-selling of stocks (ϕi ≥ 0, 1 ≤ i ≤ d). In other

words, K+ = [0,∞)d, K− = (−∞, 0]d; here K̃ = [0,∞)d, and δ ≡ 0 on K̃.

5.4 EXAMPLE: Incomplete market (ϕi = 0, m + 1 ≤ i ≤ d). Suppose now that only

the first m stocks, 1 ≤ m ≤ d−1, can be traded. Then K+ = K− = {π ∈ Rd/πi = 0, ∀i =

m + 1, . . . , d} and we obtain K̃ = {x ∈ Rd/xi = 0, ∀i = 1, . . . , m}, δ ≡ 0 on K̃.

5.5 EXAMPLE: Both K+ and K− = −K+ are closed convex cones in Rd. Then

K̃ = {x ∈ Rd/π∗x ≥ 0, ∀π ∈ K+}, and δ ≡ 0 on K̃. Clearly, this is a generalization of

Examples 5.2-5.4.

5.6 EXAMPLE: Prohibition of borrowing (ϕ0 ≥ 0). In other words, K+ = {π ∈
Rd/

∑d
i=1 πi ≤ 1}, K− = {π ∈ Rd/

∑d
i=1 πi ≥ 1}. Then K̃ = {x ∈ Rd/x1 = · · · = xd ≤

0}, and δ(x) = −x1 on K̃.

5.7 EXAMPLE: Constraints on borrowing. A generalization of the previous example is

K+ = {π ∈ Rd/
∑d

i=1 πi ≤ k} for some k > 1, and K− = {π ∈ Rd/
∑d

i=1 πi ≥ k}. Then

K̃ = {x ∈ Rd/x1 = · · · = xd ≤ 0}, and δ(x) = −kx1, for x ∈ K̃.
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5.8 EXAMPLE: Constraints on the short-selling of stocks. A generalization of Example

5.3 is K+ = [−k,∞)d for some k > 0, and K− = (−∞,−k]d; then K̃ = [0,∞)d and

δ(x) = k
∑d

i=1 xi on K̃.

In the context of European contingent claims, the techniques for handling such convex

constraints on portfolio choice were introduced by Cvitanić & Karatzas (1993) and were

further extended by Karatzas & Kou (1996). The basic idea is to introduce an auxiliary

family {Mν}ν∈D of random environments, which contains the market model M of section

2: M = M0, (ν ≡ 0) ∈ D. Within each member Mν of this family, the pricing problem

for the American Contingent Claim B(·) is then solved exactly as in section 3; and by

analogy with Theorem 3.3, one obtains

(5.8) uν(0) ∆= sup
τ∈S

IE[γν(τ)B(τ)], ν ∈ D

as both the upper- and lower-hedging prices of B(·) with unconstrained portfolios, in the

auxiliary random environment Mν . Then, the task is to show that the upper- and lower-

hedging prices of B(·), in the constrained market M(K) of section 4, are given by

(5.9) hup(K) = sup
ν∈D

uν(0) = sup
ν∈D

sup
τ∈S

IEν [γν(τ)B(τ)] =: V

and

(5.10)
hlow(K) = inf

ν∈D
uν(0)

= inf
ν∈D

sup
τ∈S

IEν [γν(τ)B(τ)] =: v,

respectively (provided, for (5.10), that V < ∞ or v = 0).

In order to introduce in detail this family {Mν}ν∈D of random environments, let H
be the space of IF-progressively measurable processes ν : [0, T ]× Ω → K̃ which satisfy

(5.11) IE
∫ T

0

(‖ν(t)‖2 + δ(ν(t)))dt < ∞.

For every ν ∈ H, consider now the market model Mν as in (2.1), (2.2), but with r(·), b(·)
replaced by r(ν)(t) ∆= r(·) + δ(ν(·)) and b(ν)(t) ∆= b(·) + ν(·) + δ(ν(·))1d, respectively:

(5.12) dP
(ν)
0 (t) = P

(ν)
0 (t)(r(t) + δ(ν(t)))dt, P

(ν)
0 (0) = 1,
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(5.13)

dP
(ν)
i (t) = P

(ν)
i (t)

[(
bi(t) + νi(t) + δ(ν(t))

)
dt

+
d∑

j=1

σij(t)dWj(t)
]
, P

(ν)
i (0) = pi ∈ (0,∞); i = 1, . . . , d.

In this new market model, the analogues of the processes in (2.8) and (2.3)-(2.5) are

given as

γν(t) ∆=
1

P
(ν)
0 (t)

= exp
[
−

∫ t

0

(r(s) + δ(ν(s)))ds

]
,(5.14)

θν(t) ∆= σ−1(t)[b(ν)(t)− r(ν)(t)1d] = θ(t) + σ−1(t)ν(t),(5.15)

Zν(t) ∆= exp
[
−

∫ t

0

θ∗ν(s)dW (s)− 1
2

∫ t

0

‖θν(s)‖2ds

]
,(5.16)

W (ν)(t) ∆= W (t) +
∫ t

0

θν(s)ds = W (0)(t) +
∫ t

0

σ−1(s)ν(s)ds, 0 ≤ t ≤ T,(5.17)

respectively. For every process ν(·) in the subclass

(5.18) D ∆=
{

ν ∈ H
/

sup
(t,ω)∈[0,T ]×Ω

‖ν(t, ω)‖ < ∞
}

of bounded processes in H, the exponential process Zν(·) of (5.16) is a martingale and the

process W (ν)(·) of (5.17) is a Brownian motion under the probability measure

(5.19) IPν(A) ∆= IE[Zν(T )1A], A ∈ F(T ),

by Girsanov’s theorem (Karatzas & Shreve (1991), section 3.5).

5.9 REMARK: The equations of (2.2) for the stock-price processes can be written in

the form

(5.20) dPi(t) = Pi(t)
[
(r(t)− νi(t))dt +

d∑

j=1

σij(t)dW
(ν)
j

]
, i = 1, . . . , d

in terms of the process W (ν)(·) of (5.17). In the special case of an Incomplete Market (Ex-

ample 5.4), it develops from this equation that the discounted stock prices γ0(·)Pi(·), i =

1, . . . , m are martingales under each probability measure in the family {IPν}ν∈D. For this
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reason, every IPν (ν ∈ D) is called “equivalent martingale measure” for the model M of

(2.1)-(2.2), with i = 1, . . . , m.

5.10 REMARK: Notice that, in conjunction with (5.14) and (5.17), we can rewrite the

equation (2.12) for X(·) ≡ Xx,π,C(·) equivalently as

(5.21)
γν(t)Xx,π,C(t) +

∫

(0,t]

γν(s)dC(s) +
∫ t

0

γν(s)Xx,π,C(s)[δ(ν(s)) + ν∗(s)π(s)]ds

= x +
∫ t

0

γν(s)Xx,π,C(s)π∗(s)σ(s)dW (ν)(s), 0 ≤ t ≤ T

for every ν ∈ D.

5.11 REMARK: It should be clear now, from the notation of (5.12)-(5.19) and Theorem

3.3, that the quantity uν(0) of (5.8) is indeed the (upper-, and lower-) hedging price of the

American Contingent Claim B(·) with unconstrained portfolios in Mν , ∀ ν ∈ D; on the

other hand, the arguments of Remark 3.2 (in conjunction with the boundedness of ν(·))
show uν(0) < ∞, ∀ ν ∈ D. Let us consider also, for every ν ∈ D, the analogue

(5.22) X̂ν(t) ∆=
1

γν(t)
ess supτ∈St,T

IEν [γν(τ)B(τ)|F(t)], 0 ≤ t ≤ T,

of (3.9), that is, the price-process in Mν of the American Contingent Claim B(·); clearly,

X̂ν(0) = uν(0) and X̂ν(T ) = B(T ), a.s. Finally, we introduce the processes

(5.23) X̄(t) ∆= ess supν∈DX̂ν(t), X(t) ∆= ess infν∈DX̂ν(t); 0 ≤ t ≤ T.

These satisfy X̄(0) = V, X(0) = v in the notation of (5.9), (5.10), as well as X̄(T ) =

X(T ) = B(T ), a.s.

Here are the two main results of this paper, which justify the claims of (5.9) and

(5.10).

5.12 THEOREM: The upper-hedging price hup(K) of (4.4) is given by

(5.9) hup(K) = V
∆= sup

ν∈D
uν(0) = sup

ν∈D
sup
τ∈S

IEν [γν(τ)B(τ)].

Furthermore, if V < ∞, there exists a pair (π̂, Ĉ) ∈ A+(V ) such that

(5.24) XV,π̂,Ĉ(τ) = X̄(τ) ≥ B(τ), ∀ τ ∈ S

22



holds, almost surely.

PROOF: The inequality V ≤ hup(K) is obvious, if hup(K) = ∞; if not, the set of

(4.4) is nonempty. With x ≥ 0 an arbitrary element of this set, and (π̂, Ĉ) ∈ A+(x)

any portfolio/consumption process pair that satisfies (3.2), the process of (5.21) is then a

nonnegative local martingale, thus also a supermartingale, under IPν . Consequently, from

(3.2), (4.2), (5.2) and the Optional Sampling Theorem, we obtain

x ≥ IEν

[
γν(τ)Xx,π̂,Ĉ(τ) +

∫

(0,τ ]

γν(t)dĈ(t)

+
∫ τ

0

γν(s)Xx,π̂,Ĉ(s){δ(ν(s)) + ν∗(s)π̂(s)}ds

]

≥ IEν [γν(τ)B(τ)], for every τ ∈ S and ν ∈ D.

Therefore, x ≥ supν∈D supτ∈S IEν [γν(τ)B(τ)] = V , and hup(K) ≥ V follows from the

arbitrariness of x in the set of (4.4).

Similarly, the inequality hup(K) ≤ V is trivial, if V = ∞. In Appendix A we establish

this inequality, as well as the remaining claims of the Theorem, for the case V < ∞.

5.13 THEOREM: The lower-hedging price hlow(K) of (4.5) satisfies

(5.10)′ hlow(K) ≤ v
∆= inf

ν∈D
uν(0) = inf

ν∈D
sup
τ∈S

IEν [γν(τ)B(τ)],

with equality if V < ∞ or if v = 0; in the case V < ∞, there exists a pair (π̌, Č) ∈ A−(−v)

such that

(5.25) −X−v,π̌,Č(· ∧ ρ0) = X(· ∧ ρ0) ≥ B(ρ0) and −X−v,π̌,Č(ρ0) = B(ρ0)

hold almost surely, with

(5.26) ρt
∆= inf{u ∈ [t, T )/X(u) = B(u)} ∧ T, 0 ≤ t ≤ T,

provided that v > 0.

PROOF: The inequality v ≥ hlow(K) is obvious, if hlow(K) = 0. If not, the set of (4.5) is

nonempty; take an arbitrary x ≥ 0 in this set, as well as any τ̌ ∈ S and (π̌, Č) ∈ A−(−x, τ̌)

for which (3.4) holds. From (5.21), the process

(5.27)

γν(t)X−x,π̌,Č(t) +
∫

(0,t]

γν(s)dČ(s)

+
∫ t

0

γν(s)X−x,π̌,Č(s)[δ(ν(s)) + ν∗(s)π̌(s)]ds, 0 ≤ t ≤ T
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is then a IPν-local martingale, for every ν ∈ D. The second and third terms in this

expression are nonnegative (recall here (4.3) and (5.5)), whereas the first term dominates

the random variable −Λ · max0≤t≤T γν(t), which is IPν-integrable. To see this, take into

account the boundedness of r(·), ν(·) and σ−1(·), observe

(5.28)
Zν(t)
Z0(t)

= exp
[
−

∫ t

0

(σ−1(s)ν(s))∗dW (0)(s)− 1
2

∫ t

0

‖σ−1(s)ν(s)‖2ds

]

from (5.16), and argue as in Remark 3.2 that

(5.29) IEν(Λ) = IE0

[
Zν(T )
Z0(T )

· Λ
]
≤ (IE0(Λp))1/p ·

(
E0

(
Zν(T )
Z0(T )

)q)1/q

< ∞

with p > 1 as in Definition 2.4 and 1
p + 1

q = 1.

It develops that the local martingale of (5.27) is bounded from below by a IPν-

integrable random variable and is thus a supermartingale, under IPν . We obtain, from

(3.4) and the optimal sampling theorem:

−x ≥ IEν

[
γν(τ̌)X−x,π̌,Č(τ̌) +

∫

(0,τ̌ ]

γν(t)dČ(t)

+
∫ τ̌

0

γν(t)X−x,π̌,Č(t)[δ(ν(t)) + ν∗(t)π̌(t)]dt

]

≥ − IEν [γν(τ̌)B(τ̌)] ≥ −uν(0), ∀ ν ∈ D

whence v = infν∈D uν(0) ≥ x, and thus v ≥ hlow(K) from the arbitrariness of x ≥ 0 in the

set of (4.5).

Similarly, the inequality v ≤ hlow(K) is obvious, if v = 0; in Appendix B we establish

this inequality, as well as the remaining claims of the theorem, for the case (v > 0, V <

∞).

Let us consider, in addition to those of (5.26), the stopping times

(5.30) ρ̌t(ν) ∆= inf{u ∈ [t, T )/X̂ν(u) = B(u)} ∧ T, 0 ≤ t ≤ T

for every ν ∈ D, and notice that

(5.31) ρt ≤ ρ̌t(ν), 0 ≤ t ≤ T (∀ ν ∈ D).
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In terms of these stopping times we have the following, somewhat simpler, representations

for hup(K) and hlow(K). These are also proved in Appendix B.

5.14 PROPOSITION: Suppose that V < ∞. Then the processes of (5.23) admit the

representations

X̄(t) = ess supν∈D IEν

[
γν(ρt)
γν(t)

X̄(ρt)
∣∣∣∣F(t)

]
,(5.32)

X(t) = ess infν∈D IEν

[
γν(ρt)
γν(t)

B(ρt)
∣∣∣∣F(t)

]
, 0 ≤ t ≤ T.(5.33)

In particular, the operations of “infimum” and “supremum” in the definition of X(·) can

be interchanged:

(5.34)
X(t) = ess infν∈D ess supτ∈St,T

IEν

[
γν(τ)
γν(t)

B(τ)
∣∣∣∣F(t)

]

= ess supτ∈St,T
ess infν∈D IEν

[
γν(τ)
γν(t)

B(τ)
∣∣∣∣F(t)

]
, 0 ≤ t ≤ T

and we have

hlow(K) = inf
ν∈D

IEν [γν(ρ0)B(ρ0)],(5.35)

hup(K) = sup
ν∈D

IEν [γν(ρ0)X̄(ρ0)].(5.36)

5.15 REMARK: In the case of an American put-option B(t) = (q−Pi(t))+ with r(·) ≥ 0,

we have clearly V ≤ q < ∞. For an American call-option B(t) = (Pi(t)−q)+ as in Example

3.6, we have V < ∞ if and only if

(5.37) x 7→ δ(x) + xi is bounded from below on K̃.

This can be shown in exactly the same way as in Remarks 6.8-6.10 of Cvitanić & Karatzas

(1993); the condition (5.37) is satisfied, in particular, if

(5.37)′
{

K+ contains both the origin and the ith

unit vector ei = (0, . . . 0, 1, 0, . . . , 0).

}

5.16 REMARKS: The reader should not fail to notice that the maximizations in (5.9),

(5.23) for X̄(·), involve a mixed optimal stopping/stochastic control problem, in which the

controller maximizes over both the stopping time τ ∈ S and the control process ν ∈ D.
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Similarly, the optimization problem in (5.10), (5.23) for X(·), involves a stochastic

game between two players: one of them, the “maximizer”, chooses the stopping time

τ ∈ S, whereas the second player, the “minimizer”, gets to choose the process ν ∈ D. The

order in which these operations are carried out is irrelevant, as (5.34) shows, and thus the

game has “value” process X(·).
The reduction of the representation (5.10) to (5.35), which involves only the stopping

time ρ0 instead of the entire family S, should not be surprising: it reflects the fact that

the buyer has to select just one stopping time, which turns out to be ρ0.

5.17 REMARK: In the absence of condition (5.1), the property (5.5) ceases, in general,

to be valid; however the representation (5.10) still stands, if one replaces there the class of

processes D by the class D̃ of Theorem 6.1 in Karatzas & Kou (1996), and (5.9) still holds

without any modification.

We should like to point out that there are examples of constraint sets with clear

economic meaning, which violate the assumption (5.1). We present two such examples

below.

5.18 EXAMPLE: Constraints on short-selling of stocks. A generalization of Example

5.3 is to take K+ = [−k, ∞)d, K− = (−∞, l]d, where k ≥ 0 and l ≥ 0. Using (2.10), this

constraint can be easily translated as

φi(t)Pi(t) = X(t)πi(t) ≥
{−kX(t) ; if X(t) > 0

lX(t) ; if X(t) < 0

}
, i = 1, . . . , d.

In other words, the economic meaning is that the amount of short-selling should be not

more than k times the total amount of the wealth, if the wealth is positive, and not more

than l times the absolute value of the wealth, if the wealth is negative. Certainly, an

interesting special case is k = l. Notice that the constraint sets K+ and K− increase to

Rd as k and l go to infinity. Intuitively, such a property should lead to the conclusion that

the arbitrage-free interval will shrink then to {u(0)}; the details will be given in the next

section.

5.19 EXAMPLE: Constraints on borrowing. A generalization of Example 5.6 is to take

K+ = {π ∈ Rd/
∑d

i=1 πi ≤ k + 1}, K− = {π ∈ Rd/
∑d

i=1 πi ≥ 1 − l}, where k ≥ 0 and
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l ≥ 0. Again using (2.10), it can be translated as

φ0(t)P0(t) = X(t)(1−
d∑

j=1

πj(t)) ≥
{−kX(t) ; if X(t) > 0

lX(t) ; if X(t) < 0

}
.

In other words, the amount borrowed is limited to not more than k times the total wealth,

if the wealth is positive, and to l times the absolute value of the wealth, if the wealth is

negative. Notice again that the constraints become weaker and weaker as k and l increase.

We shall treat these two examples seperately in the next section. Their counterparts

for European contingent claims are studied in Karatzas & Kou (1996).

6. The American Call-Option, in a Market with Constrained Portfolios and

Constant Coefficients

Let us consider now the American call-option B(t) = (Pi(t) − q)+, 0 ≤ t ≤ T as

in Example 3.6, but now in the constrained market M(K) of section 4 with constant

coefficients r ≥ 0, σ = σii > 0, σij = 0 (∀ j 6= i), q > 0 and convex constraint sets K± as

in (5.1)-(5.5).

6.1 PROPOSITION: Suppose that we have, for some 0 ≤ ` < ∞,

(6.1) −` ≤ δ(x) + xi ≤ 0, ∀x ∈ K̃.

Then the upper- and lower-hedging prices of (4.4), (4.5) of the American call-option B(·) =

(Pi(·)− q)+, are given by their counterparts for the corresponding European call-option

(6.2) hup(K) = sup
ν∈D

IEν [γν(T )(Pi(T )− q)+], hlow(K) = inf
ν∈D

IEν [γν(T )(Pi(T )− q)+],

respectively.

PROOF: This is because (5.20) and (5.17), (5.14) show that

(6.3) d(γν(t)Pi(t)) = (γν(t)Pi(t))
[
− (δ(ν(t)) + νi(t))dt +

d∑

j=1

σij(t)dW
(ν)
j (t)

]
,

or equivalently that

(6.4)
γν(t)Pi(t) = Pi(0) exp

{
−

∫ t

0

(δ(ν(s)) + νi(s))ds

+
∫ t

0

σi(s)dW (ν)(s)− 1
2

∫ t

0

‖σi(s)‖2ds

}
, 0 ≤ t ≤ T

27



is then a IPν-submartingale, for every ν ∈ D (we have introduced the row-vector σi(·) =

(σi1(·), . . . , σid(·))). Consequently, from the decrease of γν(t) = exp{−rt − ∫ t

0
δ(ν(s))ds}

and Jensen’s inequality, γν(·)(Pi(·) − q)+ = (γν(·)Pi(·) − qγν(·))+ is a IPν-submartingale.

By analogy with Example 3.6, it develops now again that uν(0) = IEν [γν(T )(Pi(t) − q)+]

in (5.8) (∀ ν ∈ D), and (6.2) follows from Theorems 5.12, 5.13 and Remark 5.15.

5.6 EXAMPLE: Prohibition of borrowing (continued). In this case we have δ(x)+xi = 0

(∀x ∈ K̃) and the quantities of (6.2) are given by

(6.5) hup(K) = P1(0), and hlow(K) = u(0) = IE0[e−rT (Pi(T )− q)+]

as in (3.27)-(3.30), respectively; see Example 7.2 in Cvitanić & Karatzas (1993), as well

as Example 8.1 and Remark 8.1 in Karatzas & Kou (1996).

5.4 EXAMPLE: Incomplete market, 1 ≤ i ≤ m (continued). Here, too, we have δ(x) +

xi = 0 (∀x ∈ K̃), and (6.2) gives

hup(K) = hlow(K) = u(0) = IE0[e−rT (Pi(T )− q)+];

recall Example 8.5 (a) in Karatzas & Kou (1996).

6.2 PROPOSITION: Suppose that the function

(6.6) x 7→ δ(x) + xi is both nonnegative, and unbounded from above, on K̃.

Then the upper- and lower-hedging prices of the American call-option B(·) = (Pi(·)− q)+

satisfy

(6.7) hup(K) ≤ Pi(0), hlow(K) = B(0) = (Pi(0)− q)+.

PROOF: The condition (6.6) implies that the process

(6.8) γν(·)Pi(·) of (6.4) is a IPν −supermartingale (∀ν ∈ D),

and thus uν(0) ≤ γν(0)Pi(0) = Pi(0) by the optional sampling theorem; this leads directly

to the first claim of (6.7). For the second, observe that given any 0 < ε < T, τ ∈ S and any
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element in the space Dd of bounded, deterministic (nonrandom) functions ν : [0, T ] 7→ K̃,

we have

(6.9)

IEν [γν(τ)(Pi(τ)− q)+]

≤ IEν [γν(τ)Pi(τ)1{τ>ε}] + IEν [(γν(τ)Pi(τ)− qe
−

∫ τ

0
(r+δ(ν(s)))ds)+ · 1{τ≤ε}]

≤ IEν [γν(ε)Pi(ε)] + IEν [(Pi(0)Mν(τ)− q(ε))+ · 1{τ≤ε}]

≤ Pi(0)e−
∫ ε

0
(δ(ν(s))+νi(s))ds · IEν [Mν(ε)] + IEν(Pi(0)Mν(ε)− q(ε))+

= Pi(0)e−
∫ ε

0
(δ(ν(s))+νi(s))ds + A(ε),

where q(ε)∆=q exp
(− ∫ ε

0
(r + δ(ν(s)))ds

)
, Mν(t)∆= exp{∫ t

0
σi(s)dW (ν)(s)− 1

2

∫ t

0
‖σi(s)‖2ds}

is the IPν-martingale that appears in (6.4), and

(6.10) A(ε) ∆=
∫

R

(
Pi(0)eσz

√
ε− 1

2 σ2ε − q(ε)
)+ · e−z2/2

√
2π

dz.

In deriving (6.9) we have used the property (6.8), the nonnegativity of x 7→ δ(x) + xi on

K̃, and Jensen’s inequality (to argue that (Pi(0)Mν(·) − q(ε))+ is a IPν-submartingale).

Now (6.9), (6.6) and Theorem 5.13 give

hlow(K) ≤ inf
ν∈Dd

sup
τ∈S

IEν [γν(τ)(Pi(τ)− q)+]

≤ A(ε) + Pi(0). inf
ν∈Dd

e
−

∫ ε

0
(δ(ν(s))+νi(s))ds = A(ε)

for every 0 < ε < T , whence hlow(K) ≤ limε↓0A(ε) = (Pi(0) − q)+ = B(0). The reverse

inequality is already in (4.6).

5.3 EXAMPLE: Prohibition of short-selling of stocks (continued). In this case δ(x) +

xi = xi is both nonnegative and unbounded on K̃ = [0,∞)d and we have

(6.11) hlow(K) = (P1(0)− q)+, hup(K) = IE0[e−rT (Pi(T )− q)+] = u(0)

as in (3.27)-(3.30). Indeed, the first of these claims follows from (6.7) of Proposition

6.2. For the second claim, notice from (3.28)-(3.30) that the portfolio π̂(·) takes values

in K+ = [0,∞)d and that u(0) belongs to the set of (4.4), since X̂0(t) = Xu(0),π̂,0(t) =

IE0[e−r(T−t)(Pi(T )− q)+|F(t)] ≥ (P1(t)− q)+ = B(t), 0 ≤ t ≤ T holds almost surely; this

gives hup(K) ≤ u(0), whereas the reverse inequality comes from (4.6).
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5.8 EXAMPLE: Constraints on the short-selling of stocks (continued). Here again,

δ(x)+xi = (1+k)xi +k
∑

j 6=i xj is nonnegative and unbounded on K̃ = [0,∞)d; the same

argument as before leads again to the formulae of (6.11).

5.7 EXAMPLE: Constraints on borrowing (continued). In this case δ(x)+xi = (1−k)xi

is nonnegative and unbounded on K̃ = {x ∈ Rd/x1 = · · · = xd ≤ 0}, since k > 1; therefore,

the lower hedging price is

(6.12) hlow(K) = (Pi(0)− q)+ = B(0),

from Proposition 6.2. On the other hand, we have the bounds

(6.13) u(0) ≤ hup(K) ≤ ak
∆=

k − 1
k

IE0

[
e−rT

(
Pi(T )− kq

k − 1

)+]
+

Pi(0)
k

≤ Pi(0)

on the upper hedging price. To see this, recall from Karatzas & Kou (1996) (Example 8.1,

proof of (8.2)) that there exists a portfolio π̃(·) with values in K+, in fact with π̃i(·) ≤ k

and π̃j(·) ≡ 0 (∀ j 6= i), and with corresponding wealth-process given by

X̃(t) ∆= Xak,π̃,0(t) = IE0

[
e−r(T−t)

(
k − 1

k
Pi(T )− q

)+∣∣∣∣F(t)
]

+
Pi(t)

k
, 0 ≤ t ≤ T.

Using the fact that e−rtPi(t) is a IP0-martingale, and thus e−rt(Pi(t)− q)+ a IP0-submar-

tingale, we deduce

X̃(t) = IE0

[
e−r(T−t)

{(
k − 1

k
Pi(T )− q

)+

+
Pi(T )

k

}∣∣∣∣F(t)
]

≥ IE0[e−r(T−t)(Pi(T )− q)+|F(t)] ≥ (Pi(t)− q)+ = B(t), ∀ 0 ≤ t ≤ T

almost surely. In other words, ak belongs to the set of (4.4), thus hup(K) ≤ ak. Notice

that, as k increases, the bounds of (6.13) become tighter, and ak ↘ u(0) as k →∞.

5.4 EXAMPLE: Incomplete market, m + 1 ≤ i ≤ d (continued). In this case the stock,

on which the American call-option B(·) = (Pi(·) − q)+ is written, cannot be traded. We

have that δ(x) + xi = xi is unbounded on K̃ = {x ∈ Rd/xj = 0, ∀ j = 1, . . . , m}, both

from above and from below, so that V
∆= supν∈D uν(0) = ∞ from Remark 5.15, and

(6.14) hup(K) = ∞
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from Theorem 5.12. On the other hand, arguments similar to those in the proof of Propo-

sition 6.2 give v
∆= infν∈D uν(0) ≤ (Pi(0) − q)+ = B(0). Indeed, we have for any τ ∈ S,

0 < ε < T , ν ∈ Dd, in the notation of (6.9), that

IEν [γν(τ)(Pi(τ)− q)+]

≤ IEν [
(
Pi(0) exp{

∫ T

0

ν−i (s)ds−
∫ ε

0

ν+
i (s)ds} ·Mν(τ)− qe−rT

)+1{τ>ε}]

+ IEν [(Pi(0) exp{
∫ ε

0

ν−i (s)ds} ·Mν(τ)− qe−rε)+1{τ≤ε}]

≤ Pi(0)e−
∫ T

0
ν−

i
(s)ds−

∫ T

0
ν+

i
(s)ds +

∫

R

(
Pi(0)e

∫ ε

0
ν−

i
(s)ds+σz

√
ε− 1

2 σ2ε − qe−rε
)+ · e−z2/2

√
2π

dz.

Taking the infimum overν ∈ Dd, we obtain

v ≤ inf
ν∈Dd

sup
τ∈S

IEν [γν(τ)(Pi(τ)− q)+] ≤ A(ε), ∀0 < ε < T

in the notation of (6.10), and thus v ≤ limε↓0A(ε) = (Pi(0) − q)+. ¿From (5.10) we know

hlow(K) ≤ v, and so we deduce hlow(K) ≤ (Pi(0)− q)+ = B(0). The reverse inequality is

also valid, thanks to (4.6), and gives

(6.15) hlow(K) = (Pi(0)− q)+ = B(0).

5.18 EXAMPLE: Constraints on the short-selling of stocks (continued). Arguing as in

Example 5.3, we have directly

hup(K) = IE0[e−rT (Pi(T )− q)+] = u(0)

by (3.27)-(3.29). Furthermore, the price of an American option must be higher than that of

its European counterpart, and thus we get from Example 8.2 and Remark 8.3 in Karatzas

& Kou (1996) that

u(0) ≥ hlow(K) ≥ ρl,

for l > 1; here ρl
∆=IE0[e−rT (P1(T ) − q)+1{P1(T )≥ ql

l−1}] can be computed explicitly as in

Remark 8.3 or Section 10 of Karatzas & Kou (1996), and ρl ↗ u(0) as l →∞.

5.19 EXAMPLE: Constraints on borrowing (continued). From (3.27)-(3.30), the port-

folio π̂(·) takes values in K− and u(0) belongs to the set of (4.5). Thus, hlow(K) = u(0),

and the previous analysis of Example 5.7 yields u(0) ≤ hup(K) ≤ ak.
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7. American Call-Option on Infinite-Horizon and with Dividends

We shall consider in this section the American call-option B(t) = (P (t)−q)+, 0 ≤ t <

∞ on an infinite horizon in a market model with constant coefficients r > 0, σ = σ11 >

0, q > 0, and one stock (d = 1, P (·) = P1(·)) which pays dividends at a certain fixed rate

β ∈ (0, r).

This constant dividend rate makes itself felt in the wealth-equation (2.9), where one

should replace b1(·) by b1(·) + β; equivalently, this means that the relative-risk process of

(2.3) becomes

(7.1) θ(t) ∆=
1
σ

(b1(t) + β − r), 0 ≤ t < ∞,

and (2.4)-(2.6) are to be understood now with the new definition (7.1) of θ(·).
7.1 REMARK: The fact that we are working now on the infinite time-horizon [0,∞),

rather than on a finite time-interval [0, T ], necessitates certain changes in the measure-

theoretic setup of the model, particularly concerning the measurability requirements on

the processes b1(·), π(·), C(·), ν(·) and the construction of the probability measures IP0,

IPν (ν ∈ D). These can be taken care of as in section 1.7 of Karatzas & Shreve (1997),

where we refer the reader for details.

Denoting by p = P (0) ∈ (0,∞) the initial stock-price, we have now from (2.2), (7.1),

(2.5):

(7.2) P (t) = p · exp[σW (0)(t) + (r − β − σ2

2
)t] = p · exp[σ(W (0)(t)− ρt)] 0 ≤ t < ∞

where ρ
∆= β−r

σ + σ
2 . From this, it is not hard to verify the properties

(7.3) IE0

[
sup

0≤t≤∞
(Y (t))1+ε

]
< ∞, for 0 < ε <

2β

σ2

as well as limt→∞ Y (t) = 0 (a.s. IP0) for the discounted process

Y (t) ∆=
{

e−rt(P (t)− q)+; 0 ≤ t < ∞
0; t = 0

}
.

In particular, the condition (3.1) is satisfied.

Let us deal first with the unconstrained case; this is a well-known problem, going back

to McKean’s (1965) classic paper, but we shall sketch here the main lines of the argument
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for completeness and future reference; all the details can be found in section 2.6 of Karatzas

& Shreve (1997). Our main effort will go into computing the optimal reward function

(7.4) G(p) ∆= sup
τ∈S0,∞

IE0[e−rτ (P (τ)− q)+], 0 < p < ∞

for a given q ∈ (0,∞), because then the price-process of (3.9) becomes

(7.5)
X̂0(t) = ess supτ∈St,∞ IE0[e−r(τ−t)(P (τ)− q)+]

= G(P (t)) ≥ (P (t)− q)+ = B(t), 0 ≤ t < ∞,

and Itô’s rule gives the optimal hedging portfolio π̂(·) of (3.21) as

(7.6) π̂(t) =
P (t). G′(P (t))

G(P (t))
, 0 ≤ t < ∞.

In order to compute the optimal reward function of (7.4), we look first at stopping times

of the form

(7.7) τa
∆= inf{t ≥ 0/P (t) ≥ a} = inf

{
t ≥ 0

/
W (0)(t)−ρt ≥ 1

σ
log

(
a

p

)}
, a ∈ (q,∞).

We shall find in this class a stopping time τb that maximizes the expected discounted

reward IE0[e−rτ (P (τ)− q)+], and then argue that τb is optimal among all stopping times.

Standard theory (e.g. Karatzas & Shreve (1991), p.176) gives the Laplace transform of the

distribution of the stopping time τa in (7.7), as

(7.8) IE0(e−rτa) =
(

p

a

)γ

, where γ
∆=

√
ρ2 + 2r + ρ

σ
∈

(
1,

r

r − β

)

is the positive root of the equation σ
2 x2 − ρx− r

σ = 0. Thus,

(7.9) ga(p) ∆= E0[e−rτa(P (τa)− q)+] =
{

(a− q)( p
a )γ ; 0 < p < a

p− q; a ≤ p < ∞
}

for every a > q, and

(7.10) g(p) ∆= sup
a>q

ga(p) = gb(p), 0 < p < ∞, where b
∆=

γq

γ − 1
.

It follows from (7.9), (7.10) that the function ga(·) is convex increasing with

(7.11) 0 ≤ g′a(·) ≤ 1
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and of class C1((0,∞)\{a}), for every a ∈ (q,∞); it is of class C1(0,∞), i.e. we have the

“smooth-fit” condition

(7.12) g′a(a−) = 1 = g′a(a+), if and only if a = b.

In fact, the function g(·) = gb(·) of (7.10) is of class C1(0,∞)∩C2((0,∞)\{b}), and solves

the variational inequality

(7.13)

σ2

2
p2g′′(p) + (r − β)pg′(p)− rg(p) = 0;

= −(βp− rq) < 0;

g(p) > (p− q)+;

g(p) = p− q;

0 < p < b

p > b

0 < p < b

p ≥ b.

7.2 THEOREM: McKean (1965). The optimal reward function G(·) of (7.4) is given by

(7.14) G(p) = g(p) = gb(p) =
{

(b− q)(p
b )γ ; 0 < p < b

p− q; b ≤ p < ∞
}

, b =
γq

γ − 1

as in (7.8)-(7.10). In terms of it, the price-process X̂0(·) of (3.9), the optimal hedging

portfolio π̂(·) of (3.22), the optimal exercise time τ̌ of (3.10) and the cash-flow process

Ĉ(·) of (3.22), are given by (7.5),

(7.15) π̂(t) =





γ; 0 < P (t) < b

P (t)
P (t)− q

; b ≤ P (t) < ∞



 ∈ (1, γ], 0 ≤ t < ∞

(7.16) τ̌ = τb
∆= inf{t ≥ 0/P (t) ≥ b}, and

(7.17) Ĉ(t) =
∫ t

0

(βP (u)− rq)1{P (u)>b}du, 0 ≤ t < ∞

respectively. In particular,

(7.18)

u(0) = X̂(0) = G(P (0)),

X̂0(t) = Xu(0),π̂,Ĉ(t) = G(P (t)) ≥ (P (t)− q)+ = B(t), 0 ≤ t < ∞,

Ĉ(τ̌) = 0, Xu(0),π̂,Ĉ(τ̌) = B(τ̌).
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PROOF: For an arbitrary τ ∈ S we have from (7.13) and Itô’s rule

e−r(τ∧n)(P (τ ∧ n)− q)+ ≤ e−r(τ∧n)g(P (τ ∧ n))

≤ g(p) + σ

∫ τ∧n

0

e−rtg′(P (t))P (t)dW (0)(t), a.s.

for every n ∈ IN. Thanks to (7.11), the IP0-expectation of the stochastic integral is zero,

and thus

g(p) ≥ IE0[e−r(τ∧n)(P (τ ∧ n)− q)+], ∀n ∈ IN

as well as

g(p) ≥ IE0[e−rτ (P (τ)− q)+], ∀ τ ∈ S

by (7.3) and the dominated convergence theorem. From this and (7.9), (7.10) we deduce

(7.14) and the optimality of τb; (7.15) follows from (7.6), and (7.17) from Itô’s rule in

conjunction with (7.13).

Let us deal now with convex constraints on portfolio, as in section 5. We have the

analogues

(7.19)

dP (t) = P (t)[(r − β − ν(t))dt + σdW (ν)(t)],

γν(t)P (t) = P (0) exp
[
−

∫ t

0

(β + δ(ν(u)) + ν(u))du

+ σW (ν)(t)− σ2

2
t

]
, 0 ≤ t < ∞

of (5.20) and (6.4), and it is relatively easy to check that Proposition 6.2 remains valid in

this infinite-horizon case as well.

5.3 EXAMPLE: Prohibition of short-selling of stock (continued). Here K+ = [0,∞),

K− = (−∞, 0] and δ(x) + x = x is both nonnegative and unbounded from above on

K̃ = [0,∞), which leads to

(7.20) hlow(K) = B(0) = (P (0)− q)+, hup(K) = u(0) = G(P (0)).

Indeed, the first claim follows from Proposition 6.2, whereas hup(K) ≤ u(0) = G(P (0)) is

a consequence of (7.15) (which implies π̂(·) ∈ K+) and of (7.5), (7.18) (which imply then

that u(0) belongs to the set of (4.4)); the reverse inequality is a consequence of (4.6).
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5.8 EXAMPLE: Constraints on the short-selling of stock (continued). In this case

K+ = [−k,∞), K− = (−∞,−k] for some k > 0, and again δ(x) + x = (1 + k)x is

nonnegative and unbounded from above on K̃ = [0,∞); arguments similar to those of the

previous case lead to the same computations as in (7.20).

5.7 EXAMPLE: Constraints on borrowing (continued). For some k > 1, consider K+ =

(−∞, k], K− = [k,∞) and thus δ(x)+x = (1−k)x ≥ 0 on K̃ = (−∞, 0]. From Proposition

6.2, we conclude

(7.21) hlow(K) = B(0) = (P (0)− q)+,

and from Theorem 7.2:

(7.22) hup(K) = u(0) = G(P (0)), if k ≥ γ.

We claim that

(7.23) hup(K) = Gk(P (0)) for 1 < k < γ,

where

(7.24) Gk(p) ∆=
{

(c− q)(p
c )k ; 0 < p < c

p− q ; c ≤ p < ∞
}

and c
∆=

kq

k − 1
> b.

Notice that this Gk(·) is a convex increasing function, of class C1(0,∞) (“smooth-fit”) and

C2((0,∞)\{c}). We shall denote by G′′k(·) the right-hand second derivative of this function

on (0,∞).

PROOF OF (7.23): hup(K) ≤ Gk(P (0)). To prove this inequality it suffices to show

that Gk(P (0)) belongs to the set of (4.4); that is, to construct a portfolio π̂k(·) and a

cumulative consumption process Ĉk(·), such that

(7.25) π̂k(·) ∈ K+, XGk(P (0)),π̂k,Ĉk(·) ≥ B(·) = (P (·)− q)+ a.s.

In order to do this, we apply the change-of-variable formula to the process

Yk(t) ∆= e−rtGk(P (t)), 0 ≤ t < ∞,
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and obtain

(7.26)

dYk(t) = e−rt

(
σ2

2
p2G′′k(p) + (r − β)pG′k(p)− rGk(p)

)∣∣∣∣
p=P (t)

dt

+ σYk(t)
pG′k(p)
Gk(p)

∣∣∣∣
p=P (t)

dW (0)(t)

in conjunction with (7.2). The observations

pG′k(p)
Gk(p)

=





k; 0 < p < c

p

p− q
; p ≥ c



 ≤ k,

−
[
σ2

2
p2G′′k(p)+(r−β)pG′k(p)−rGk(p)

]
=





βp− rq ≥ βc− rq ≥ βb− rq > 0; p ≥ c

−σ

(
σ
2 k2 − ρk − r

σ

)
Gk(p) > 0; 0 < p < c





show that

π̂k(t) ∆=
pG′k(p)
Gk(p)

∣∣∣∣
p=P (t)

is a portfolio process with values in K+, and that

Ĉk(t) ∆=−
∫ t

0

(
σ2

2
p2G′′k(p) + (r − β)pG′k(p)− rGk(p)

)∣∣∣∣
p=P (s)

ds

is an (increasing) cumulative consumption process. Back into (7.26), we conclude

XGk(P (0)),π̂k,Ĉk(t) = Gk(P (t)) ≥ (P (t)− q)+, 0 ≤ t < ∞,

and (7.25) follows.

PROOF OF (7.23): hup(K) ≥ Gk(P (0)). For any constant ν ∈ K̃ = (−∞, 0] we have

from (5.9) that

(7.27) hup(K) ≥ sup
τ∈S0,∞

IEν [e−(r−kν)τ (P (τ)− q)+] =: G
(ν)
k (P (0)).

The optimal stopping problem of (7.27) can be solved explicitly, and exactly as in Theorem

7.2; its optimal expected reward function is given by the analogue

(7.28) G
(ν)
k (p) =

{
(cν − q)( p

cν
)γν ; 0 < p < cν

p− q; cν ≤ p < ∞
}

37



of (7.14), with

(7.29) γν
∆=

√
ρ2

ν + 2(r − kν) + ρν

σ
, ρν

∆=
β + ν − r

σ
+

σ

2
and cν

∆=
qγν

γν − 1
.

Clearly, γν is the positive root of the equation σ
2 x2 − ρνx − r−kν

σ = 0, and we have the

analogue k < γν < ( r−kν
r−β−ν ) ∧ γ of (7.8). Because ν ∈ (−∞, 0], we can let ν → −∞, and

observe γν ↘ k, cν → c, G
(ν)
k (·) → Gk(·), which leads to hup(K) ≥ Gk(P (0)).

5.6 EXAMPLE: Prohibition of borrowing (continued). Here K+ = (−∞, 1], K− =

[1,∞) and δ(x) + x = 0 on K̃ = (−∞, 0].

We claim that

(7.30) hup(K) = P (0).

The inequality hup(K) ≤ P (0) is obvious; for the reverse inequality, we have

hup(K) ≥ sup
τ∈S0,∞

IEν [e−(r−ν)τ (P (τ)− q)+] =: G(ν)(P (0))

for every fixed ν ∈ K̃. By analogy with (7.28) and (7.29), the optimal expected reward in

this new stopping problem is given as

G(ν)(p) =
{

(c′ν − q)( p
c′ν

)γ′ν ; 0 < p < c′ν
p− q; c′ν ≤ p < ∞

}

where now γ′ν
∆= 1

σ (
√

ρ2
ν + 2(r − ν) + ρν), c′ν

∆= qγ′ν
γ′ν−1 . Letting ν ↓ −∞, we obtain now

γ′ν ↘ 1, c′ν →∞, G(ν)(p) ↗ p and thus the desired inequality hup(K) ≥ P (0).

We recall now that the notation of (7.14)-(7.18) and claim that u(0) = G(P (0))

belongs to the set of (4.5); indeed, with τ̌ ≡ τb as in (7.16), Č ≡ 0, and π̌(·) ≡ π̂(·) ∈
(1, γ] ⊆ [1,∞) = K− as in (7.15), we have −X−u(0),π̌,Č(·) = X̂0(·) on [[0, τ̌ ]], as well as

(π̌, Č) ∈ A−(−u(0), τ̌) and (3.4) (since X−u(0),π̌,Č(τ̌)+B(τ̌) = −X̂0(τb)+(P (τb)−q)+ = 0,

a.s). Thus, hlow(K) ≥ u(0), whereas the reverse inequality also holds, thanks to (4.6); we

conclude that

(7.31) hlow(K) = u(0) = G(P (0)).
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8. A Higher Interest Rate for Borrowing

We have studied so far the hedging problem for American contingent claims in a

financial market with the same interest rate for borrowing as for saving. However, the

techniques developed in the previous sections can be adapted to a market M∗ with interest

rate R(·) for borrowing higher than the bond rate r(·) (saving rate).

We consider in this section an unconstrained market M∗ with two different (bounded,

{Ft}-progressively measurable) interest rate processes R(·) ≥ r(·) for borrowing and sav-

ing, respectively. In this market M∗, it is not reasonable to borrow money and to invest

money in the bond, at the same time. Therefore, the relative amount borrowed at time t

is equal to (1−∑d
i=1 πi(t))−. As shown in Cvitanić & Karatzas (1992), the wealth process

X(·) = Xx,π,C(·) corresponding to initial wealth x and a portfolio/consumption pair (π, C)

as in Definition 2.3, satisfies now the analogue

dX(t) = r(t)X(t)dt− dC(t) + X(t)
[
π∗(t)σ(t)dW (0)(t)− (R(t)− r(t))

(
1−

d∑

i=1

πi(t)
)−

dt

]
,

of the wealth equation (2.9), whence

N(t) ∆= γ0(t)X(t)+
∫ t

0

γ0(t)dC(t)+
∫ t

0

γ0(t)X(t)[R(t)−r(t)]
(

1−
d∑

i=1

πi(t)
)−

dt, 0 ≤ t ≤ T

is a IP0-local martingale.

The theory of section 5 goes through with only very minor changes; namely, one

sets δ(ν(t)) = −ν1(t) for ν ∈ D, where D is now the class of IF-progressively measurable

processes ν : [0, T ]× Ω →Rd with

r(·)−R(·) ≤ ν1(·) = ν2(·) = · · · = νd(·) ≤ 0

a.e. on [0, T ]× Ω. With this notation, the statements of our main results, Theorems 5.12

and 5.13, continue to hold for the upper (h∗up)- and lower (h∗low)-hedging prices of the ACC

B(·) in this market M∗ with higher interest rate for borrowing:

(8.1) h∗up = sup
ν∈D

uν(0), h∗low = inf
ν∈D

uν(0).
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Here

(8.2) uν(0) ∆= sup
τ∈S

IEν [γν(τ)B(τ)]

is the unconstrained hedging price of Theorem 3.3 for the ACC B(·), in the market Mν

with asset-prices governed by the equations




dP
(ν)
0 (t) = P

(ν)
0 (t)(r(t)− ν1(t))dt,

dPi(t) = Pi(t)
[
bi(t)dt +

d∑

j=1

σij(t)dWj(t)
]
, i = 1, . . . , d





(that is, exactly as in (2.1), (2.2) but with interest-rate r(·)− ν1(·) instead of r(·)).
In particular, taking ν1 ≡ (0, . . . , 0)∗ and ν2 ≡ (r −R, . . . , r −R)∗ and setting

(8.3) U(r) ∆=uν1(0) = sup
τ∈S

IEν1 [γν1(τ)B(τ)],

(8.4) U(R) ∆= uν2(0) = sup
τ∈S

IEν2 [γν2(τ)B(τ)]

we obtain

(8.4) h∗low ≤ U(r) ∧ U(R) ≤ U(r) ∨ U(R) ≤ h∗up.

Clearly, U(r) and U(R) are the arbitrage-free prices of (3.8), with unconstrained portfolios,

corresponding to interest rate processes r(·) and R(·), respectively.

In the special case of an American call-option B(t) = (P1(t) − q)+ and constant

R(·) ≡ R > r ≡ r(·), we know from Example 3.6 that the optimal unconstrained hedging

portfolio π̂(·) for the buyer always borrows (at the interest rate R, since π̂1(·) > 1), whereas

the optimal hedging portfolio π̌(·) = −π̂(·) for the seller always saves (at the interest rate

r). Consequently,

U(R) ≥ h∗up, U(r) ≤ h∗low,

and in conjunction with (8.4):

(8.5) h∗up = U(R), h∗low = U(r).

In other words, the upper (respectively, lower) hedging price h∗up (respectively, h∗low) of the

American call-option B(·) = (P (·)− q)+ in the market M∗, is given by the Black-Scholes

formula of (3.29)-(3.30), evaluated at the higher interest-rate R (respectively, at the lower

interest-rate r).
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APPENDIX A: PROOF OF THEOREM 5.12

We shall assume throughout this section that the quantity V of (5.9) is finite, and

show that

(A.1) there exists a pair (π̂, Ĉ) ∈ A+(V ) that satisfies (5.24), a.s.

This will imply hup(K) ≤ V , and complete the proof of Theorem 5.12.

Let us start by introducing the family of random variables

(A.2) X̄(τ) ∆= ess supν∈Dess supρ∈Sτ,T

1
γν(τ)

Eν [γν(ρ)B(ρ)|F(τ)], τ ∈ S

with X̄(0) = V, X̄(T ) = B(T ) a.s.; here Sτ,ρ denotes the class of stopping times ρ with

τ ≤ ξ ≤ ρ a.s., for any two stopping times τ, ρ such that IP[τ ≤ ρ] = 1. Note, as we did in

Remark 5.16, that X̄(·) is the value of a double (optimal stopping over ρ ∈ S/stochastic

control over ν ∈ D) stochastic maximization problem. For notational convenience, we shall

introduce also the random variable

(A.3) I(τ |ρ, ν) ∆=
1

γν(τ)
IEν [γν(ρ)B(ρ)|F(τ)] = IE[Zν(τ, ρ)γν(τ, ρ)B(ρ)|F(τ)]

for every τ ∈ S, ρ ∈ Sτ,T , ν ∈ D, where Zν(τ, ρ) ∆= Zν(ρ)/Zν(τ), γν(τ, ρ) ∆= γν(ρ)/γν(τ).

Clearly, the random variable of (A.3) depends only on the restriction of the process ν(·) ∈ D
to the stochastic interval

(A.4) [[τ, ρ]] ∆={(t, w) ∈ [0, T ]/τ(w) ≤ t ≤ ρ(w)}.

We shall denote by Dτ,ρ the restriction of the class D to the stochastic interval [[τ, ρ]] of

(A.4).

We know from a fundamental property of the essential supremum (e.g. Neveu (1975),

p.121) that

(A.5) X̄(τ) = lim
k→∞

I(τ |ρk, νk), a.s.

for some sequence {(ρk, νk)}k∈IN, where ρk ∈ Sτ,T and νk ∈ Dτ,ρk
for every k ∈ IN.
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A.1 LEMMA: For every fixed ν ∈ D, and stopping times τ ≤ ρ in S, we have

(A.6) γν(τ)X̄(τ) ≥ IEν [γν(ρ)X̄(ρ)|F(τ)], a.s.

PROOF: Let Nτ,ρ be the class of processes µ(·) in D, which agree with ν(·) on the

stochastic interval [[τ, ρ]] of (A.4). For every process µ(·) in Nτ,ρ, and ρ ∈ Sρ,T , we have

then

(A.7)

I(τ |ξ, µ) = IE[Zµ(τ, ξ)γµ(τ, ξ)B(ξ)|F(τ)]

= IE[Zν(τ, ρ)γν(τ, ρ). IE{Zµ(ρ, ξ)γµ(ρ, ξ)B(ξ)|F(ρ)}|F(τ)]

= IE[Zν(τ, ρ)γν(τ, ρ) I(ρ|ξ, µ)|F(τ)] =
1

γν(τ)
IEν [γν(ρ)I(ρ|ξ, µ)|F(τ)]

almost surely. Now from (A.5), there exists a sequence {(ξk, µk)}k∈IN with ξk ∈ Sρ,T

and µk ∈ Dρ,ξk
(∀k ∈ IN), such that X̄(ρ) = limk I(ρ|ξk, µk) a.s. Thus, without loss of

generality, we may take {µk}k∈IN ⊆ Nτ,ρ and obtain with the help of Fatou’s lemma

X̄(τ) ≥ ess supµ∈Nτ,ρ
ess supξ∈Sρ,T

I(τ |ξ, µ)

≥ limk→∞I(τ |ξk, µk)

≥ 1
γν(τ)

IEν [γν(ρ). lim
k→∞

I(ρ|ξk, µk)|F(τ)]

=
1

γν(τ)
IEν [γν(ρ)X̄(ρ)|F(τ)], a.s.

A.2 LEMMA: The IF-adapted process X̄(·) of (5.23) can be considered in its RCLL

modification, and γν(·)X̄(·) is a IPν-supermartingale for every ν ∈ D.

PROOF (adapted from El Karoui & Quenez (1995)): The supermartingale property

follows directly from (A.6). In conjunction with the right-continuity of the filtration IF

and Proposition 1.3.14 in Karatzas & Shreve (1991), we deduce that

X̄(t+, w) ∆=

{
lim

s↓t;s∈Q
X̄(s, w); 0 ≤ t < T

B(T, w); t = T

}
, X̄(t−, w) ∆=

{
lim

s↑t;s∈Q
X̄(s, w); 0 < t ≤ T

V ; t = 0

}

are well-defined and finite for a.e. w ∈ Ω; the resulting processes are adapted to IF, and

γν(t)X̄(t+), 0 ≤ t ≤ T is also a IPν-supermartingale, for every ν ∈ D. We also have

X̄(τ) ≥ B(τ) a.s. for every τ ∈ S, whence

(A.8) X̄(t+) ≥ 1
γν(t)

IEν [γν(ρ)X̄(ρ+)|F(t)] ≥ 1
γν(t)

IEν [γν(ρ)B(ρ)|F(t)], a.s.
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for every (ρ, ν) ∈ St,T ×D. Taking the essential supremum of the last expression in (A.8)

over this class, we obtain X̄(t+) ≥ X(t) a.s. On the other hand, Fatou’s lemma gives

γν(t)X̄(t+) = IEν [ lim
n→∞

(γν(t + 1/n)X̄(t + 1/n))|F(t)]

≤ limn→∞ IEν [γν(t + 1/n)X̄(t + 1/n)|F(t)] ≤ γν(t)X̄(t), a.s.

for every 0 ≤ t < T . We conclude that {X̄(t), 0 ≤ t ≤ T} and {X̄(t+), 0 ≤ t ≤ T} are

modifications of each other; since the latter process has RCLL paths, the former can be

considered also in its RCLL modification.

PROOF OF (A.1) (adapted from Cvitanić & Karatzas (1993) ): From the Doob-Meyer

decomposition, and the martingale representation property of the Brownian filtration IF,

we can represent, for every ν ∈ D, the supermartingale γν(·)X̄(·) of Lemma A.2, as

(A.9) γν(t)X̄(t) = V +
∫ t

0

ψ∗ν(s)dW (ν)(s)−Aν(t), 0 ≤ t ≤ T.

Here ψν : [0, T ] × Ω → Rd is IF-progressively measurable with
∫ T

0
‖ψν(t)‖2dt < ∞ a.s.,

and Aν : [0, T ]×Ω → [0,∞) is IF-adapted, natural increasing, with right-continuous paths

and Aν(0) = 0. We interpret (A.9) as a simultaneous Doob-Meyer decomposition, valid for

every ν ∈ D.

Consider now an arbitrary µ ∈ D and observe, thanks to

γµ(t)/γν(t) = exp(
∫ t

0

(δ(ν(s))− δ(µ(s)))ds)

and dW (ν)(t) = dW (µ)(t) + σ−1(t)(ν(t) − µ(t))dt (from (5.14), (5.17) respectively), that

(A.9) gives

γµ(t)X̄(t) = V +
∫ t

0

γµ(s)
γν(s)

ψ∗ν(s)dW (µ)(s)−
∫

(0,t]

γµ(s)
γν(s)

dAν(s)

−
∫ t

0

γµ(s)
γν(s)

[
ψ∗ν(s)σ−1(s)(µ(s)− ν(s)) + γν(s)X̄(s)(δ(µ(s))− δ(ν(s)))

]
ds.

Comparing this expression with the analogue of (A.9)

γν(t)X̄(t) = V +
∫ t

0

ψ∗µ(s)dW (µ)(s)−Aµ(t), 0 ≤ t ≤ T
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for µ(·), we obtain that the processes

(A.10)
ψµ(t)
γµ(t)

=
ψν(t)
γν(t)

=: h(t), 0 ≤ t ≤ T

(A.11)∫

(0,t]

dAµ(s)
γµ(s)

−
∫ t

0

[X̄(s)δ(µ(s)) + h∗(s)σ−1(s)µ(s)]ds

=
∫

(0,t]

dAν(s)
γν(s)

−
∫ t

0

[X̄(s)δ(ν(s)) + h∗(s)σ−1(s)ν(s)]ds =: Ĉ(t), 0 ≤ t ≤ T

do not depend on ν ∈ D. In particular, Ĉ(t) ≡ ∫
(0,t]

dA0(s)
γ0(s)

, 0 ≤ t ≤ T has increasing,

right-continuous paths. We also have the analogue

(A.12)
∫ T

0

1{X̄(t)=0}‖h(t)‖2dt = 0, a.s.

of (3.20); since the nonnegative process X̄(·) may have downward jumps, we need now to

invoke equations (12.1), (12.3), p. 365 in Meyer (1976), to obtain (A.12). It develops then

that the process π̂ : [0, T ]× Ω →Rd defined by

(A.13) π̂(t) ∆=
1

X̄(t)
(σ∗(t))−1h(t)1{X̄(t)>0}, 0 ≤ t ≤ T

is IF-progressively measurable and satisfies, almost surely,
∫ T

0
(X̄(t))2‖π̂∗(t)σ(t)‖2dt < ∞,

(A.14) h∗(t) = ψ∗ν(t)/γν(t) = X̄(t)π̂∗(t)σ(t), 0 ≤ t ≤ T.

The same arguments as on p.664 of Cvitanić & Karatzas (1993), based on the fact that

Aν(t) =
∫
(0,t]

γν(s)dĈ(s)+
∫ t

0
X̄(s)[δ(ν(s))+ν∗(s)π̂(s)]ds of (A.11), (A.13) is an increasing

process, yield δ(ν(·)) + ν∗(·)π̂(·) ≥ 0, a.e. for every ν ∈ D. On the other hand, the proof

on pp.782-783 of Cvitanić & Karatzas (1992), along with the continuity condition (5.7),

the fact that K+ is closed, and Theorem 13.1, p.112 in Rockafellar (1970), show that

(A.15) π̂(t) ∈ K+, ∀ 0 ≤ t ≤ T

holds a.s. Finally, substitution of (A.14) back into (A.11), (A.9) leads to

(A.16)
γν(t)X̄(t) +

∫

(0,t]

γν(s)dĈ(s) +
∫ t

0

γν(s)X̄(s)(δ(ν(s)) + ν∗(s)π̂(s))ds

= V +
∫ t

0

γν(s)X̄(s)π̂∗(s)σ(s)dW (ν)(s), 0 ≤ t ≤ T
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for every ν ∈ D.

A comparison of (A.16) with (5.21) shows that XV,π̂,Ĉ(·) ≡ X̄(·); since X̄(·) ≥ B(·) ≥
0 and (A.15) hold, we conclude that the portfolio/consumption process pair (π̂, Ĉ) in

(A.11), (A.13) belongs to the class of A+(V ) of (4.2).

APPENDIX B: PROOF OF THEOREM 5.13

Let us start by introducing the family of random variables

(B.1) X(τ) ∆=ess infν∈DX̂ν(τ), X̂ν(τ) = ess supρ∈Sτ,T
IEν

[
γν(ρ)
γν(τ)

B(ρ)
∣∣∣∣F(τ)

]
, τ ∈ S

with X(0) = v, X(T ) = B(T ) a.s. Note that X(·) is the upper-value of a stochastic game,

in which one player (the “maximizer”) selects the stopping time ρ, and the other player

(the “minimizer”) gets to choose the stochastic process ν ∈ D. Arguing as in Remark 3.2,

and using (3.1), we obtain

(B.2)

IEν

[
sup
τ∈S

(γν(τ)X(τ))p

]
≤ IEν

[
sup
τ∈S

(γν(τ)X̂ν(τ))p

]
< ∞ for 1 < p < 1 + ε (∀ ν ∈ D).

PROOF OF (B.2): For every ν ∈ D, τ ∈ S and with

Yν(t) ∆=IEν [Y |F(t)], 0 ≤ t ≤ T, Y
∆= sup

0≤t≤T
(γ0(t)B(t)),

we have IE(Y 1+ε) < ∞ from (3.1) and

γν(τ)X̂ν(τ) ≤ IEν

[
sup

0≤t≤T
(γν(t)B(t))

∣∣∣∣F(τ)
]
≤ c · IEν [Y |F(τ)] = cYν(τ), a.s.

Thus, from the Doob maximal inequality and the Hölder inequality,

IEν

[
sup
τ∈S

(γν(τ)X̂ν(τ))p

]
≤ c · IEν

[
sup

0≤t≤T
(Yν(t))p

]
≤ c · IEν(Y p) = c · IE[Zν(T )Y p]

≤ c · (IE(Y 1+ε))1/r(IE(Zν(T ))s)1/s ≤ c < ∞
with r = 1+ε

p , 1
r + 1

s = 1. In the above, c = cν is a real constant which depends on ν ∈ D
and is allowed to vary from line to line.

B.1 LEMMA: Suppose V < ∞. For any stopping times τ ≤ ρ ≤ ρ0, with ρ0 as in

(5.26), we have

(B.3) γν(τ)X(τ) ≤ IEν [γν(ρ)X(ρ)|F(τ)], a.s. (∀ ν ∈ D)
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(B.4) X(τ) = ess infν∈D
1

γν(τ)
IE[γν(ρ0)B(ρ0)|F(τ)], a.s.

In particular, for every ν ∈ D, the IF-adapted process

(B.5) Qν(t) ∆= γν(t ∧ ρ0)X(t ∧ ρ0), 0 ≤ t ≤ T is a IPν-submartingale

and can be considered, along with X(· ∧ ρ0), in its RCLL modification.

PROOF: Fix a process ν(·) ∈ D and consider a sequence of processes {νk(·)}k∈IN ⊆
Dρ,T ∩Nτ,ρ, which agree with ν(·) on [[τ, ρ]] (notation of (A.4) and of Proof, Lemma A.1)

and are such that X(ρ) = limk X̂νk
(ρ), a.s.

The sequence {γνk
(τ, ρ)X̂νk

(ρ)}k∈IN is dominated by the random variable

γν(τ, ρ)X̄(ρ) which is IPν-integrable since, from (A.6),

IEν [γν(τ, ρ)X̄(ρ)] ≤ c · IEν [γν(ρ)X̄(ρ)] ≤ c · γν(0)X̄(0) = c · V < ∞.

Therefore, the Dominated Convergence Theorem gives

1
γν(τ)

IEν [γν(ρ)X(ρ)|F(τ)] = IEν

[
γν(τ, ρ) lim

k
X̂νk

(ρ)
∣∣∣∣F(τ)

]

= IEν

[
lim

k
(γνk

(τ, ρ)X̂νk
(ρ))

∣∣∣∣F(τ)
]

= lim
k

IEν [γνk
(τ, ρ)X̂νk

(ρ)|F(τ)]

= lim
k

1
γνk

(τ)
IEνk [γνk

(ρ)X̂νk
(ρ)|F(τ)]

≥ ess infµ∈D
1

γµ(τ)
IEµ[γµ(ρ)X̂µ(ρ)|F(τ)]

= ess infµ∈DX̂µ(τ) = X(τ), a.s.

The next-to-last equality follows from the fact that for every µ ∈ D,

(B.5)′ γµ(· ∧ ρ0)X̂µ(· ∧ ρ0) is a IPµ−martingale

(recall Property 3.4 (ii), and the notation of (5.30)), since ρ0 ≤ ρ̌0(µ) a.s. This proves

(B.3).

To prove (B.4), observe that the a.s. inequality

X(τ) ≥ ess infν∈D IE
[
γν(ρ0)
γν(τ)

B(ρ0)
∣∣∣∣F(τ)

]
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follows directly from (B.1); to prove the reverse inequality, one has to show

X(τ) ≤ 1
γν(τ)

IEν [γν(ρ0)B(ρ0)|F(τ)] a.s. (∀ ν ∈ D),

but this follows directly from (B.3) and B(ρ0) = X(ρ0) a.s. The almost sure representation

(5.33) X(t) = ess infν∈D
1

γν(t)
IE[γν(ρt)B(ρt)|F(t)], 0 ≤ t ≤ T

is then proved in exactly the same way as (B.4). And (B.5) is a direct consequence of

(B.3).

Now arguing exactly as in Lemma A.2, we conclude that the processes Qν(t+) =

γν(t)X(t+), Qν(t−) = γν(t)X(t−), 0 ≤ t ≤ T are well-defined, and are IPν-submartingales

for every ν ∈ D. Therefore, from (B.5), (B.2) and Fatou’s lemma we have, on the event

{t < ρ0}:
X(t) ≤ 1

γ0(t)
limn IE0

[
γ0

(
t +

1
n

)
X

(
t +

1
n

)∣∣∣∣F(t)
]

=
1

γ0(t)
limn IE0

[
Q0

(
t +

1
n

)∣∣∣∣F(t)
]

≤ 1
γ0(t)

IE0

[
limnQ0

(
t +

1
n

)∣∣∣∣F(t)
]

=
1

γ0(t)
Q0(t+) = X(t+), a.s.

On this same event {t < ρ0} we have also ρt = ρ0 and

Qν(t+) ≤ IEν [Qν(ρ0+)|F(t)] = IEν [γν(ρ0)B(ρ0)|F(t)] = IEν [γν(ρt)B(ρt)|F(t)]

almost surely, whence

X(t+) ≤ ess supν∈D
1

γν(t)
IEν [γν(ρt)B(ρt)|F(t)] = X(t), a.s.

from (5.33). This shows that X(· ∧ ρ0) can be considered in its RCLL modification.

PROOF OF THEOREM 5.13 (continued): In order to complete the proof of Theorem

5.13, it remains to show the inequality

(B.6) v ≤ hlow(K), whenever v > 0 and V < ∞.
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Thus, let us assume from now on that both v > 0, V < ∞ hold, and observe that, for

each ν ∈ D, the IPν-submartingale Qν(·) of (B.5) has RCLL paths and is of class D[0, T ]

under IPν (recall Lemma B.1 and (B.2)). From the Doob-Meyer decomposition (Karatzas

& Shreve (1991), section 3.5) we can write this process in the form

(B.7) Qν(t) = v + Mν(t) + Aν(t), 0 ≤ t ≤ T

where Mν(t) =
∫ t

0
ψ∗ν(s)dW (ν)(s), 0 ≤ t ≤ T is a IPν-martingale, ψν : [0, T ] × Ω →

Rd is an IF-progressively measurable process with
∫ T

0
‖ψν(t)‖2dt < ∞ a.s., and Aν(·)

is an IF-adapted natural increasing process with right-continuous paths and Aν(0) = 0,

IEν Aν(T ) < ∞. Again, (B.7) is another simultaneous Doob-Meyer decomposition, valid

for all ν ∈ D. Clearly, we may take

(B.8) ψν(·) ≡ 0 a.e. on [[ρ0, T ]], and Aν(ρ0) = Aν(T ) a.s.

Proceeding exactly as in the proof of (A.1) in Appendix A, we see here again that

(B.9) h(t) ∆=
ψν(t)
γν(t)

, 0 ≤ t ≤ T

(B.10) Č(t) ∆=
∫

(0,t]

dAν(s)
γν(s)

+
∫ t

0

(X(s)δ(ν(s)) + h∗(s)σ−1(s)ν(s))ds, 0 ≤ t ≤ T

do not depend on ν ∈ D by analogy with (A.10) and (A.11); in particular, Č(·) =
∫
(0,·]

dA0(s)
γ0(s)

has increasing and right-continuous paths. We also have the analogue

(B.11)
∫ T

0

1{X(t)=0}‖h(t)‖2dt = 0, a.s.

of (A.12). Thus, if we define an IF-progressively measurable process π̌ : [0, T ] × Ω → Rd

via

(B.12) π̌(t) ∆=
1

X(t)
(σ∗(t))−1h(t)1{X(t)>0}, 0 ≤ t ≤ T

then we have
∫ T

0
X2(t)‖π̌∗(t)σ(t)‖2dt < ∞ a.s., h(·) ≡ 0 a.e. on [[ρ0, T ]], Č(ρ0) = Č(T )

a.s.,

(B.13) h∗(·) =
ψ∗ν(·)
γν(·) = X(·)(π̌(·))∗σ(·) a.e. on [0, T ]
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as well as

(B.14) Aν(t) =
∫

(0,t]

γν(s)dČ(s)−
∫ t

0

γν(s)X(s)[δ(ν(s)) + (π̌(s))∗ν(s)]ds, 0 ≤ t ≤ T

a.e. The same arguments as on p.664 of Cvitanić & Karatzas (1993) now yield δ(ν(·)) +

(π̌(·))∗ν(·) ≤ 0 a.e., for every ν ∈ D; and the proof on pp. 782-783 of Cvitanić & Karatzas

(1992), along with (5.5), (5.7), the fact that K− is closed, and Theorem 13.1 on p.112 of

Rockafellar (1970), show that

(B.15) π̌(·) ∈ K−, a.e.

Now let us substitute (B.12)-(B.14) back into (B.7) and set ν(·) ≡ 0, to obtain

(B.16)

γ0(t ∧ ρ0)(−X(t ∧ ρ0)) = (−v)−
∫

(0,t]

γ0(s)dČ(s)

+
∫ t

0

γ0(s)(−X(s))(π̌(s))∗dW (0)(s), 0 ≤ t ≤ T.

In other words,

(B.17) −X−v,π̌,Č(t) ≡
{

X(t) ; 0 ≤ t < ρ0

X(ρ0) · γ0(ρ0)
γ0(t)

; ρ0 ≤ t ≤ T

}

almost surely; and we conclude from (B.15) that the pair (π̌, Č) belongs to the class

A−(−v) of (4.3). On the other hand, −X−v,π̌,Č(ρ0) = X(ρ0) = B(ρ0), a.s., so that the

condition (3.4) holds with τ̌ = ρ0. It develops that v belongs to the set of (4.5), and thus

(B.6) follows.

PROOF OF PROPOSITION 5.14: We have already proved (5.33), and this leads directly

to (5.35) and (5.34). For (5.32), observe

(B.18) X̂ν(t) = IEν

[
γν(ρt)
γν(t)

X̂ν(ρt)
∣∣∣∣F(t)

]
≤ IEν

[
γν(ρt)
γν(t)

X̄(ρt)
∣∣∣∣F(t)

]
≤ X̄(t), a.s.

for every ν ∈ D, thanks to (B.5)′ and Lemma A.1; now (5.32) follows by taking essential

suprema in (B.18) over ν ∈ D, and leads to (5.36).
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