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Abstract. New candidate one–way functions which arise from the intractable problem of

determining a zeta function from its initial Dirichlet coefficients are presented. This in-

tractable problem appears to be totally unrelated to the well known intractable problems of
integer factorization and the computation of discrete logarithms. We introduce the feasible

Selberg class of zeta functions and focus on three special subclasses: ZKronecker = Dirich-

let L-functions with real characters, ZElliptic = L–functions of elliptic curves, and ZArtin =
Artin L-functions. It is shown that the reduction (mod 2) map on the Dirichlet coefficients of

ZElliptic induces a map ZElliptic → ZArtin. The assumption that it is not feasible (in polyno-
mial time) to determine an Artin L–function from its initial Dirichlet coefficients leads to a

new pseudorandom number generator. These results are interpreted in various cryptographic

settings by employing the Eisenstein–Jacobi law of cubic reciprocity.
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§1. Introduction:

A central problem in cryptography is to establish the existence of one–way functions.
Such a function would have the property that while it is computable in polynomial time, its
inverse is not. One approach to this problem is to construct candidate one–way functions
from seemingly intractable problems in number theory. We introduce a new intractable
problem arising from the theory of zeta functions which leads to a new class of one–way
functions based on the arithmetic theory of zeta functions. Moreover, there appears to be
no relation between this problem and other intractable problems such as integer factor-
ization and the computation of discrete logarithms where known attacks have emerged in
recent years (see [22, 26]). At present the authors are unaware of any methods at all that
would provide an attack on our candidate one–way functions.
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It is a consequence of the main theorem of [12] that a 1–1 one–way function implies
the existence of a pseudorandom number generator. The construction of such pseudoran-
dom number generators, however, is computationally intensive. In our case we explicitly
construct from a given elliptic curve a pseudorandom number generator PNGElliptic which
can be computed very efficiently and at low computational cost. Under the assumption
that two different classes of zeta functions (the elliptic class and the Artin class, to be
defined below) give rise to one–way functions, we prove that an elliptic curve satisfying
certain hypotheses implies the existence of such a pseudorandom number generator. In
this regard, the second author would like to take this opportunity to thank Fred Diamond
for many helpful discussions concerning `–adic representations.

§2. One–way Functions and the Feasible Selberg Class

Let n ≥ 0 be an integer and define

d2(n) =
{blog2 nc+ 1, if n > 0

1, if n = 0.

where for an arbitrary real number x ≥ 0, bxc denotes the greatest integer less than or
equal to x. We refer to d2(n) as the bit size of n. We extend this notion to non–negative
integral vectors by defining the norm ||(n1, n2, . . . , nt)|| of a vector (n1, n2, . . . , nt) ∈ Nt
as

||(n1, n2, . . . , nt)|| =
t∑
i=1

d2(ni).

Fix positive rational integers r, s. A function

f : Nr −→ Ns

is a one–way function provided the following three conditions hold.

(2.1) There exists an integer k > 0 such that

||~n|| 1k ≤ ||f(~n)|| ≤ ||~n||k

for ~n = (n1, n2, . . . , nr) ∈ Nr.

(2.2) f(~n) can be computed in polynomial time in ||~n||.

(2.3) Given m ∈ Ns, there does not exist a polynomial time algorithm which either
computes a vector ~n ∈ Nr such that f(~n) = ~m or indicates that no such value exists.

Condition (2.1) says that f(~n) is neither polynomially longer or shorter than ~n. Cur-
rently, there is no guarantee that one–way functions exist even if P 6= NP . Certain can-
didate one–way functions associated with factorization, exponentiation modulo a prime,
and discrete logarithms, etc. have been proposed. We introduce new candidate one–way
functions based on a seemingly intractable problem in the theory of zeta functions. Our
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candidate one–way functions arise from a very general class of zeta functions, the feasible
Selberg class, which we now define.

In order to specify our intractable problem we axiomatically define a class, Z, of zeta
functions; the feasible Selberg class (defined from [23]). Every zeta function Z(s) ∈ Z is
given by a Dirichlet series

Z(s) =
∞∑
n=1

a(n)
ns

, a(n) ∈ C

which is absolutely convergent in some half-plane Re(s) � 1. We further assume that
Z(s) is a meromorphic function of a single complex variable s which satisfies the following
hypotheses:

(2.4) a(n) = O(nC) for some constant C > 0 independent of n.

(2.5) logZ(s) =
∑
n b(n) · n−s, where b(n) = 0 unless n = pr, a positive prime power.

(2.6) Given a prime power pr, ∃ an algorithm to compute b(pr) in polynomial time.

(2.7) There exist A, k, bi > 0, w ∈ C with |w| = 1, and a polynomial P (s) such
that Z(s) satisfies a functional equation of type:

Λ(s) = AsP (s)

(∏
i

Γ(bis+ di)

)
Z(s) = w · Λ(k − s̄).

Selberg [23] introduced the class of zeta functions (now called the Selberg class) satisfy-
ing (2.4), (2.5), (2.7). The axiom (2.6) is new and justifies the term feasible Selberg class.
It is precisely the axiom (2.6) which makes this class so interesting for cryptography. Note
that axiom (2.6) is quite restrictive; zeta functions with transcendental coefficients cannot
be in the feasible Selberg class.

The constant A in the functional equation is called the conductor of the zeta function.
The Riemann hypothesis for any subfamily Z ′ ⊂ Z is the statement that all zeros of Λ(s)
(corresponding to Z(s) ∈ Z ′) have Re(s) = k/2.

There are numerous well known special subfamilies of Z. These include, Dedekind zeta
functions of number fields [15] (among which is the famous Riemann zeta function), Dirich-
let L-functions [8], and zeta functions associated to modular forms [20]. In contrast, the
Hasse–Weil zeta function for algebraic varieties over a finite field may not satisfy axiom
(2.6) (see [10]).

Definition: We say a subfamily Z ′ of Z is abundant provided: for every ε > 0, the number
of distinct zeta functions in the subfamily for which the conductor A lies in an interval of
length B is greater than B1−ε as B →∞.

With this definition, we introduce the motivating problem for this paper:
3



Problem[1]: Let Z ′ be a fixed abundant subfamily of Z. Given a list {α1, α2, . . . , αk} of
complex numbers, how difficult is it to determine whether or not there exists

Z(s) =
∞∑
n=1

a(n) · n−s ∈ Z ′

such that a(n) = αn for n = 1, 2, . . . k, and the conductor of Z(s) lies in a given bounded
interval. If such a zeta function exists, how difficult is it to construct one such zeta func-
tion?

The most general class of zeta functions which satisfy (2.4), (2.5), (2.6), (2.7), and for
which there is a comprehensive arithmetic theory is the class of L-functions associated to
automorphic representations of reductive groups in the sense of Jacquet–Langlands (see
[14], [3]). We conjecture that problem[1] is intractable for abundant subfamilies of Z
consisting of L–functions associated to cuspidal automorphic representations of reductive
groups, and that this intractable problem provides the basis for constructing new one–
way functions. As evidence for this conjecture, we will focus on three specific subclasses,
ZKronecker, ZElliptic and ZArtin.

§3. The classes ZKronecker, ZElliptic and ZArtin

We define ZKronecker [8] to be the class of all Dirichlet L-series of the form

Ld(s) =
∞∑
n=1

(
d

n

)
· n−s,

where
(
d
n

)
denotes the Kronecker symbol and d is any product of relatively prime factors

of the form
−4, 8, −8, (−1)

1
2 (p−1)p (p a positive odd prime).

Such integers d are called fundamental discriminants. A simple example of Problem[1] is
the following:

Problem[2]: Let B denote a large number. Set b = (log(B))κ where κ > 2. Suppose we
are given a list {ε1, ε2, . . . , εb} where each εj = ±1 for j = 1, 2, . . . , b. How difficult is it
to decide if an L–function, Ld(s) ∈ ZKronecker, with B ≤ |d| ≤ 2B, satisfies

(
d
n

)
= εn for

n = 1, 2, . . . , b? If such Ld(s) exists, how difficult is it to construct one such fundamental
discriminant d?

Remarks: If we assume the Riemann hypothesis for the class ZKronecker then it can be
shown (see [11]) there will be at most one such d. Problem[2] was first stated by Damg̊ard
[7] who was the first to suggest that the genuine hardness of this problem could be directly
used to construct a cryptographically strong bit generator.

We now define the class ZElliptic. An elliptic curve E over Q is specified by a pair of
elements a, b ∈ Q for which the discriminant ∆E = 4a3 + 27b2 6= 0. The set of Q–rational
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points of E is denoted E(Q) and consists of all solutions (x, y) ∈ Q×Q to the equation

y2 = x3 + ax+ b,

together with the special point O = (∞,∞) at infinity. It is well known [28] that E(Q) is
a group with identity element O. Two elliptic curves

E : y2 = x3 + ax+ b, E′ : y2 = x3 + a′x+ b′

are isomorphic over Q if there exists a nonzero u ∈ Q for which a′ = u4a and b′ = u6b. It
follows that every elliptic curve over Q is isomorphic to an elliptic curve specified by a pair
(a, b) where a, b ∈ Z. We can make this choice canonical by requiring that the discriminant
4a3 + 27b2 is minimized. Associated to E there is an L-function, LE(s), defined by the
Dirichlet series

LE(s) =
∞∑
n=1

cE(n) · n−s,

where for a rational prime p (not dividing the discriminant),

cE(p) = p+ 1−#E(Fp)

and #E(Fp) denotes the number of integer solutions (x, y) of the congruence

y2 = x3 + ax+ b (mod p) with 0 ≤ x, y ≤ p− 1,

plus 1. The plus one refers to the additional point O at infinity which also lies on the
curve. This formula also holds for primes dividing the discriminant provided a more general
Weierstrass minimal model is used (see [13]). For prime powers, we have the recurrence
relation:

cE(pr+1) = cE(p)cE(pr)− δp · p · cE(pr−1) (r ≥ 1)

where cE(1) = 1, and

δp =
{

1 if p doesn’t divide ∆E

0 if p divides ∆E .

In general, if n factors into prime powers, n = pe11 · p
e2
2 · · · p

ek

k , then cE(n) is defined by the
formula

cE(n) =
k∏
j=1

cE(pei
i ).

The Riemann hypothesis for E was first proved by Hasse ([13], p. 243) and is equivalent
to the bound

|cE(n)| ≤
√
n · d(n),

where d(n) denotes the number of positive integer divisors of n. The class ZElliptic consists
of all L–functions

LE(s) =
∞∑
n=1

cE(n) · n−s
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associated to elliptic curves E defined over Q.
Two elliptic curves

E : y2 = x3 + ax+ b, E′ : y2 = x3 + a′x+ b′

defined over Q are isogenous if there exists a homomorphism from one into the other defined
by rational functions [27]. For any fixed elliptic curve E defined over Q it is known [13],
[25], that there are at most finitely many other non–isomorphic elliptic curves isogenous
to it. Experimental evidence [6] suggests that on average the number of curves per isogeny
class is approximately 2.08. It is known [27] that LE(s) = LE′(s) if and only if E is
isogenous to E′.

The Riemann hypothesis for elliptic curves implies that ZElliptic satisfies condition (2.4)
with C > 1

2 . From work of Schoof [21] it is known that ZElliptic satisfies condition (2.6).
Condition (2.7) was recently proved by Taylor–Wiles [31, 32] for semistable elliptic curves.

A second instance of Problem[1] can now be stated:

Problem[3]: Let B denote a large number. Set b = (log(B))κ where κ > 2. Suppose we
are given a list {γ1, γ2, . . . , γb} where each γj satisfies the Hasse bound |γj | ≤

√
j · d(j) for

j = 1, 2, . . . , b. How difficult is it to determine whether or not there exists an L–function,
LE(s) ∈ ZElliptic, with B ≤ ∆E ≤ 2B, such that γn = cE(n) for n = 1, 2, . . . , b? If such
an L–function exists how difficult is it to construct one such discriminant ∆E?

Remark: Again, the assumption of the Riemann hypothesis for the subclass ZElliptic

guarantees that there is at most one such E up to isogeny (see [11]).

In order to construct the pseudorandom number generator PNGElliptic referred to in the
beginning of the introduction, it is necessary to introduce yet a third class of zeta functions
ZArtin. To simplify the exposition we shall only deal with algebraic number fields which
are finite Galois extensions of Q.

Let K be an algebraic number field with finite Galois group

G = Gal(K/Q).

Set OK to be the ring of integers of K. Let p ∈ Q be a prime number and let (p) denote
the prime ideal pOK in the ring of integers OK . Let p be a prime ideal of OK lying above
p (this simply means that p|(p)).

Consider the decomposition group Dp and the inertia group Ip defined by

Dp = {σ ∈ G | σp = p}
Ip = {σ ∈ Dp | σx = x (mod p), ∀x ∈ OK}.

Let Kp denote the completion of K with respect to the prime ideal p, and let Qp denote
the ordinary p–adic number field (completion of Q with respect to p). We have (see Tate
[30])

Dp = Gal (Kp/Qp)
6



and there exists a group homomorphism

Dp −→ Gal
(

OK/p
/

Z/(p)
)

with kernel Ip. The quotient group Dp

/
Ip is a finite cyclic group generated by the Frobenius

element Frp which satisfies:

Frp(x) ≡ xNp (mod p), ∀x ∈ OK ,

and N denotes the norm from K to Q. If p′ denotes another prime ideal lying above p,
then p′ = σp for some σ ∈ G and

Dp′ = σDpσ
−1, Ip′ = σIpσ

−1, Frp′ = σFrpσ
−1.

We will write Frp (with p ∈ Q) to mean the Frobenius element determined up to conjuga-
tion.

Let
ψ : Gal(K/Q) −→ GL(2, C)

denote a representation of G = Gal(K/Q) into the group of 2×2 matrices with coefficients
in C. Then for any σ ∈ G, the trace and determinant of the matrix ψ(σ) depend only on
the conjugacy class in which σ lies. We define

χ(σ) = trace(ψ(σ))

for all σ ∈ G to be the character of the representation ψ.
Now, consider a prime number p ∈ Q. The principal ideal (p) = p · OK splits into a

product of prime ideals of OK (see [15])

(p) = (p1 · p2 · · · pr)e

where efr = [K : Q] (the degree of K over Q) and f is the degree of the residue class field
extension. The prime p is said to be ramified over K if e > 1. It is well known [15] that
there are only finitely many ramified primes and that they must all divide the discriminant
of the field extension K/Q. Furthermore, p is unramified if and only if the inertia group Ip
is trivial.

For m = 1, 2, 3, . . . define

χ(pm) =
1
e

∑
τ∈Ip

χ
(
Frmp · τ

)
.

This is well defined and independent of p dividing p (see [15]). In the case that p is
unramified over K, we have χ(pm) = χ(Frmp ) for m = 1, 2, 3, . . .
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For a complex variable s with Re(s) > 1, the Artin L-function L(s, χ) associated to the
representation ψ : Gal(K/Q)→ GL(2, C) is defined by the absolutely convergent series

log(L(s, χ)) =
∑
p

∞∑
m=1

χ (pm)
m (N(p))ms

,

where the outer sum goes over all rational primes p. Artin conjectured [1] that if χ is not
the principal character then L(s, χ) is an entire function of s which satisfies a functional
equation of type

Λ(s, χ) = A(χ)sΓ
(s

2

)a(χ)

Γ
(
s+ 1

2

)b(χ)

L(s, χ)

= W (χ)Λ(1− s, χ̄),

where a(χ), b(χ) are positive integers, A(χ) is positive, and W (χ) is a complex number of
absolute value one called the Artin root number. Further, we have that A(χ) (see [2], [24],
[19]) is the product of non–negative integer powers of the ramified primes.

We define the class ZArtin to be the class of all Artin L-functions as defined above.

§4. Candidate One–Way Functions:

Consider an abundant class Z of zeta functions satisfying (2.4), (2.5), (2.6), (2.7). For
sufficiently large B � 0, define the finite subclass ZB by the condition that the conductor
A (in the functional equation (2.7) lies in the interval [B, 2B]. For each such B, let k, m
be integers satisfying:

k ≥ ((logB)µ) , m ≤ ((logB)ν) ,

with µ, ν > 0, fixed and independent of B. The triple (B, k,m) defines a Fourier projection
function F = FB,k,m where

F : ZB → Ck,

and where F is defined by the rule

F (Z(s)) = {a(m), a(m+ 1), . . . , a(m+ k)},

provided

Z(s) =
∞∑
n=1

a(n)
ns

∈ ZB .

Conjecture: For the classes ZKronecker, ZElliptic, and ZArtin the associated Fourier pro-
jection function is a one–way function.

Remarks: If we assume the generalized Riemann hypothesis for ZKronecker, ZElliptic, and
we take

k ≥ (logB)µ, m ≤ (logB)ν ,
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with µ > 2, ν = 1, then F will be a one–to–one function (see [11]), and, hence, by
the results of [12] there will exist a pseudorandom number generator based on F . More
generally, if ZB is a finite set of zeta functions associated to a natural class of automorphic
functions (e.g. zeta functions associated to modular forms on GL(2)) then we expect that
the associated Fourier projection operator is a one–way function.

§5. An Algorithm to Compute F−1
Elliptic:

Let B →∞, k ≤ (logB), (logB) ≤ b ≤
√
B, and C ≥ (logB)/B. Let

{
a(m), a(m+ 1), . . . , a(m+ k)

}
be any fixed vector of rational integers. We will present an algorithm which will determine
if there exists an elliptic curve E : y2 = x3 +ax+b defined over Q satisfying the conditions:

cE(p) = a(p) ∀ primes p, m ≤ p ≤ m+ k,

B ≤ ∆E ≤ 2B 0 ≤ |a|, |b| ≤ C ·B.
(5.1)

The algorithm will output a complete list L of all such elliptic curves, and its running time
will be at least of the order (C ·B)

3
2 +ε. It follows from the abc–conjecture (see [16]) that

all solutions a, b of

4a3 + 27b2 = ∆E

satisfy

|a| <<

∏
p|∆E

p

2+ε

, |b| <<

∏
p|∆E

p

3+ε

.

If this conjecture holds, then the algorithm will determine F−1
Elliptic provided we choose

C >> B2+ε. The authors are unaware of any significantly faster algorithm to compute
F−1

Elliptic, which suggests that presently the cryptographic security of the candidate one–
way function FElliptic is probably superior to other known candidate one–way functions,
such as those based on factoring or the computation of discrete logarithms.

In the course of describing this algorithm, we will prove the following theorem.
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Theorem[4]: Let B → ∞, m ≤ (logB), (logB) ≤ k ≤
√
B, C ≥ (logB)/B. Then for

any fixed vector
v =

{
a(m), a(m+ 1), . . . , a(m+ k)

}
of coefficients (of some zeta function in F−1

Elliptic), and for every ε > 0, the cardinality of the

set L (defined by conditions (5.1)) will be bounded by O
(

(C ·B)
3
2 +ε
)
, where the implied

constant depends at most on ε.

Remark: If we restrict ourselves to the class of elliptic curves y2 = x3 +ax+b with a > 0,

and we choose C =
√

2
27B , it then follows from theorem[4] that the cardinality of F−1

Elliptic

is bounded by O
(
B

3
4 +ε
)

.

Algorithm to Compute F−1
Elliptic: For each rational prime p there are 2p + O(1) non–

isomorphic elliptic curves E defined over Fp, and the number of isomorphism classes of
such curves E/Fp where cE(p) takes the value a(p) is at most

O
(√

p (log p) (log log p)2
)

(see [18]). Since for any given elliptic curve over Fp, there are at most p−1
2 elliptic curves

isomorphic to it, it follows that there are at most

O
(
p

3
2 +ε
)

pairs of integers a, b (mod p) which give rise to elliptic curves E : y2 = x3 + ax + b with
cE(p) = a(p).

Step 1: For each prime m ≤ p ≤ m + b make a list Ep of isomorphism classes of elliptic
curves E/Fp where cE(p) = a(p). If Card(Ep) = 0, for some such p, then there will not be
any elliptic curve defined over Q satisfying (5.1).

Step 2: (Induction) Let p(1) be the smallest prime ≥ m. We use the notation

m ≤ p(1) < p(2) < p(3) < · · ·

to denote successive primes. We define E(1) = Ep(1) as in step 1. Given E(M) with M ≥ 1,
we now define E(M + 1).

For every pair of elliptic curves {E,E′} ∈ E(M)× Ep(M+1) with

E : y2 = x3 + ax+ b, E′ : y2 = x3 + a′x+ b′,

use the Chinese remainder theorem to find all integers α, β
(

mod
(∏M+1

i=1 p(i)
))

satisfying

α ≡ a, a′
(

mod

(
M+1∏
i=1

p(i)

))
, β ≡ b, b′

(
mod

(
M+1∏
i=1

p(i)

))
.
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Then α, β, determine an elliptic curve E∗ : y2 = x3 + αx+ β satisfying

cE∗(p(j)) = a(p(j))

for all j ≤M + 1. Define E(M + 1) to be the set of all such elliptic curves E∗.

Step 3: Choose an integer MB so that p(MB) is the largest prime less than or equal to
m + log(C · B). (The reason for doing this is that the coefficients of any E ∈ E(MB) will
be automatically determined mod

(∏
1≤i≤MB

p(i)
)

which is a number of size ≈ C · B.)
Tabulate a list L(MB) of all E ∈ E(MB) with discriminant B ≤ ∆E ≤ 2B.

Step 4: For each E ∈ L(MB) compute cE(q) for all primes q in the range p(MB) < q ≤
m+ k. If cE((q) = a(q) for all such primes, then E must satisfy the conditions (5.1).

The total number of elliptic curves constructed by this algorithm is bounded by

P =
∏

m≤p≤m+(logCB)

p
3
2 +ε,

since for each prime p in the range m ≤ p ≤ m+ (logCB) there are at most p
3
2 +ε elliptic

curves E(mod p) for which cE(p) = a(p). By the prime number theorem, [8], we have

logP =
∑

m≤p≤m+(logCB)

(
3
2

+ ε

)
· (log p) ∼

(
3
2

+ ε

)
· (logCB),

as B →∞. It follows that P = O
(

(C ·B)
3
2 +ε
)

as B →∞.

§6. Applications to Cryptography:

The candidate one–way functions FElliptic, FArtin, and FKronecker presented above provide
the basis for numerous cryptographic applications. We shall describe a few.

[6.1] Authentication: A user’s identity may be authenticated by employing the following
procedure. The procedure assumes that B → ∞ and m, b are polylogarithmic in B. Let
Alice be the user and let Bob be the authenticator. We assume that each of them is
in possession of an elliptic curve E with discriminant ∆E where B ≤ ∆E ≤ 2B. Bob
randomly chooses m, b and asks Alice to produce the vector

v = {a(m), a(m+ 1), . . . , a(M + b)}

of Fourier coefficients (between m and m+b) of the zeta function associated to E. If Alice’s
list is correct then we have verified that Alice is an authenticated user. For large b, the
probability of producing the correct list is very small. If someone is surveilling the system
and records the vector v, this information will be of no help if in a future authentication
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procedure, Bob chooses different m and b so that there is no overlap with any previous
intervals. The effective lifespan of a particular elliptic curve used in such an authentication
procedure will be logarithmic in B if one wants to insure high cryptographic security.

[6.2] Pseudorandom Number Generator: We adopt the notion of a pseudorandom
generator suggested and developed by Blum and Micali [4] and Yao [ 33]. A pseudoran-
dom number generator is a deterministic polynomial time algorithm that expands short
seeds into longer bit sequences such that the output of the ensemble is polynomial–time
indistinguishable from a target probability distribution. We shall present an algorithm for
a cryptographically secure pseudorandom number generator which is based on the candi-
date one–way function for the class ZElliptic and ZArtin. We shall call this pseudorandom
number generator PNGElliptic. It has the property that it transforms a short seed into a
long binary string of zeros and ones with the target probability (1/3, 2/3), i.e. the proba-
bility of a zero appearing is 2/3 while the probability of a one is 1/3. The proof of these
assertions is based on theorems [8] and [10] below.

Definition: Let P be a set of primes having a certain property. We define the density of
P to be

lim
x→∞

∑
p∈P
p≤x

1

/∑
p≤x

1

provided the limit exists. If the limit does not exists then the density of P is not defined.

With this definition, we now state:

Theorem[5]: Let a, b ∈ Z, determine an elliptic curve E : y2 = x3 +ax+ b. Define d to be
the degree of the field obtained by adjoining the roots of the cubic equation x3 + ax+ b = 0
to Q. If d = 1, 2 then cE(p) will be even for all except finitely many rational primes p. If
d = 3 then the density of primes for which cE(p) is even is 1/3 while if d = 6, the density
is 2/3.

Proof of theorem[5]: Let F be any subfield of C. We say that (x, y) is an F–solution
of E if x, y satisfy the equation of E and x, y ∈ F. We let E(F ) denote the set of all
F–solutions of E. There is a natural commutative group law on E(F ) with the point at
infinity as identity element. If P = (x, y) ∈ E(F ), then −P = (x,−y) (see [28]). If p is a
rational prime number, let E[p] denote the subgroup of points in E(Q̄) of order dividing
p.

Now, let P = (x, y) be a point of order two on E(Q̄). Then 2P = O or P = −P. Hence,
(x, y) = (x,−y) so y = 0. Consequently, P = (x, y) ∈ E[2] if and only if either P is the
identity or P = (x, 0) where x is a root of the cubic equation x3−ax− b = 0. It follow that
E[2] is a group of four elements where each element has order 1 or 2, and, therefore, E[2]
must be the direct product of two cyclic groups of order two. Let P1 = (α, 0), P2 = (β, 0)
be generators for E[2]. Then every P ∈ E[2] is of the form rP1 + sP2 with r, s ∈ Z/2Z.

Let K = Q(α, β) be the algebraic number field obtained by adjoining the roots of
12



x3 − ax− b to Q. Set G = Gal(K/Q). Then G acts on E[2] by the rules

Pσ1 = (ασ, 0), Pσ2 = (βσ, 0)

(rP1 + sP2)σ = rPσ1 + sPσ2

where σ ∈ G, r, s ∈ Z/2Z, and ασ, βσ denote the usual action of G on K. Since Pσ1 , P
σ
2 ∈

E[2], for any σ ∈ G, it follows that

Pσ1 = rP1 + sP2

Pσ2 = tP1 + uP2

for
(
r s
t u

)
∈ GL(2, Z/2Z). Thus we have a representation:

ψ : G −→ SL(2, Z/2Z).

For a rational prime p, let Frp ∈ G denote the Frobenius element of K. We are interested
in its image in GL(2, Z/2Z). It is known [25], [21], that for all but finitely many primes p
that

trace
(
ψ(Frp)

)
≡ p+ 1−#E(Fp) (mod 2).

Since p+1−#E(Frp) = cE(p), we can complete the proof of theorem[5] if we can compute
the density of primes p for which trace(ψ(Frp)) = 0. To accomplish this, we require the
Chebotarev density theorem [17].

Theorem[6]: (Chebotarev) Let K be a finite Galois extension of Q with Galois group
G = Gal(K/Q). For each subset H ⊂ G stable under conjugation (i.e. σHσ−1 = H, ∀σ ∈
G) let

PH = {p ∈ Q, prime | Frp ∈ H and p unramified in K}.

Then PH has density |H|/|G|, where |H|, |G|, denote the cardinalities of H,G, respectively.

The group SL(2,Z/2Z) is generated by

U =
(

0 1
1 1

)
, T =

(
1 1
0 1

)
,

where U is of order 3 and T is of order 2. If d = [K : Q] = 1, 2, then the image of
G = Gal(K/Q) in SL(2,Z/2Z) is contained in the cyclic group of order two generated by
T . Since trace(T ) = 0, it follows that all except finitely many cE(p) are even. In the
case that d = 3, then the image is the cyclic group generated by U . Since trace(U) =
trace(U2) = 1, it follows from the Chebotarev density theorem that 2/3 of the cE(p)′s are
odd. Finally, if d = 6, since only the two elements U,U2, have trace 1, it follows from the
Chebotarev density theorem that the density of primes p for which cE(p) is odd will be
2/3. This completes the proof of theorem[5].
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Theorem[7]: Let E be an elliptic curve defined over Q. Let K denote the field obtained
by adjoining the 2–torsion points of E to Q. Then there exists an entire Artin L-function

LK(s) =
∞∑
n=1

b(n) · n−s ∈ ZArtin

of K with the property that
b(p) ≡ cE(p) (mod 2)

for all except finitely many rational primes p.

Proof of theorem[7]: Recall that the group SL(2,Z/2Z) is generated by

U =
(

0 1
1 1

)
, T =

(
1 1
0 1

)
,

where U is of order 3 and T is of order 2. There exists a representation

ρ : SL(2, Z/2Z) −→ GL(2, Z[i])

which is defined on the generators U, T by

ρ(U) =
(
−1 i
i 0

)
, ρ(T ) =

(
0 −i
i 0

)
,

and satisfies

trace(ρ(σ) ≡ trace(σ) (mod 2)

det(ρ(σ) ≡ det(σ) (mod 2)

for all σ ∈ SL(2, Z/2Z). It follows that the representation ρ ◦ ψ : G → GL(2, Z[i]) deter-
mines an Artin L–function

LK(s) =
∞∑
n=1

b(n) · n−s

of the field K where, b(p) = trace
(
ρ(ψ(Frp))

)
, for unramified p. Hence, if p is unramified,

we have b(p) ∈ {0, 2} if cE(p) is even and b(p) = −1 if cE(p) is odd. The Artin L–function
is entire since Gal(K/Q) ⊆ S3 and Artin’s conjecture is known for subgroups of S3.

Assume we are presented with a sequence of bits, where the nth bit is obtained by
computing cE(pn) (mod 2) for some elliptic curve E as above, and where pn denotes the
nth prime. To be sure that we don’t have a trivial sequence, we assume that the degree d
of the field of 2-torsion points of E is 6. Theorem[5] then says that the bit sequence cE(pn)
(mod 2) for n = 1, 2, 3, . . . is pseudorandom with probability distribution (1/3, 2/3). We
want to show that it is not possible in polynomial time to determine E from this sequence.
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This follows immediately from theorem[7] if the Fourier projection operator FArtin is a
one–way function. It easily follows that the set of elliptic curves

E : y2 = x3 + ax+ b

with a, b ∈ Z and discriminant ∆E = 4a3 + 27b2 in the range B ≤ ∆E ≤ 2B which give
rise to the same bit streams has cardinality at most O

(
B

1
2 +ε
)

as B →∞.
Let E,E′ be two elliptic curves defined over Q with discriminants ∆E ,∆E′ , where

B ≤ ∆E ,∆E′ ≤ 2B. Set K,K ′ to be the field of 2-torsion points of E,E′, respectively.
Assume that K,K ′ are of degree six over Q. Let B → ∞ and let b = (logB)κ for some
κ > 2. If

cE(p) ≡ cE′(p) (mod 2)

for all primes p < b, then it appears very likely that K = K ′ and the Artin L–functions
LK(s),LK′(s) are twists of each other by a quadratic character.

We now present the algorithm for PNGElliptic.

Step 1: Choose integers a, b such that the roots of the equation x3 + ax+ b = 0 generate
a field of degree 6 over Q. A simple test to determine whether the Galois group of this
polynomial is S3 ( and hence, has order 6) is to simply check if the discriminant −4a3−27b2

is a perfect square of a rational number. If the discriminant is not a perfect square and
the polynomial is irreducible, then the Galois group is S3 . The integers a, b are taken to
be the seed and determine an elliptic curve E : y2 = x3 + ax+ b.

Step 2: For each prime p compute bit(p) = cE(p) (mod 2) which will have value either 0
or 1. Under the assumption that FArtin is a one–way function, the binary stream

{bit(3), bit(5), bit(7), bit(11), ...}

running over odd primes will be a pseudorandom number sequence with probability dis-
tribution (1/3, 2/3).

Algorithm to compute cE(p) (mod 2): The following algorithm was suggested to us
by Nikolaos Diamantis. Although the algorithm is classical, it is difficult to find in the
literature, so we include it for clarity and completeness. When counting the number of
solutions of the congruence

y2 ≡ x3 + ax+ b (mod p),

note that the solutions occur in pairs (x, y) and (x,−y). Thus, since we are only interested
in the number of solutions (mod 2), it is enough to compute the number of solutions of
0 ≡ x3 + ax+ b (mod p). Let

νp = Card
{
x (modp)

∣∣∣ 0 ≡ x3 + ax+ b (mod p)
}
.
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Then we have
cE(p) ≡ νp (mod 2).

Now νp can have the values 0, 1 or 3. Further, νp = 1 if and only if the discriminant
−4a3 − 27b2 is a quadratic non–residue (mod p). L.E. Dickson [9] showed that if p > 3,
then νp = 0 if and only if −4a3−27b2 ≡ 81µ2 (mod p) and 1

2

(
−b+ µ

√
−3
)

is not congruent
to a cube of any number of the form x + y

√
−3 with x, y rational integers. For efficient

algorithms to compute quadratic residues and square roots (mod p), see [5], chapter 1.
Dickson’s last condition can be checked by computing the cubic residue symbol(

−b+ µ
√
−3

p

)
3

.

This symbol is defined as follows. Let ω = 1
2 (−1−

√
−3) be a cube root of unity. Consider

the cubic field Q(ω) with ring of integers Z[ω]. The primes of the ring Z[ω] fall into three
classes. The rational primes 2, 5, 11, 17, . . . which are congruent to 2 (mod 3), the
imaginary primes a + bω (with a, b ∈ Z) having norm (a + bω) · (a + bω2) = a2 − ab + b2

(which is equal to a rational prime congruent to (1 mod 3)), and the ramified primes
1−ω, 1−ω2 having norm 3. The units are ±1,±ω, and ±ω2. Let ρ be a prime in this ring
and let α ∈ Z[ω] be coprime to ρ. We have the cubic extension of Fermat’s theorem, viz.

αNρ−1 ≡ 1 (mod ρ),

where Nρ denotes the norm of ρ. The cubic symbol symbol
(
α
ρ

)
3

is defined to be equal to
ωs where s = 0, 1, 2 according to whether

α
1
3 (Nρ−1) ≡ ωs (mod ρ).

Thus,
(
α
ρ

)
3

= 1 if and only if α is congruent to a cube (mod ρ). If α′ ≡ α (mod ρ), then
we have (

α′

ρ

)
3

=
(
α

ρ

)
3

.

This symbol may be extended to non–primes by defining(
α

ρρ′

)
3

=
(
α

ρ

)
3

·
(
α

ρ′

)
3

.

Further, if α = µ
∏
qei
i is the prime factorization of α in the ring Z[ω] (with µ a unit),

then (
α

ρ

)
3

=
(
µ

ρ

)
3

·
∏(

qi
ρ

)ei

3

.

Let x+ yω ∈ Z[ω] be not divisible by 1− ω. Exactly one of the 3 pairs of numbers

±(x+ yω), ±ω(x+ yω), ±ω2(x+ yω),
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will be congruent to a+ bω with a ≡ ±1, b ≡ 0, (mod 3). We define a+ bω to be a primary
number. It is easily seen that the product of two primary numbers is itself primary. The
cubic symbol

(
α
ρ

)
3

can be computed in polynomial time in the number of digits of Nρ by

employing the Eisenstein–Jacobi reciprocity law, [29] viz.(
q

ρ

)
3

=
(
ρ

q

)
3

,

which holds for all ρ, q ∈ Z[ω] which are primary numbers. To compute
(
α
ρ

)
3

one first
expresses α as a product of a unit u, a power of 1 − ω, and a primary number q, i.e.,
α = u · (1− ω)e · q. We can assume Nq < Nρ, by reducing (modρ). Thus(

α

ρ

)
3

=
(
u

ρ

)
3

·
(

1− ω
ρ

)e
3

·
(
q

ρ

)
3

.

The symbols
(
u
ρ

)
3

and
(

1−ω
ρ

)
3

can be computed very quickly. We have

(
ω

ρ

)
3

= ω
1
3 (Nρ−1) = ωm+n,(

1− ω
ρ

)
3

= ω2m

where the integers m,n are defined by the identity

ρ = 2m− 1 + 3nω.

To compute
(
q
ρ

)
3

apply the reciprocity law and turn the symbol upside down. Let

ρ′ ≡ ρ (mod q)

with Nρ′ < Nq. Thus
(
q
ρ

)
3

=
(
ρ′

q

)
3
. By iterating the previous procedure, the computa-

tion is reduced to computing symbols
(
µ
ν

)
3

with primary numbers ν of small norm.

[6.3] Coin Flipping by telephone: Alice and Bob want to simulate a random coin toss
over a telephone. The following algorithm provides a mechanism for accomplishing this
task. The algorithm assumes that B →∞ and m = (logB)κ for some constant κ > 2.

Step 1: Alice chooses integers a, b such that the roots of the equation x3 + ax + b = 0
generate a field of degree 6 over Q, and the discriminant ∆ = 4a3 +27b2 lies in the interval
B ≤ ∆ ≤ 2B. Alice then computes the vector v of the first m coefficients

v = {a(1), a(2), . . . , a(m)}
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of the zeta function associated to E : y2 = x3 + ax+ b. Alice transmits v to Bob.

Step 2: Bob randomly chooses two prime numbers p < p′ with p > m.

Step 3: Alice computes trial(p, p′) =
(
a(p) (mod 2), a(p′) (mod 2)

)
. If

trial(p, p′) = (1, 0)

then the coin toss is heads. If
trial(p, p′) = (0, 1),

then the coin toss is tails. If neither of these possibilities occur go back to step 2.

Step 4: Bob can verify the correctness of the coin flip when Alice announces the elliptic
curve E. Otherwise it is not feasible for him to compute trial(p, p′).

Remark: The probability of either of the events: trial(p, p′) = (1, 0) or (0, 1) is 2/9, so
they will occur with equal frequency.

For related applications, the reader may wish to consult [22].
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