
EXACT SOLVABILITY OF SOME SPDES

Abstract. These lecture notes are based on Ivan Corwin’s summer 2014 MSRI summer
school on SPDEs, as well as Jeffrey Kuan’s TA sessions accompanying these lectures.
Please email ivan.corwin@gmail.com if you have questions or find mistakes.

1. Mild solution to the stochastic heat equation

The stochastic heat equation (SHE) with multiplicative noise looks (in differential form)
like {

∂tz = 1
2∂xxz + zξ

z(0, x) = z0(x)

where z : R+×R → R and z0 is (possibly random) initial data which is independent of the
white noise ξ. Recall that formally ξ has covariance

E
[
ξ(t, x)ξ(s, y)

]
“ = ”δt=sδx=y,

though this is only true in a weak, or integrated sense. See Section 10 for background on
ξ. The noise ξ is constructed on a probability space L2(Ω,F ,P).

We would like to ultimately consider z0(x) = δx=0 initial data. We will start, how-
ever, with L2(Ω,F ,P) bounded initial data and prove uniqueness and existence (and state
regularity / positivity results without proofs). We will also state (without proof) a more
general class of solutions considered by Bertini-Cancrini [5]. In the next section we will
explain a different way to construct a solution for δx=0 initial data via chaos series.

Definition 1.1. A mild solution to the SHE satisfies for all t > 0, x ∈ R the Duhamel
form equation

z(t, x) =

∫

R

p(t, x− y)z0(y)dy +

∫ t

0

∫

R

p(t− s, x− y)z(s, y)ξ(s, y)dyds

where p(t, x) = 1√
2πt
e−x2/2t is the heat kernel or fundamental solution to ∂tp = ∂xxp, with

p(0, x) = δx=0. In this, we must have that
∫ t
0

∫

R
p2(t− s, x− y)E

[
z2(s, y)

]
dyds <∞ for the

Itô integrals to make sense and be finite.

We will work with L2(Ω,F ,P) bounded initial data and solutions:

Definition 1.2. A function z0(·) is L2(Ω,F ,P) bounded if supx∈R E
[
z0(x)

2
]
< ∞ and a

space-time function z(·, ·) is L2(Ω,F ,P) bounded if supt∈[0,T ]
x∈R

E
[
z(t, x)2

]
<∞.

Clearly, δx=0 is not L2(Ω,F ,P) bounded. We will state a more general class after
the following theorem. We will not prove the result for this class, but rather present an
alternative δx=0 construction.

Theorem 1.3. For L2(Ω,F ,P) bounded initial data z0 there exists a unique L2(Ω,F ,P)
bounded solution z(·, ·) to the mild form of SHE. Moreover, we have the following properties:

• If z0(x) ≥ 0 then for any α < 1/2 and β < 1/4, (t, x) 7→ z(t, x) is almost surely
Holder α in space and Holder β in time.

• If z0(x) ≤ z′0(x) for all x then z(·, ·) ≤ z′(·, ·) for all (t, x).
• If z0(x) ≥ 0 with strict positivity on a positive measure set, then almost surely
z(t, x) > 0 for all (t, x).

1
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We will prove existence and uniqueness following [35]. Regularity follows in a similar
manner and is provided in [35]. The comparison result will follow from the approximation
in Sections 3 and 4 of SHE by directed polymers, for which this is easily seen to hold true.
The positivity result will not be proved, [25, 27] for proofs.

Remark 1.4. In [5] a more general class of initial data is considered, such that

sup
t∈[0,T ]
x∈R

t1/2
∫

p(t, x− y)z0(y)dy <∞.

There in the analog of Theorem 1.3 is proved for this class of initial data and the class of
solutions which satisfy

sup
t∈[0,T ]
x∈R

∫ t

0
ds

∫ s

0
ds′
∫

R2

dydy′p(t− s, x− y)2p(s− s′, y − y′)2E
[
z(s′, y)2

]
<∞.

We will not pursue this further here.

Proof of uniqueness. Assume z and z′ solve SHE with the same initial data. Let u = z−z′,
hence u(0, x) ≡ 0. Define

f(t, x) = E[u(t, x)2]

f(t) = sup
x
f(t, x)

and note f(t) <∞ by L2(Ω,F ,P) boundedness. Thus, by Itô isometry,

f(t) = sup
x∈R

f(t, x) = sup
x∈R

∫ t

0

∫

R

E

[(
z(y, s)− z′(y, s)

)2
]

· p2(t− s, x− y)dyds

≤ sup
x∈R

∫ t

0

∫

R

f(s, y)p2(t− s, x− y)dyds

≤ c

∫ t

0
f(s)

ds√
t− s

for some constant1 c > 0 whose value is not important for our purposes. Note that between
the second and third line we have evaluated the x–independent integral in y, thus explaining
why we have dropped the supremum. Hence,

f(t) ≤ c

∫ t

0
f(s)

ds√
t− s

.

Iterate to get

f(t) ≤ c2
∫ t

0

∫ s

0
f(u)

duds
√

(s− u)(t− s)
=

∫ t

0
f(u)

∫ t

u

ds
√

(s− u)(t− s)
du.

Exercise 1.5. Show that the integral over s is equal to π so that

f(t) ≤ πc2
∫ t

0
f(u)du.

Iterate to show

f(t) ≤ (πc2)n+1

n!

∫ t

0
f(u)(t− u)ndu.

Since f(u) <∞ this shows that f(t) ≡ 0 hence z = z′. �

1Constants will generally be denoted by c or C and can change line to line.
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Proof of existence. We will use Picard iteration. Let z0(t, x) ≡ 0 and define progressively
measurable approximations

zn+1(t, x) =

∫

R

p(t, x− y)z0(y)dy +

∫ t

0

∫

R

p(t− s, x− y)zn(s, y)ξ(s, y)dyds.

Then z̄n(t, x) := zn+1(t, x)− zn(t, x) satisfies

z̄n+1(t, x) =

∫ t

0

∫

R

p(t− s, x− y)z̄n(s, y)ξ(s, y)dyds.

Hence, as before, via the Itô isometry

E

[(
z̄n+1(t, x)

)2
]

=

∫ t

0

∫

R

p2(t− s, x− y)E
[(
z̄n(s, y)

)2
]

dyds.

Define

fn(t) = sup
s∈[0,t]
x∈R

E

[(
z̄(s, x)

)2
]

and note that f0(t) <∞ by hypothesis. Then,

fn+1(t) = sup
u∈[0,t]
x∈R

E

[(
z̄n+1(t, x)

)2
]

= sup
u∈[0,t]
x∈R

∫ u

0

∫

R

p2(u− s, x− y)E
[(
z̄(s, y)

)2
]

dyds

≤ sup
u∈[0,t]
x∈R

∫ u

0

∫

R

p2(u− s, x− y)fn(s)dyds

≤ sup
u∈[0,t]

c

∫ u

0
fn−1(s)

ds√
u− s

≤ c

∫ t

0
fn−1(s)

ds√
t− s

.

Between the second and third lines we evaluated the x–independent integral in y. The
inequality in the last line can be seen by applying a change of variables so the integral is
from 0 to 1, and then using the fact that fn−1(s) is an increasing function.

As before we may iterate this once more and then change the order of integration. We
thus find that

fn+1(t) ≤ c

∫ t

0
fn−1(u)du.

Exercise 1.6. Iterating and using our a priori knowledge that f0, f ′ <∞ show that

fn(t) ≤ (ct)n/2

(n/2)!
.

This goes to zero as n → ∞ hence proving that the zn(·, ·) form a Cauchy sequence in
L2(Ω,F ,P). The limit point is z(·, ·). It is clear, by convergence of stochastic integrals,
that z solves the mild form of SHE. �

We close by noting a few relevant facts. The existence and uniqueness results can be
proved [35] with Lp bounded functions using Burkholder’s inequality (Lemma 10.2), and
one can also work with more general SPDE’s such as ∂tz =

1
2∂xxz+f(x)+σ(z)ξ as long as

σ is Lipschitz. The positivity result breaks down for the solution to ∂tz = 1
2∂xxz + zγξ if

γ < 1, in which case one can get (say for δx=0 initial data) compact support of z > 0. The
methods described also break down if we introduce more non–linearity like (∂xz)

2, since it
is not clear how to even formulate a mild form of the equation.
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2. Delta initial data

We will define a chaos series (see also Section 10) to construct the solution to the SHE
with z0(x) = δx=0. We will consider the class of solutions to the mild formulation of SHE
such that for all test functions ψ,

∫

R
ψ(x)z(t, x)dx →

∫

R
ψ(x)δx=0dx = ψ(x) as tց 0 with

L2(Ω,F ,P) convergence. Moreover, we will require that for all T there exists C = C(T ) > 0
such that for all 0 < t ≤ T , and x ∈ R, the bound E

[
z2(t, x)

]
≤ Cp2(t, x) holds.

Theorem 2.1. Within the above class of functions there exists a unique solution to SHE
with δx=0 initial data. That solution takes the following form as a convergent (in L2(Ω,F ,P))
chaos series.

z(t, x) =
∞∑

k=0

∫

∆k(t)

∫

Rk

Pk;t,x(~s, ~y)dξ
⊗k(~s, ~y) =:

∞∑

k=0

Ik(t, x)

where ∆k(t) = {0 ≤ s1 < · · · < sk ≤ t}, and
Pk;t,x(~s, ~y) = p(t− sk, x− yk)p(sk − sk−1, yk − yk−1) · · · p(s2 − s1, y2 − y1)p(s1, y1)

or in other words, represents the transition densities of a one-dimensional Brownian motion
started at (0, 0) to go through the (time,space) points (s1, y1), . . . , (sk, yk), (t, x)). Also,
recall from Section 10 that dξ⊗k(~s, ~y) is the multiple stochastic integral.

Proof. Note that we do not have L2(Ω,F ,P) boundedness here, so the methods from Sec-
tion 1 will not directly work. We proceed according to the following steps:

(1) Show that the chaos series is convergent.
(2) Prove that E

[
z2(t, x)

]
≤ Cp2(t, x).

(3) Show that the series solves SHE with δx=0 initial data.
(4) Argue uniqueness.

Step (1): Consider a random variable X ∈ L2(Ω,F ,P) such that

X =

∞∑

k=0

∫

∆k(∞)

∫

Rk

fk(~t, ~x)dξ
⊗k(~t, ~x).

for functions fk ∈ L2(∆k(∞) × R
k), k = 0, 1, 2, . . .. (From Section 10 we know that all X

have a unique decomposition into this form.) By the multiple stochastic integral covariance
isometry

E

[
∫

∆k(∞)

∫

Rk

f(~t, ~x)dξ⊗k(~t, ~x)

∫

∆j(∞)

∫

Rk

g(~t, ~x)dξ⊗j(~t, ~x)

]

= 1j=k〈f, g〉L2(∆k×Rk).

Thus,

E
[
X2
]
=

∞∑

k=0

‖fk‖2L2(∆k×Rk).

This can be applied to the series for z(t, x).

Exercise 2.2. Prove that

p2(t, y) =
1√
2πt

p(t,
√
2y) =

1√
4πt

p(t/2, y)

and
∫

R

p2(t− u, x− z)p2(u− x, z − y)dz =

√

t− s

4π(t− u)(u− s)
p2(t− s, x− y).

Lemma 2.3.

E
[
I2k(t, x)

]
=

tk/2

(4π)k/2
Γ(12 )

k

Γ(k2 )
p2(t, x).
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Proof. The multiple stochastic integral covariance isometry implies that

E
[
I2k(t, x)

]
=

∫

∆k(t)

∫

Rk

P 2
k;t,x(~s, ~y)d~yd~s,

or more explicitly,

E
[
I2k(t, x)

]
=

∫

∆k(t)
d~s

∫

Rk

d~yp2(s1, y1)p
2(s2−s1, y2−y1) · · · p2(sk−sk−1, yk−yk−1)p

2(t−sk, x−yk).

Taking the integrals starting with yk down to y1 and using Exercise 2.2

E
[
I2k(t, x)

]
=

∫

∆k(t)
d~sp2(t, x)

√

t

4π(t− s1)s1

√

t− s1
4π(t− s2)(s2 − s1)

· · ·
√

t− sk−1

4π(t− sk)(sk − sk−1)

=

∫

∆k(t)
d~s
√
4πtp2(t, x)

1√
4πs1

1
√

4π(s2 − s1)
· · · 1
√

4π(sk − sk−1)

1
√

4π(t− sk)

=
t1/2p2(t, x)

(4π)k/2

∫

∆k(t)
d~s

1√
s1

1√
s2 − s1

· · · 1√
sk − sk−1

1√
t− sk

Changing variables to factor out the t’s yields

E
[
I2k(t, x)

]
=

tk/2

(4π)k/2
p2(t, x)

∫

∆k(1)
d~s

1√
s1

1√
s2 − s1

· · · 1√
sk − sk−1

1√
1− sk

Exercise 2.4. For αi > 0, 1 ≤ i ≤ k show that

∫

0≤x1,··· ,xk≤1∑
xi=1

d~x

k∏

i=1

xαi−1
i =

∏k
i=1 Γ(αi)

Γ(
∑k

i=1 αi)
.

This is called the Dirichlet(α) distribution.

Using the exercise we conclude that

E
[
I2k(t, x)

]
=

tk/2

(4π)k/2
Γ(1/2)k

Γ(k/2)
p2(t, x).

�

Since Γ(k/2) ∼ (k/2)! this implies that the chaos series is convergent in L2(Ω,F ,P) thus
completing step 1.
Step (2): By Lemma 2.3 and the Itô isometry,

E
[
z2(t, x)

]
=

∞∑

k=0

E
[
I2k(t, x)

]
= p2(t, x)

∞∑

k=0

tk/2

(4π)k/2
Γ(1/2)k

Γ(k/2)
≤ Cp2(t, x)

where the constant C = C(T ) can be chosen fixed as t varies in [0, T ].
Steps (3) and (4): Assume z(t, x) solves SHE with delta initial data. We will show that

z(t, x) equals the chaos series. The mild form of SHE implies that

z(t, x) = p(t, x) +

∫ t

0

∫

R

p(t− s, x− y)z(s, y)ξ(s, y)dyds.

Iterate this (like with the Picard iteration) to obtain

z(t, x) =

n∑

k=0

Ik(t, x)+

∫

∆n+1(t)

∫

Rn+1

p(t−sn+1, x−yn+1) · · · p(s2−s1, y2−y1)z(s1, y1)ξ⊗k(~s, ~y)d~sd~y.

Comptue the L2(Ω,F ,P) norm of the remainder as
∫

∆n+1(t)

∫

Rn+1

p2(t− sn+1, x− yn+1) · · · p2(s2 − s1, y2 − y1) · E
[
z2(s1, y1)

]
d~yd~s.
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Use bound E[z2(s1, y1)] ≤ cp2(s1, y1) and notice that the above expression is then bounded
as

≤ cE[In+1(t, x)] = c
t(n+1)/2

(4π)n/2
Γ(1/2)n+1

Γ(n/2)
p2(t, x)

which goes to zero as n → ∞ hence showing that z is the chaos series and that the chaos
series solves the mild form of SHE. �

We close by demonstrating one use of the chaos series to probe the short time behaviour
of z(t, x).

Corollary 2.5. The following one-point2 weak convergence holds:

lim
ǫ→0

ǫ1/4[z(ǫt, ǫ1/2x)− p(ǫt, ǫ1/2x)] =

∫ t

0

∫

R

p(t− s, x− y)ξ(s, y)p(s, y)dyds.

Proof. This comes from the first term in the chaos series whereas our estimate on E[Ik(t, x)
2]

enables us to discard all subsequent terms. Recall

I1(t, x) =

∫ t

0

∫

R

p(t− s, x− y)ξ(s, y)p(s, y)dyds.

Apply scalings to study now ǫ1/4I1(ǫt, ǫ
1/2x).

Exercise 2.6. Show that in distribution,

ξ(t, x) = ǫ(z+1)/2ξ(ǫzt, ǫx).

Use that to show that in distributional ǫ1/4I1(ǫt, ǫ
1/2x) = I1(t, x) whereas ǫ

1/4Ik(ǫt, ǫ
1/2x) =

ǫakIk(t, x), and compute ak > 0.

From this exercise, it is now easy to conclude the corollary. �

Unfortunately, the chaos series is not very useful in studying large t behaviours (e.g. for
log z(t, x)) and also the chaos series do not behave very well under applications of functions.
However, they can be useful in proving approximation as we will soon see.

3. Scaling to the KPZ equation

The heat equation with deterministic potential v(t, x) is written in differential form as

∂tz =
1

2
∂xxz + vz.

Exercise 3.1. Show that if h := log z and u := ∂xh then

∂th =
1

2
∂xxh+

1

2
(∂xh)

2 + v

∂tu =
1

2
∂xxu+

1

2
∂x(u

2) + ∂xv

The first equation is a Hamilton Jacobi equation with forcing and the second equation
is a viscous Burgers equation with conservative forcing.

Define the mollifier pκ(x) = p(κ, x) (i.e. the heat kernel at time κ). Note that as

κ→ 0, this approaches a delta function as it maximal height grows like κ−1/2 and standard
deviation shrinks like κ1/2. We could just as well work with any similar mollifier sequence.
Define mollified white-noise via

ξκ(t, x) =

∫

R

pκ(x− y)ξ(t, y)dy = (pκ ∗ ξ)(t, x).

By the Itô isometry,

E
[
ξκ(t, x)ξκ(s, y)

]
= δt=sck(x− y), cκ(x) = (pκ ∗ pκ)(x).

Note that as x→ 0, we have cκ(x) → ∞.

2Extending to space-time process convergence is not much harder.
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Exercise 3.2. Define zκ to be the solution (same definition of solution as before) to

∂tzκ =
1

2
∂xxzκ + ξκzκ

and hκ := log zκ. Show that

∂thκ =
1

2
∂xxhκ +

[1

2
(∂xhκ)

2 − cκ(0)
]
+ ξκ.

Also show that zκ → z as κց 0. (Suggestion: use the chaos series.)

The exercise shows that in some sense, we can think of h = log z as the solution to

∂th =
1

2
∂xxh+

[1

2
(∂xhk)

2 −∞
]
+ ξ.

Since when studying interface fluctuations we generally need to subtract off overall height
shifts, this −∞ should not concern us so much. This suggests the definition

Definition 3.3. The Hopf–Cole solution h : R+ × R → R to the KPZ equation with
h0 : R → R initial data is defined as h = logZ where z is the solution to the SHE with
initial data z0(x) = eh0(x).

For some initial conditions such as δx=0, it does not make sense to take its logarithm.
However, for all positive t and x ∈ R, we know that z(t, x) is strictly positive, hence the
logarithm is well defined. The solution to KPZ corresponding to this delta initial data is
called the narrow wedge solution (or KPZ with narrow wedge initial data). The idea is
that in short time the log of p(t, x) looks like −x2/2t which is a steep parabola. Hence
the initial data corresponds to growth out of a wedge type environment. We will see a
justification of this later.

Now let us ask: what kind of discrete models converge to the KPZ equation? To motivate
this, let us do some rescaling of the KPZ equation.

Define the scaled KPZ solution

hǫ(t, x) = ǫbh(ǫ−zt, ǫ−1x)

We find that under this scaling,

∂th = ǫz−b∂th
ǫ

∂xh = ǫ1−b∂xh
ǫ, (∂xh)

2 = ǫ2−2b(∂xh
ǫ)2

ξ(t, x)
(d)
= ǫ−(z+1)/2ξ(ǫ−2t, ǫ−1x).

Thus

∂th
ǫ =

1

2
ǫ2−z∂xxh

ǫ +
1

2
ǫ2−z−b(∂xh

ǫ)2 + ǫb−z/2+1/2ξ.

Note that the noise on the right-hand side is not the same for different ǫ, but in terms of
its distribution it is.

We now pose a natural question: are there any scaling of the KPZ equation under which
it is invariant? If so, then we can hope to scale growth processes in the same way to
arrive at the KPZ equation. However, one can check that there is no way to do this! On
the other hand, there are certain weak scalings which fix the KPZ equation. By weak,
we mean that simultaneously as we scaling time, space and fluctuations, we also can put
tuning parameters in front of certain terms in the KPZ equation and scale them with ǫ.
In other words, we simultaneously scale time, space and fluctuations, as well as the model.
Lets consider two such weak scalings.

Weak non–linearity scaling: Take b = 1/2, z = 2. The first and third terms stay
fixed, but the middle term blows up. Thus, insert the constant λǫ in front of the nonlinear
term (∂xh)2 and set λǫ = ǫ1/2. Under this scaling, the KPZ equation is mapped to itself.

Weak noise scaling: Take b = 0, z = 2. Under this scaling, the linear ∂xxh and
nonlinear (∂xh)2 terms stay fixed, but now the noise blows up. So insert βǫ in front of the

noise term and set βǫ = ǫ1/2, and again the KPZ equation stays invariant.
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One can hope that these rescalings are attractive. In other words, if you take models with
a parameter (nonlinearity or noise) that can be tuned, that these models will all converge
to the same limiting object. We will see that weak non–linearity scaling can be applied to
particle growth processes and weak noise scaling can be applied to directed polymers.

We would be remise at this point if we did not mention the broader notation of KPZ
universality (see [14, 31] for surveys on this subject). It was predicted by [17, 21] is that
under b = 1/2 and z = 3/2 scaling (called KPZ scaling) the KPZ equation should have
non-trivial limiting behavior. The exact nature of this limiting behavior (called the KPZ
fixed point in [16]) is still somewhat nebulous as we will briefly observe. The fixed point
should be the limit of particle growth processes and directed polymers. To understand
more about the KPZ fixed point, we will need to develop exact solvability, which will be
done in later sections.

Here is a fact (which can be shown, for instance from the approximation of the KPZ
equation from ASEP). If we start KPZ with two–sided Brownian motion, then later it will
be a two–sided Brownian motion plus a height shift. One can see this by showing that
particle systems preserve random walks. This suggests b = 1/2 (the Brownian scaling). In
this case, the only way to avoid blowup is to take z = 3/2. So this suggests that KPZ
scaling is, indeed, a natural candidate. But in this case, it looks like the noise and the
linear term disappears. What would be left would be the inviscid Burgers equation. But
this is not true, since, for example, the inviscid Burgers equation is deterministic and also
since the KPZ equation must preserve Brownian motion, but the inviscid Burgers equation
does not.

KPZ equation

KPZ fixed point

weak nonlinearity scaling weak noise scaling

KPZ scaling
b = 1/2

z = 3/2

b = 0

z = 2
b = 1/2

z = 3/2
λǫ = ǫ1/2βǫ = ǫ1/2

processes models
Growth Directed polymer

Figure 1. Three types of scalings for the KPZ equation. Weak noise and
weak non–linearity scaling fix the equation whereas under KPZ scaling, the
KPZ equation should go to the (nebulous) KPZ fixed point. It is believed
(and in some cases shown) that these ideas extend to a variety of growth
processes and directed polymer models.

Because we presently lack a stochastic description of the KPZ fixed point, most of what
we know about it comes from asymptotic analysis of a few exactly solvable models. More-
over, most information comes in the form of knowledge of certain marginal distributions
of the space-time KPZ fixed point process.

In order to illustrate the ideas of weak universality of the KPZ equation, lets consider
the corner growth model, which is equivalent to ASEP. Growth of local minima into local
maxima occurs after independent exponentially distributed waiting times of rate p and the
opposite (local maxima shrinking into local minima) occurs with rate q, with p + q = 1
and p − q =: γ > 0. The step initial data corresponds to setting hγ(0, x) = |x|. Here we
use hγ(t, x) to record the height function at time t above position x, for the model with
asymmetry γ.
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rate p

rate q

p+ q = 1, p− q = γ ∈ [0, 1]

hγ(t, x)

Figure 2. Corner growth model, or equivalently asymmetric simple exclu-
sion process (ASEP) started from step initial data.

The following theorem is an example of how the KPZ equation arises under weak non–
linearity scaling.

Theorem 3.4 ([3]). For the step initial data corner growth model

zǫ(t, x) =
1

2
ǫ−1/2 exp

(

−ǫ1/2hǫ1/2(ǫ−2t, ǫ−1x) + ǫ−3/2 t

2

)

converges to the solution to the SHE with δx=0 initial distribution. (Convergence here
means as probability measures on C([δ, T ],C(R)) for any δ, T >).

What about weak noise scaling? One example of how this leads to the KPZ equation
is through directed polymers, a class of models introduced in [20]. To motivate this, lets
return to the heat equation with deterministic potential

∂tz =
1

2
∂xxz + vz.

Recall the Feynmann–Kac representation. Consider a Brownian motion run backwards in
time, fixed so that b(t) = x, and let Eb(t)=x represent the expectation with respect to this
Brownian motion. Then

z(t, x) = Eb(t)=x

[

z0(b(0)) exp

(∫ t

0
v(s, b(s))ds

)]

.

Exercise 3.5. Prove this. Hint: This can be proved via a chaos series in v.

Even if z0 is not a function, this can still make sense. For example, if z0(x) = δx=0 then
the entire expression is killed if you don’t end up at 0. Thus we can replaced Brownian
motion with a Brownian bridge at the cost of a factor of p(t, x).

What if v = ξκ = (pκ ∗ ξ)(t, x)? Then the solution, zκ, to the mollified equation

∂tzκ =
1

2
∂xxzκ + ξκzκ

can be represented via the following path integral

zκ(t, x) = Eb(t)=x

[

z0(b(0)) exp

(∫ t

0
ξκ(s, b(s))ds −

cκ(0)t

2

)]

where cκ(x) = (pκ ∗ pκ)(x). See [5] for more on this.
Let us discretize this whole picture. We will discretize the white noise by i.i.d. random

variables and the Brownian motion by a simple symmetric random walk. Consider up/right
paths π on (Z+)

2. Let wij be i.i.d. random variables and β > 0 be inverse temperature.
Let the partition function be

Zβ(M,N) =
∑

π:(1,1)→(M,N)

eβ
∑

(i,j)∈π wij
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t

x

v

0

z0

Figure 3. Path integral solution to heat equation with potential v.

This satisfies a discrete SHE

Zβ(M,N) = eβwM,N
(
Zβ(M − 1, N) + Zβ(M,N − 1)

)
.

M

N

π

wi,j

Figure 4. Discrete polymer path π moving through random potential of wi,j.

Theorem 3.6 ([1]). Let wi,j have finite eighth moment. Then there exist explicit constants
C(t, x,N) (depending on the distribution of wi,j) such that

ZN (t, x) := C(t, x,N)ZN−1/4
(tN + x

√
N, tN − x

√
N)

converges as N → ∞ to z(2t, x)/p(2t, x) where z is the solution of the SHE with δx=0

initial data and p(t, x) is the heat kernel.

Here N is playing the role of ǫ−2 from before, and this is readily recognized as a weak
noise scaling limit.

In the next section we will consider a semi-discrete polymer in which M has been taken
large and the discrete sums of wi,j become Brownian increments. For a modification of this
semi-discrete polymer model we will give a proof of an analogous weak noise scaling limit.
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4. Weak noise convergence of polymers to SHE

The O’Connell–Yor partition function (also called the semi–discrete polymer or semi–
discrete SHE) at inverse temperature β > 0 is defined by

Zβ(T,N) =

∫

0≤s1<s2<···<sN−1<T

d~seβ
(
BN

1 (0,s1)+BN
2 (s1,s2)+...BN

N (sN−1,t)
)

,

where BN
i (a, b) = BN

i (b)−BN
i (a) with {BN

i }Ni=1 independent Brownian motions.

t

N

s1 s2 sN−1· · ·

1

2

N − 1

...

BN

BN−1

Figure 5. O’Connell–Yor polymer partition function.

Theorem 4.1 ([28]). Then there exist explicit constants C(t, x,N) such that

ZN (t, x) := C(t, x,N)ZN−1/4
(tN + x

√
N, tN)

converges as N → ∞ to z(t, x)/p(t, x) where z is the solution of the SHE with δx=0 initial
data and p(t, x) is the heat kernel. Moreover, there exists a coupling of the Brownian
motions BN

j with ξ so the convergence occurs in L2(Ω,F ,P) as well.

This theorem is proved by developing Zβ(T,N) into a semi-discrete chaos series. Let us,
therefore, recall the continuous chaos series for the solution to the SHE with delta initial
data:

z(1, 0)

p(1, 0)
=

∞∑

k=0

Ĩk(1, 0)

where, due to the division by p(1, 0) we have slightly modified chaos terms

Ĩk(1, 0) =

∫

∆k

d~s

∫

Rk

d~xρk(~s, ~x)ξ
⊗k(~s, ~x).

Here we have again used the notation

∆k(t) = {0 ≤ s1 < · · · < sk < t}, with ∆k(1) =: ∆k

and

ρk(~s, ~x) =
pk,;1,0(~s, ~x)

p(1, 0)
=
p(1− sk, xk)p(sk − sk−1, xk − xk−1) · · · p(s1, x1)

p(1, 0)
.

Note that ρk(~s, ~x) represents the transition density of a Brownian bridge from (0, 0) to
(1, 0) going through the points ~x at times ~s. We will not prove Theorem 4.1, but instead
will prove a result about a slightly modified polymer partition function, which is itself a
key step in proving Theorem 4.1.
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Definition 4.2. The modified semi-discrete polymer partition function is defined as

Z̃β(T,N) = |∆N−1(T )|−1
∫

∆N−1(T )
d~s

N∏

j=1

(
1 + βBj(sj−1, sj)

)

where by convention s0 = 0 and sN = T .

Note that for a measurable set A ∈ R
n, we use |A| represent the Lebesgue measure of

the set. Also, observe that for small β we have the first order expansion eβBj (sj−1,sj) ≈
1 + βBj(sj−1, sj).

Theorem 4.3 ([28]). As N → ∞, we have the following weak convergence

Z̃N−1/4
(N,N) → z(1, 0)

p(1, 0)
.

Moreover, there exists a coupling of the BN
j with ξ so that this convergence occurs in

L2(Ω,F ,P).

Note that we have included superscript N on the BN
j since, though for each N

{
BN

j

}N

j=1

are marginally independent Brownian motions, as N varies these collections of curves are
not independent and, in fact, a built from the same probability space on which ξ is defined.
The L2(Ω,F ,P) convergence certainly implies the weak convergence.

Proof of Theorem 4.3. We proceed in three steps. In Step (1) we describe the coupling of

the BN
j with ξ. In Step (2) we express Z̃β(N,T ) as a semi–discrete chaos series and then

using the coupling to express this as a continuous chaos series in ξ. Finally, in Step (3)
we use convergence of the Poisson jump process to Brownian bridge to conclude termwise
convergence of the chaos series, and the convergence of the entire chaos series too.
Step (1): Define the function

ϕN (s, x) =

(
s

N
,
x− s√
N

)

This maps the square [0, N ]2 to the rhombus {(t, y) : 0 ≤ t ≤ 1,−t
√
N ≤ y ≤ (1− t)

√
N}.

Call

INj (t) =

[
j − 1√
N

−
√
Nt,

j√
N

−
√
Nt

]

.

Exercise 4.4. Show that since ϕN has Jacobian N−3/2, if we define

BN
j (s1, s2) = N3/4

∫ s2/N

s1/N
ds

∫

INj (s)
dxξ(s, x)

then {BN
j (0, s)}j∈[N ],s∈[0,N ] are independent standard Brownian motions.

We will use this coupling.
Step (2): Let us rewrite Z̃β(T,N) via an expectation. Let X• be distributed as the trajec-

tory on [0, T ] of a Poisson jump process with X0 = 1 (i.e. starting at 1 and increasing by
1 after independent exponential waiting times).

Exercise 4.5. Show that conditioning X• on the event that XT = N , the jump times of
X• (labeled s1, . . . , sN−1) are uniform over the simplex 0 < s1 < . . . < sN−1 < T with
measure

d~s

|∆N−1(T )|
1~x∈∆N−1(T ).
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ϕN

N
√

N

0 0

√

N
0 1N

I
(N)
j (t) =

[

j−1
√

N
−

√

Nt, j
√

N
−

√

Nt
]

t

Figure 6. The mapping ϕN used to build the coupling of the BN
j with ξ.

We may rewrite

Z̃β(T,N) = E





N∏

j=1

(

1 + β

∫ T

0
1Xs=jdBj(s)

) ∣
∣
∣XT = N





=
N∑

k=0

βkJ̃k(T,N)

J̃k(T,N) = E






∫

[0,T ]k

∑

~i∈DN
k

k∏

j=1

1Xsj=ijdBij (sj)|XT = N






where

DN
k = {i ∈ Z

k
+ : 1 ≤ i1 < i2 < · · · < ik ≤ N}.

and (for use later)

∂DN
k = {i ∈ Z

k
+ : 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik ≤ N with at least one equality}.

The expectation can be taken inside yielding

J̃k(T,N) =

∫

[0,T ]k

∑

~i∈DN
k

P(Xs1 = i1, . . . ,Xsk = ik|XN = T )dBi1(s1) · · · dBik(sk).

We would like to use the coupling now, so it makes sense to change our probabilities into
the variables of the image of ϕN . Call

ρN (s, t, x, y) = P(XN(t−s) = ⌈
√
Ny +Nt⌉ − ⌈

√
Nx+Ns⌉)

and

ρNk (~s, ~x) =
Nk/2ρn(sk, 1;xk, 0)

∏k
j=1 ρ

N (tj−1, tj , xj−1, xj)

ρN (0, 1; 0, 0)
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where ~s ∈ ∆k and ~x ∈ R
k. This is the semi–discrete analog of ρk(~s, ~x). The scaling Nk/2

comes from local limit theorems. For f ∈ L2(∆k × R
k) define

‖f‖22 =
∫

∆k

∫

Rk

f(~s, ~x)2d~sd~x.

Lemma 4.6. There exists a constant c ∈ (0,∞) such that for all k,N ≥ 1

‖ρNk ‖22 ≤ ck‖ρk‖22.
Lemma 4.7. There exists a constant c ∈ (0,∞) such that for all N ≥ 1

N∑

k=1

‖ρNk ‖22 ≤ C

and for each k ≥ 1,

lim
N→∞

‖ρNk − ρk‖22 = 0.

Using our coupling and the formula for ρNk we can rewrite

J̃k(N,N) = Nk/4

∫

[0,1]k
d~s
∑

~i∈DN
k

k∏

j=1

∫

INij
(sj)

dxjρ
N
k (~s, ~x)ξ⊗k(~s, ~x).

The N1/4 is the product of N−1/2 from the definition of ρNk and N3/4 from the coupling.

Lemma 4.8. The following convergence occurs in L2(Ω,F ,P):
lim

N→∞
N−k/4J̃k(N,N) = Ĩk(1, 0).

Proof.

N−k/4J̃k(N,N) =

∫

[0,1]k

∑

~i∈[N ]k

k∏

j=1

∫

INij
(sj)

dxjρ
N
k (s, x)ξ⊗k(s, x)

−
∫

[0,1]k

∑

~i∈∂DN
k

k∏

j=1

∫

INij
(sj)

dxjρ
N
k (s, x)ξ⊗k

In the first term we can replace [0, 1]k by ∆k(1) and the
∑∏∫

can be replaced by
∫

Rk (all

since ρNk vanishes otherwise). By Lemma 4.7, we can conclude that the first term limits to

Ĩk(1, 0). Call E
N
k the second term. By Lemma 4.6

(1) E
[
(EN

k )2
]
≤ ck

∫

∆k

d~s
∑

i∈∂DN
k

k∏

j=1

∫

INij
(sj)

dxj(ρk(s, x))
2 = O(ck/N).

The 1/N factor can be understood as the cost of staying in the same level for two samples
of times. �

We can now complete the proof of Theorem 4.3. From Lemma 4.8 we know that for
each M ≥ 1,

lim
N→∞

M∑

k=0

N−k/4J̃k(N,N) =
M∑

k=0

Ĩk(1, 0)

with convergence in L2(Ω,F ,P). From Section 2 we know that for all ǫ > 0 there exists
M ≥ 1 such that

∞∑

k=M

Ĩk(1, 0) < ǫ.
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Thus, it remains to show that for all ǫ > 0 there exists M ≥ 1 such that

∞∑

k=M

N−k/4J̃k(N,N) < ǫ,

once N > M . By Lemma 4.6 we can bound each term on the left-hand side of the above
expression by a constant times

‖ρNk (~t, ~x)‖22 + E
[
(EN

k )2
]
.

By Lemma 4.6 and equation (1) these are both bounded by constants times ‖ρk(~t, ~x)‖22.
This shows that

∞∑

k=M

N−k/4J̃k(N,N) ≤ c

∞∑

k=M

Ĩk(1, 0)

and hence taking M large enough this can be bounded by ǫ as desired. �

5. Moments of q–TASEP via duality and Bethe ansatz

The interacting particle system q–TASEP will be the main subject of the remaining
sections (for more on this model, see [7, 12, 14, 15]). It is a model for traffic on a one–lane
road where cars slow down as they approach the next one. The scale on which this occurs
is controlled by q ∈ (0, 1).

Particles are labeled right to left as x1(t) > x2(t) > . . . , where xi(t) records the location
of particle i at time t. In continuous time each particle can jump right by one according
to independent exponential clocks of rate 1− qgap, where gap is the number of empty sites
before the next right particle. In other words, for particle i the gap is xi−1 − xi − 1.

rate 1− q4 rate 0 rate 1− q5 rate 1

x1(t)x1(2)x1(3)x1(4)

Figure 7. The q–TASEP with particles labeled xi(t) and jump rates written in.

Since particle i only depends on i − 1, it suffices to consider an N–particle restriction.
In this case, the state space is given by

XN :=
{
~x = (x0, . . . , xN ) : ∞ = x0 > x1 > . . . > xN

}
.

The role of fixing x0 = ∞ is to have a virtual particle to make notation nicer. This system
can be encoded as a continuous time Markov process on XN .

Recall the following facts about Markov processes on X (see [24] for more background
on Markov processes and interacting particle systems). A Markov process is defined via
a semigroup {St}t≥0 with St1St2 = St1+t2 and S0 = Id, acting on a suitable domain of
functions f : X → R. For f : X → R in the domain of S, define E

x
[
f(x(t))

]
= Stf(x),

where X is the state space and E
x is expectation with respect to starting state x(0) = x.

The generator of a Markov process is defined as

L = lim
t→0

St − Id

t

and captures the process since

St = etL =
∑

k≥0

1

k!
(tL)k.
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It follows then that d
dtSt = StL = LSt, so for f : X → R

d

dt
E
x
[
f(x(t))

]
= E

x
[
Lf(x(t))

]
= LEx

[
f(x(t))

]
.

The generator of q–TASEP acts on f : XN → R as

(Lq−TASEPf)(~x) :=
N∑

i=1

(1 − qxi−1−xi−1)
(
f(~xi

+)− f(~x)
)

where ~xi
+ = (x0, x1, . . . , xi + 1, . . . , xN ) represents the movement of particle i by 1 to the

right. Note that we will not worry here about specifying the domain of the q–TASEP
generator.

Consider the functions f1, . . . , fN defined by fn(~x) = qxn . How can qxn(t) change in an
instant of time?

dqxn(t) = (1− qxn−1−xn−1)(qxn+1 − qxn)dt+ noise (i.e. martingale)

= (1− q)(qxn−1−1 − qxn)dt+ noise

Now take expectations gives

d

dt
E[qxn(t)] = (1− q)

(

E[qxn−1(t)−1]− E[qxn(t)]
)

which shows that as a function of n ∈ {1, . . . , N} the expectations E[qxn(t)] solve a trian-
gular, closed system of linear ordinary differential equations.

In order to generalize this system, and then ultimately solve it, we will use a Markov
duality.

Definition 5.1. Suppose x(·), y(·) are independent Markov processes with state spaces X,Y
and generators LX , LY . Let H : X×Y → R be bounded and measurable. Then we say x(·)
and y(·) are dual with respect to H if for all x ∈ X, y ∈ Y , LXH(x, y) = LYH(x, y).

Exercise 5.2. Show that duality implies Ex[H(x(t), y)] = E
y[H(x, y(t))] for all t and hence

d

dt
E
x
[
H(x(t), y)

]
= LX

E
x
[
H(x(t), y)

]
= LY

E
x
[
H(x, y(t))

]
.

It turns out that q–TASEP enjoys a simple duality with a Markov process called the
q–Boson process [32, 12] (which is a special totally asymmetric zero range process) with
state space

Y N =
{
~y = (y0, . . . , yN )|yi ∈ Z≥0

}

in which there can be yi particles above site i and in continuous time. According to
independent exponential clocks, one particle moves from i to i− 1 at rate 1− qyi , nothing
enters site N and nothing exits site 0 (so the total number of particles is conserved over
time).

i0 1 2 · · · N· · ·

yi(t)

rate 1− qyi(t)

rate 1− q3

rate 1− q

Figure 8. The q–Boson process.
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The generator of the q–Boson process acts on functions h : Y N → R as

(Lq–Bosonh)(~y) :=

N∑

i=1

(1− qyi)
(
h(~yi,i−1)− h(~y)

)

where ~yi,i−1 = (y0, y1, . . . , yi−1 + 1, yi − 1, . . . , yN ) represents moving a particle from i to
i−1. Note that q–TASEP gaps evolve according to the q–Boson jump rates. So, in a sense,
the duality we now present is actually a self-duality.

Theorem 5.3 ([12]). As Markov processes, q–TASEP ~x(t) ∈ XN and q–Boson process
~y(t) ∈ Y N are dual with respect to

H(~x, ~y) =

N∏

i=0

q(xi+1)yi

with the convention that H = 0 if y0 > 0 and otherwise the product starts at i = 1.

Proof. For all ~x, ~y,

(Lq–TASEPH)(~x, ~y) =

N∑

i=1

(1− qxi−1−xi−1)(H(~x+i , ~y)−H(~x, ~y))

=

N∑

i=1

(1− qxi−1−xi−1)(qyi − 1)

N∏

j=0

q(xj+j)yj

=

N∑

i=1

(1− qyi)(H(~x, ~yi,i−1)−H(~x, ~y))

= (Lq–BosonH)(~x, ~y)

�

We will use this theorem to solve for joint moments of qxn(t)+n as n varies in {1, . . . , N}.
In particular if we treat ~x as fixed then the duality implies

(2)
d

dt
E
~x

[
N∏

i=0

q(xi(t)+i)yi

]

= Lq–Boson
E
~x

[
N∏

i=0

q(xi(t)+i)yi

]

,

where Lq–Boson acts in the ~y variables.

Proposition 5.4. Fix q–TASEP intial data ~x ∈ XN . If h : R≥0 × Y N → R solves
(1) For all ~y ∈ Y N and t ∈ R≥0

d

dt
h(t; ~y) = Lq–Bosonh(t; ~y);

(2) For all ~y ∈ Y N ,

h(0; ~y) = h0(~y) := H(~x, ~y);

Then for all ~y ∈ Y N and t ∈ R≥0, E
~x
[
H(~x(t), ~y)

]
= h(t; ~y).

Proof. By (2), Proposition 5.4(1) must hold for E~x[H(~x(t), ~y)] and Proposition 5.4(2) fol-
lows by definition. Uniqueness follows because Lq–Boson preserves the number of particles
and restricts to a triangular system of coupled ODEs on each k–particle subspace. Then,
standard ODE uniqueness results [13] imply uniqueness. In other words, the system is
closed due to particle conservation of the q–Boson process. �

Since the q–Boson process acts on k–particle subspaces, it preserves the state spaces

Y N
k =

{
~y ∈ Y N :

∑

yi = k
}
.



EXACT SOLVABILITY OF SOME SPDES 18

For ~y ∈ Y N
k we can associate a vector of weakly ordered particle locations in

W k
≥0 =

{
~n = (n1 ≥ . . . ≥ nk ≥ 0)

}
.

Write ~n(~y) and ~y(~n) for this association. For example, if N = 3 and k = 4 and ~y =
(y0 = 0, y1 = 3, y2 = 0, y3 = 1) then ~n = (3, 1, 1, 1). We will abuse notation and write
h(t, ~n) := h(t, ~y(n)).

In order to solve the system of equations for h, its more convenient to work in these n
coordinates. Let us consider how the system looks for different k.

For k = 1l, ~n = (n) and the evolution equation becomes

d
dth(t;~n) = (1− q)∇h(t;~n)

where (∇f)(n) = f(n − 1) − f(n). This is just the generator of a single q–Boson particle
moving.

For k = 2, ~n = (n1 ≥ n2) and we must consider two cases

• If n1 > n2, then we have for Proposition 5.4(1)

d

dt
h(t;n1, n2) =

2∑

i=1

(1− q)∇ih(t;n1, n2).

• If n1 = n2 = n then

d

dt
h(t;n, n) = (1− q2)∇2h(t;n, n)

where we have chosen ∇2 in order to preserve the order of ~n so as to stay in W k
≥0.

Unfortunately this is not constant coefficient or separable so it is not a priori clear
how to solve it. Moreover, as k grows the number of boundary cases may grow
quite rapidly like 2k−1.

To resolve this, we use an idea of Bethe [6] from 1931. We try to rewrite in terms of
solution to k particle free evolution equation subject to k−1 two–body boundary conditions.
Usually this is not possible and one has many body boundary conditions, but if it is possible
then we say the system is coordinate Bethe ansatz solvable. Let us see this idea in motion.

For k = 2 consider u : R≥0 × Z
2
≥0 → R which satisfies

d

dt
u(t;~n) =

2∑

i=1

(1− q)∇iu(t;~n)

as well as the zero boundary condition and initial data when restricted to n1 ≥ n2. Then,
when n1 > n2 this right–hand–side exactly matches that of the true evolution equation.
However, for n1 = n2 = n the two right hand sides differ by

(3)

2∑

i=1

(1− q)∇iu(t;n, n)− (1− q2)∇2u(t;n, n).

If we could find a u such that (3) ≡ 0 then when we restrict u to {~n : n1 ≥ n2}, it
will actually solve the true evolution equation: u|~n∈W 2

≥0
= h. The boundary condition is

equivalent to

(∇1 − q∇2)u|n1=n2 ≡ 0.

The only way we might hope to find such a u is to tinker with the initial data outside the
set W 2

≥0. In a sense, this is like an advanced version of the reflection principle.

For k = 3 might need more than two body boundary conditions (e.g. n1 = n2 = n3),
but amazingly all higher order cases follow from the two body cases. Hence we have a
coordinate Bethe ansatz solvable system. This is shown by the following result.
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Proposition 5.5. If u : R≥0 × Z
k
≥0 → R solves

(1) For all ~n ∈ Z
k
≥0 and t ∈ R≥0,

d

dt
u(t;~n) =

k∑

i=1

(1− q)∇iu(t;~n);

(2) For all ~n ∈ Z
k
≥0 such that ni = ni+1 for some i ∈ {1, . . . , k − 1} and all t ∈ R≥0

(∇i − q∇i+1)u(t;~n) = 0;

(3) For all ~n ∈W k
≥0, u(0;~n) = h0(~n);

Then for all ~n ∈W k
≥0, h(t;~n) = u(t;~n).

Exercise 5.6. Prove the proposition. Hint: if n1 = · · · = nc > nc+1 then use the boundary
condition to replace

∑c
i=1(1− q)∇i by (1− qc)∇c, and use this to rewrite the free evolution

equation into Lq–Boson (when written in terms of the ~n variables.

It is possible to solve this for general h, cf. [10]. We will focus only on the par-

ticular case h0(~n) =
∏k

i=1 1ni>0. This initial data corresponds (via Proposition 5.4)
with studying step initial data q–TASEP where xi(0) = −i for i = 1, . . . , N . Then

H
(
~x, ~y(~n)

)
=
∏k

i=1 q
xni(t)+ni = 1 as long as all ni ≥ 0. Thus, taking h0(~n) =

∏k
i=1 1ni>0

and solving the system in Proposition 5.5 we find that for ~n ∈W k
≥0,

E
step

[
k∏

i=1

qxni
(t)+ni

]

= u(t;~n).

The idea for solving this (in fact for general initial data) also traces back to Bethe [6]. First,
solve the one particle free evolution equation (fundamental solution). Then, use linearity
to take superpositions of fundamental solutions in order to try to satisfy boundary and
initial conditions. It is not a priori obvious that this will work ... but it does.

6. Solving the Bethe ansatz and replica method limit

The goal of the first part of this section is to explicitly solve the true evolution equation

with initial data h0(~n) =
∏k

i=1 1ni>0. This will yield a formula for E
step[

∏k
i=1 q

xni
(t)+ni ].

We will utilize Proposition 5.5 which reduces this to solving the free evolution equation
subject to two–body boundary conditions. Let us start with the case k = 1 (for which
there are no boundary conditions). For z ∈ C\{1} define

uz(t;n) :=
e(q−1)tz

(1− z)n
.

It is immediate to check that Proposition 5.5(1) is satisfied:

d

dt
uz(t;n) = (1− q)∇uz(t;n).

Since k = 1, Proposition 5.5(2) is not present so it remains to check 3). Note that linear
combinations of uz(t;n) over z’s still solve Proposition 5.5(1). Consider then

u(t;n) =
−1

2πi

∮

uz(t;n)
dz

z
,

where the contour contains 1 but not 0. When t = 0 and n ≥ 1 expand contours to
infinity. We have at least z−2 decay at infinity hence no residue (recall from [2]) at infinity.
However, we crossed a first order pole at z = 0 which gives u(0, n) ≡ 1. When n ≤ 0,
there is, on the other hand, no pole at at z = 1, hence the integral is necessarily zero. This
shows Proposition 5.5(3).
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Hence we have proved that

E
step
[
qxn(t)+n

]
= u(t;n) =

−1

2πi

∮
e(q−1)tz

(1− z)n
dz

z
.

We will now propose, and confirm, the general k version of this result.

Theorem 6.1. Proposition 5.5 with h0(~n) =
∏k

i=1 1ni>0 is solved by

u(t;~n) =
(−1)kqk(k−1)/2

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

uzj (t;nj)
dzj
zj

with contours such that the zA contour contains {qzB}B>A and 1 but not 0.

1qq
2

z3
z2

z1

Figure 9. Nested contours for Theorem 6.1.

Corollary 6.2. For all ~n ∈W k
≥0

E
step

[
k∏

i=1

qxni (t)+ni

]

= u(t;~n) =
(−1)kqk(k−1)/2

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

e(q−1)tzj

(1− zj)nj

dzj
zj
.

Since q ∈ (0, 1) and xn(t) + n ≥ 0, the observable qxn(t)+n ∈ (0, 1]. Hence, knowledge of

the joint moments of {qxn(t)n}n∈{1,...,N} for fixed t completely characterizes their distribu-
tion, and hence also the distribution of {xn(t)}n∈{1,...,N}! Later, we will see how to extract
some useful distributional formulas from these moments.

Exercise 6.3. Prove Theorem 6.1. Parts (1) and (3) clearly generalize the k = 1 case.
For (2) study the effect of applying ∇i − q∇i+1 to integrand, and show integral of result is
0.

In the remaining part of this section I will study how q–TASEP and its duality and
moment formulas behave as q ր 1. Doing so, we will encounter a semi–discrete stochastic
heat equation or equivalently the O’Connell–Yor semi–discrete directed polymer model. In
our next section we will return to q–TASEP and study some distributional properties.

From duality we know that the q–TASEP dynamics satisfy (for some Martingale Mn(t))

dqxn(t)+n = (1− q)∇qxn(t)+ndt+ qxn(t)+ndMn(t)

qxn(0)+n ≡ 1n≥1 (for step initial data).

This suggests that as q ր 1 the (properly scaled) observable qxn(t)+n might converge to
the semi–discrete SHE.
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Definition 6.4. A function z : R≥0×Z≥0 → R≥0 solves the semi–discrete SHE with initial
data z0 : Z≥0 → R≥0 if:

dz(τ ;n) = ∇z(τ ;n)dτ + z(τ ;n)dBn(τ)

z(0;n) = z0(n).

Theorem 6.5 ([7]). For q–TASEP with step initial data, set

q = e−ǫ, t = ǫ−2τ, xn(t) = ǫ−2τ − (n− 1)ǫ−1 log ǫ−1 − ǫ−1Fǫ(τ ;n)

and call zǫ(τ ;n) = e−3τ/2+Fǫ(τ ;n). Then as a space time process zǫ(τ ;n) converges weakly
to z(τ ;n) with z0(n) = 1n=1 initial data.

Heuristic proof sketch. The initial data is clear since zǫ(0;n) = ǫn−1eǫn → 1n=1.
As for the dynamics, observe that for dτ small,

dFǫ(τ ;n) ≈ Fǫ(τ ;n)−Fǫ(τ − dτ ;n)

= ǫ−1τ − ǫ
(
Xn(ǫ

−2τ)−Xn(ǫ
−2τ − ǫ−2dτ)

)

Under scaling, the q–TASEP jump rates are given by

1− qxn−1(t)−xn(t)−1 = 1− ǫeFǫ(τ ;n−1)−Fǫ(τ ;n) +O(ǫ2).

So in time ǫ−2dτ, by convergence of Poisson point process to Brownian motion

ǫ
(
Xn(ǫ

−2τ)−Xn(ǫ
−2τ − ǫ−2dτ)

)
≈ ǫ−1dτ − eFǫ(τ ;n−1)−Fǫ(τ ;n)dτ − (Bn(τ)−Bn(τ − dτ)).

Thus we see that (using little oh notation)

dFǫ(τ ;n) ≈ eFǫ(τ ;n−1)−Fǫ(τ ;n)dτ + dBn(τ) + o(1)

Exponentiating and applying Itô’s lemma gives

deFǫ(τ ;n) =

(
1

2
eFǫ(τ ;n) + eFǫ(τ ;n−1)

)

dτ + eFǫ(τ ;n)dBn(τ) + o(1)

or going to zǫ,

dzǫ(τ ;n) = ∇zǫ(τ ;n)dτ + zǫ(τ ;n)dBn(τ) + o(1)

and as ǫ ց 0 we recover the semi–discrete SHE. �

Theorem 6.5 implies that for q = e−ǫ,

qxn(ǫ−2τ)eǫ
−1τ ǫn−1e−3τ/2 −→ z(τ ;n).

Though not shown in the proof, it is quite reasonable to imagine (and perhaps prove,
without too much additional work) moments converge as well. We will check this (some-
what indirectly) in two steps. First, we will take limits of our known q–TASEP moments.
Second, we will compute directly the semi–discrete SHE moments. Consider

(4) E
step

[
k∏

i=1

qxn(ǫ−2τ)eǫ
−1τ ǫni−1e−3τ/2

]

=
(−1)kqk(k−1)/2

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

e(q−1)ǫ−2τzj+ǫ−1τ−3τ/2

(ǫ−1(1− zj))nj

ǫ−1dzj
dzj

.
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with q = e−ǫ. Change variables z = e−ǫz̃, then as ǫց 0

zA − zB
zA − qzB

→ z̃A − z̃B
z̃A − z̃B − 1

1

(ǫ−1(1− zj))nj
→ 1

(z̃j)nj

ǫ−1dzj
zj

→ −dz̃j

(q − 1)ǫ−2τzj + ǫ−1τ − 3
τ

2
→ τ(z̃j − 1)

and hence

lim
ǫց0

(4) =
1

(2πi)k

∮

· · ·
∮

∏

1≤A<B<≤k

zA − zB
zA − qzB

k∏

j=1

eτ(zj−1)

z
nj

j

dzj

with the zA contour containing {zB + 1}B>A and 0.

z1zk−1

zk

Figure 10. Nested contours for semi-discrete SHE moment formulas.

We will now check that

lim
ǫց0

(4) = E




∏

j=1

z(τ ;nj)



 .

This is done though a limit version of the duality for q–TASEP. This now goes by the name
of the polymer replica method. For this we should recall the Feymann–Kac representation,
as briefly do now.

Consider a homogeneous Markov process generator L and deterministic potential v. We
will provide a path integral or directed polymer interpretation for the solution to

d

dt
z(t, x) = (Lz)(t, x) + v(t, x)z(t, x)

z(0, x) = z0(x)

Let ϕ(·) be the Markov process with generator L run backwards in time from t to 0 and
let E t,x be the associated expectation operator. For example, for L = ∇, trajectories of ϕ
look like in Figure 11.

Let p(t, x) = E t,x
[
1ϕ(0)=0

]
be the heat kernel for L.

For v ≡ 0, by superposition / linearity of expectation we have

z(t, x) = E t,x [z0(ϕ(0))] .

When v is turned on, Duhamel’s principle allows us to write

z(t, x) =

∫

R
p(t, x− y)z0(y)dµ(y) +

∫ t

0
ds

∫

R

dµ(y)p(t− s, y − x)z(s, y)v(s, y)
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t

x

0

ϕ(·)

Figure 11. A possible trajectory in the Feynman-Kac representation.

where µ is measure on the state space (e.g. Lebesgue or counting measure). This iden-
tity can be applied repeatedly to yield an infinite series (which is convergent under mild
hypothesis) and which can be identified with

z(t, x) = E t,x

[

z0(ϕ(0)) · exp
{∫ t

0
v(s, ϕ(s))dµ(s)

}]

which is called the Feynmann–Kac representation.

Exercise 6.6. Prove the Feynmann–Kac representation using chaos series in v.

When V is random (Gaussian) care is needed, as we must deal with stochastic integrals.
This leads to something called the Wick or Girsanov correction. For z(τ ;n) with v(τ ;n) =
dBn(τ) and L = ∇ this yields

z(τ ;n) = E t,x

[

z0(ϕ(0)) exp

{∫ t

0
dBϕ(s)(s)−

ds

2

}]

which is called the O’Connell Yor polymer partition function. The study of general directed
polymer models is quite interesting but will be too far off–topic.

t

n

0

ϕ(·)

z0

Bn

Bn−1

Figure 12. The O’Connell Yor polymer partition function.

Define z̄(τ ;~n) = E

[
∏k

i=1 z(τ ;ni)
]

then applying the Feynmann–Kac representation to

each z(t;ni) with ϕi(·) and Ei associated to zi, we find

z̄(τ ;~n) = E

[
k∏

i=1

E t,ni
i

[

z0(ϕi(0)) · exp
{∫ t

0
dBϕi(s)(s)−

ds

2

}]]

.
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By interchanging the E and Ek,n1
1 · · · E t,nk

k we get

z̄(τ ;~n) = Ek,n1
1 · · · E t,nk

k

[
k∏

i=1

z0(ϕi(0)) · E
[

exp

{
∫ t

0

k∑

i=1

dBϕi(s)(s)−
ds

2

}]]

.

Using E[ekX ] = ek
2σ2/2 for X ∼ N (0, σ2) we find:

Exercise 6.7.

E

[

exp

{
∫ t

0

k∑

i=1

dBϕi(s)(s)−
ds

2

}]

= exp







∫ t

0

∑

1≤i<j≤k

1ϕi(s)=ϕj(s)ds







or in other words, the exponential of the pair local overlap time.

Thus

z̃(τ ;~n) = Eτ ;~n





k∏

i=1

z0(ϕi(0)) exp







∫ t

0

∑

1≤i<j≤k

1ϕi(s)=ϕj(s)ds









 .

Exercise 6.8. Applying Feynmann-Kac again shows that z(τ ;~n) with τ ∈ R≥0, ~n ∈ Z
k
>0 is

the unique solution to the semi–discrete delta Bose gas

d

dt
z̄(τ ;~n) =





k∑

i=1

∇i +
∑

1≤i<j≤k

1ni=nj



 z̄(τ ;~n),

z̄(0;~n) =
k∏

i=1

z0(ni).

Notice that the above system involves functions symmetric in n1, . . . , nk whereas our
integral formula is only valid on n1 ≥ n2 ≥ . . . ≥ nk, and clearly not symmetric. It is
possible to check that extending the integral formula symmetrically we get a solution to
the above system. Alternatively we can show how the above delta Bose gas can be rewritten
in terms of a free evolution equation with boundary conditions.

Proposition 6.9 ([12]). If u : R≥0 × (Z≥0)
k → R≥0 solves

(1) For all ~n ∈ (Z≥0)
k and τ ∈ R≥0

d

dt
u(τ ;~n) =

k∑

i=1

∇iu(τ ;~n)

(2) For all ~n ∈ (Z≥0)
k such that for some i ∈ {1, . . . , k − 1}, ni = ni+1,

(∇i −∇i+1 − 1)u(τ ;~n) = 0

(3) For all ~n ∈W k
≥0, u(0;~n) = z̄0(~n).

Then for all ~n ∈W k
≥0, u(τ ;~n) = z̄(τ ;~n).

Exercise 6.10. Prove this proposition.

Exercise 6.11. Check our limiting integral formulas satisfy proposition, hence proving that
their restriction to ~n ∈W k

≥0 gives z̄(τ ;~n).

Exercise 6.12. Reverse engineer the proof of the proposition in order to produce a delta
Bose gas at the q–Boson level.
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7. Unnesting the contours and moment asymptotics

In the last two sections we proved moment formulas for step initial data q–TASEP and
1n=1 initial data semi–discrete SHE: For n1 ≥ . . . ≥ nk > 0

E





k∏

j=1

qxnj
(t)+nj



 =
(−1)kqk(k−1)/2

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

e(q−1)tzj

(1− zj)nj

dzj
zj
,

E





k∏

j=1

z(t;nj)



 =
1

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

eτ(zj−1)

z
nj

j

dzj

with nested contours.
Today we will look to study the growth, for instance, of E

[
z(τ, n)k

]
as τ and n go to

infinity. This, it turns out, will require us to figure out how to unnest the contours so as
to perform asymptotic analysis. But first, let us motivate this investigation with a story
and a new concept – intermittency.

Parabolic Anderson Models are a class of models for mass transport or population dy-
namics in a disordered environment. We will be focusing on one spatial dimension, but
as motivation consider algae in the sea. Algae can grow (or duplicate), die or move. The
growth / death is very much a function of the local conditions (heat, sun light, nutrients,
etc.) while the movement can be thought as due to steady currents.

We would like to understand certain intermittent behaviors, like the occurrence of large
spikes in population for a little while in certain isolated areas.

Let us model the ocean as Z and think of algae as unit mass particles at the sites of Z.
There are no restrictions on particles per site, and in fact each particle evolves independent
of others, only coupled through interaction with a common environment. In particular in
continuous time, particles do three things independently:

• split into two unit mass particles at exponential rate r+(τ, n);
• die at exponential rate r−(τ, n);
• jump to the right by 1 at rate 1.

The functions r+ and r− represent an environment.

Figure 13. Particles choose amongst: (Left) duplication; (center) death;
(right) jump right.

Call m(τ, n) the expected total mass (expectation over the random evolution). Then
one sees that

d

dτ
m(τ, n) = ∇m(τ, n) +

(
r+(τ, n)− r−(τ, n)

)
m(τ, n).

If the individual masses are very small, yet very many then this actually describes the mass
density evolution.

If the environment r+, r− is quickly and randomly evolving, then it may be appropriate
to model r+(τ, n)− r−(τ, n) by white noise in which case

d

dτ
m(τ, n) = ∇m(τ, n) + dBn(τ)m(τ, n)

and we recover the semi–discrete SHE.
Initial data m(0, n) = 1n=1 corresponds with starting a single cluster of particles at

n = 1 and letting them evolve.
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It makes sense when studying this in large time, to scale τ and n proportionally like
n = ντ (ν = 1 making the most sense). We expect to see the overall population die out
(though never reach 0) at a certain exponential rate. However, we would like to understand
how often or likely it is to see spikes above this background level. One measure of this is
through Lyapunov exponents.

Definition 7.1. Assuming they exist, the almost sure Lyapunov exponent is

γ̃1(ν) := lim
τ→∞

1

τ
log z(τ, ντ)

and for k ≥ 1, the k-th moment Lyapunov exponent is

γk(ν) := lim
τ→∞

1

τ
logE

[
z(τ, ντ)k

]
.

If these exponents are strictly ordered like

γ̃1(ν) < γ1(ν) <
γ2(ν)

2
< . . . <

γk(ν)

k
< . . .

then the system is called intermittent.

Intermittency implies that moments are only determined by tail behavior, and higher
moments probe higher into the tails.

Exercise 7.2. Use Jensen’s inequality to prove that there is always weak inequality among
the Lyapunov exponents.

Exercise 7.3. Prove that if z is intermittent then for any α such that γk(ν)
k < α <

γk+1(ν)
k+1 ,

P
(
z(τ, ντ) > eατ

)
≤ e−(α− γk(ν)

k
)τ .

Unfortunately, intermittency of z will preclude deducing the distribution of z from its
moments. We will return later to a way around this.

We will explicitly compute all of these exponents, starting with the γk’s. For γ̃1, this
will come later in a slightly different way.

In order to perform asymptotics of E
[
z(τ, ντ)k

]
, we should deform all contours to ones

on which we can use steepest descent analysis. Such deformations may cross poles and
hence pick up residues. We will see how this works.

Consider the case k = 1:

E[z(τ, ντ)] =
1

2πi

∮

|z=|=1

eτ(z−1)

zντ
dz =

1

2πi

∮

|z|=1
eτ(z−1−ν log z)dz.

Call f(z) = (z − 1)− ν log z and observe that f ′(z) = 1− ν/z and f ′′(z) = ν/z2. So f has
a critical point at zc = ν and f ′′(zc) = 1/ν. To study the growth of the integral we should
look at Ref(z) and deform contours to go through the critical point.

Exercise 7.4. Show that Ref(νeiθ) is strictly decreasing on θ ∈ [0, π].

This implies that as τ → ∞, the integral localizes to its value at the critical point. Since
f(ν) = ν − 1− ν log ν this means

γ1(ν) = ν − 1− ν log ν.

Consider the k = 2 case:

E
[
z(τ, ντ)2

]
=

1

(2πi)2

∮ ∮
z1 − z2

z1 − z2 − 1
ef(z1)+f(z2)dz1dz2,

with nested contours for z1 and z2. In order to deform both contours to the steepest descent
curve we must deform z1 to z2. Doing this we encounter a pole at z1 = z2 +1. The residue
theorem implies

E
[
z(τ, ντ)2

]
=

1

(2πi)2

∮ ∮

|z1|=|z2|=1

z1 − z2
z1 − z2 − 1

ef(z1)+f(z2)dz1dz2+
1

2πi

∮

ef(z2+1)+f(z2)dz2.
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+

+

−

−

ν

0

0 0

0

Figure 14. Contour plot of Ref(z) − f(zc) so dotted line has maximum
at ν and is monotonically decreasing away.

We must study growth of each term. The first term behaves like e2f(ν)τ while the second
term requires closer consideration.

Set f̃(z) = f(z)+ f(z+1), then f̃ ′(z) = 2− ν/z− ν/(z+1) and so f̃ has a critical point

at zc =
1
2(ν − 1 +

√
ν2 + 1). The plot of Ref̃(z) − f̃(zc) looks quite similar to those for f ,

and hence the steepest descent proceeds similarly.

So the second term is like ef̃(zc)τ . Comparing 2f(ν) to f̃(12 (ν − 1 +
√
ν2 + 1)) we find

the second is larger, hence determines the growth of E
[
z(τ, ντ)2

]
.

Theorem 7.5 ([8]). The k-th Lyapunov exponent for the semi-discrete SHE are given by

γk(ν) = Hk(zc,k),

where

Hk(z) =
k(k − 3)

2
+ kz − ν log

(
k−1∏

i=0

(z + 1)

)

and zc,k is the unique solution to H ′
k(z) = 0, z ∈ (0,∞).

Proof sketch. For general k case there are many terms to consider in deforming contours.
However, there is an argument (which I won’t make here) that shows its the term coming
from taking the residue at

z1 = zk + k − 1, z2 = zk + k − 2, . . . , zk−1 = zk + 1

which matters. In terms of exponential terms this yields eτHk(zk) and steepest descent
analysis gives the result. �

Let us record γ̃1, to be proved later.

Theorem 7.6 ([29]). The almost sure Lyapunov exponent is given by

γ̃1(ν) = −3

2
+ inf

s>0

(
s− νψ(s)

)

where ψ(s) = (log Γ)′(s) is the digamma function.
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By comparing these exponents we see (in very high resolution) the intermittency behavior

of this model. We also see that the k–moments grow like eck
2
so they do not determine

the distribution of z.
We finish this section by showing how nested contour integrals (at the q–level) expand

into residual subspaces as all contours are deformed to that of zk. This will also be impor-
tant in studying the q-moment generating function in the next section.

Theorem 7.7. Given nested contours γ1, . . . , γk and a function F (z1, . . . , zk) which is
analysis between the nested contours γ1, . . . , γk we have

(5)

∮

γ1

dz1
2πi

· · ·
∮

γk

dzk
2πi

∏

1≤A<B≤k

zA − zB
zA − qzB

F (z1, . . . , zk) =
∑

λ⊢k

∮

γk

· · ·
∮

γk
︸ ︷︷ ︸

l(λ)

dµλ(~w)E
q(~w ◦ λ)

where λ ⊢ k means λ partitions k, a partition λ = (λ1 ≥ λ2 ≥ . . . ≥ λl(λ) > 0) with
λi ∈ Z≥0,

∑

λi=k, and mi = |{j : λj = i}|, the (complex valued) measure

(6) dµλ(~w) =
(1− q)k(−1)kq−k(k−1)/2

m1!m2! · · ·
det

[
1

wiqλi − wj

]l(λ)

i,j=1

w
λj

j q
λj(λ)j−1)/2 dwj

2πi
,

and the function

Eq(z1, . . . , zk) =
∑

σ∈Sk

∏

1≤B<A≤k

zσ(A) − qzσ(B)

zσ(A) − zσ(B)
F (zσ(1), . . . , zσ(k))

with

~w ◦ λ = (w1, qw1, . . . , q
λ1−1w1, w2, qw2, . . . , q

λ2−1w2, . . . , wl, qwl, . . . , q
λl−1wl)

where l = l(λ).

Proof. Let us consider an example, k = 3, to get an idea of residue expansion structure.
The cross term (which gives poles) is

z1 − z2
z1 − qz2

z1 − z3
z1 − qz3

z2 − z3
z2 − qz3

.

As γ2 deforms to γ3 we cross poles at z2 = qz3. We can either take the residue or the
integral.

• Residue: Cross term becomes z1−z3
z1−qz3

z3(q − 1) and only the z1, z2 integrals survive.

As γ1 deforms to γ3 it crosses a pole at z1 = q2z3. Again we can either pick the
residue or integral.

• Integral: Cross term remains the same. Now shrink γ1 to γ2. It crosses poles at
z1 = qz2 and z1 = qz3. We can pick either of these residues or the integral.

In total, get five terms for various residual subspaces: z1 = qz2 and z2 = qz3; z1, z2 = qz3;
z1 = qz2, z3; z1 = qz3, z2; z1, z2, z3.

In general we index our residue expansion via partitions λ ⊢ k and strings

i1 < i2 < . . . < iλ1 ,

I = j1 < j2 < . . . < jλ2 ,

...

where these indices are disjoint and union to {1, . . . , k}. Each row corresponds with taking
residues at zi1 = qzi2 , zi2 = qzi3 , . . . , zj1 = qzj2 , zj2 = qzj3 , . . . , zjλ2−1

= qzjλ2 , . . .. This is

written as ResqIf(z1, . . . , zk) and the output is a function of ziλ1 , zjλ2 , . . . .

For example, for k = 3 and λ = (2, 1) we can have I ∈
{
1<2
3 , 1<3

2 , 2<3
1

}
.
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Calling S(λ) the set of all I’s corresponding to λ, we thus see that

LHS(5) =
∑

λ⊢k

1

m1!m2! . . .

∑

I∈S(λ)

∮

γk

dw1

2πi
· · ·
∮

γk
︸ ︷︷ ︸

l(λ)

dwl

2πi
ResqI




∏

1≤A<B≤k

zA − zB
zA − qzB

F (z1, . . . , zk)





where themi!’s come from symmetries of λ and multi–counting of residue subspaces arising
from that. For each I we can relabel the z variables as

(zi1 , . . . , ziλ1 ) 7→ (yλ1 , . . . , y1)

(zj1 , . . . , yjλ2 ) 7→ (yλ1+λ2 , . . . , yλ1+1)

and call σ ∈ Sk the permutation taking zi 7→ yσ(i) and call the last y’s wj = yλ1+...+λj−1+1.
This change of variables puts all residual spaces with given λ into the form

yλ1 = qyλ1−1, . . . , y2 = qy1

yλ1+λ2 = qyλ1+λ2−1, . . . , yλ1+2 = qyλ1+1

...

We denote the residue on this subspace Resqλ. Thus

LHS(5) =
∑

λ⊢k

1

m1!m2! . . .

∑

σ∈Sk

∮

γk

dw1

2πi
· · ·
∮

γk
︸ ︷︷ ︸

l(λ)

dwl

2πi
Resqλ




∏

1≤A<B≤k

yσ(A) − yσ(B)

yσ(A) − qyσ(B)
F (yσ(1), . . . , yσ(k))



 .

Notice: not all σ ∈ Sk arise from I’s, but it is easy to see that those which do not have
residue 0. Finally, rewrite

∏

1≤A<B≤k

yσ(A) − yσ(B)

yσ(A) − qyσ(B)
=
∏

A 6=B

yA − yB
yA − qyB

∏

1≤B<A≤k

yσ(A) − qyσ(B)

yσ(A) − yσ(B)
.

The Sk–symmetric part has no poles in the residue subspaces and can be factored, leaving

LHS(5) =
∑

λ⊢k

1

m1!m2! · · ·

∮

γk

dw1

2πi
· · ·
∮

γk

dwl

2πi
Resqλ




∏

A 6=B

yA − yB
yA − qyB



Eq(~w ◦ λ).

Regarding Resqλ as a function of w’s one easily checks to that this yields dµλ(~w). �

8. From moments to the q–Laplace transform Fredholm determinant

We will start by applying the residue expansion theorem to our nested contour integral
formula for Estep[qk(xn(t)+n)], i.e. taking all ni ≡ n.

Corollary 8.1. For step initial data q–TASEP, k ≥ 1 and n ≥ 1,

E
step
[
qk(xn(t)+n)

]
= kq!

∑

λ⊢k

(1− q)k

m1!m2! . . .

∮

γ
dw1

2πi
· · ·
∮

γ
dwl(λ)

2πi
det

[
1

wiqλi − wj

]l(λ)

i,j=1

l(λ)
∏

j=1

et(q
λj−1)wj

(wj ; q)nλj

,

where the integral occurs over γ, a small contour containing 1. Here, (a; q)l = (1− a)(1−
qa) · · · (1− qla) is called the q–Pochhammer symbol, kq! = (q; q)k/(1 − q)k.

Proof. Apply the residue expansion theorem with

F (z1, . . . , zk) = (−1)qk(k−1)/2
k∏

j=1

et(q−1)zj

(1− zj)n
1

zj
.

Observe that due to the symmetry of F in the z’s

Eq(z1, . . . , zk) = F (z1, . . . , zk) ·
∑

σ∈Sk

∏

1≤B<A≤k

zσ(A) − qzσ(B)

zσ(A) − zσ(B)
= F (z1, . . . , zk) · kq!
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and the rest comes from simplifications and telescoping in the geometric substitutions. �

Exercise 8.2. Prove that
∑

σ∈Sk

∏

B<A

zσ(A) − qzσ(B)

zσ(A) − zσ(B)
= kq!

The formula for E
[
qk(xn(t)+n)

]
can be written as

E
[
qk(xn(t)+n)

]
= kq!

∞∑

l=1

1

l!

∞∑

λ1,...λl=1
λ1+···+λl=k

∮

γ
dw1

2πi
· · ·
∮

γ

dwl

2πi
det
[

K̃(λi, wi;λj , wj)
]l

i,j=1

where

K̃(λ,w, λ′, w′) =
ζλ(1− q)λe(q

λ−1)τw(w; q)−n
λ

wqλ − w′ .

Notice how the symmetry factor 1
m1!m2!...

was replaced by 1
l! due to the unordering of the

λ1, . . . , λk.
In principle, since the moments of qxn(t)+n determine its distribution, so too will any

moment generating function. We will consider one well suited to the formulas. For ζ ∈ C

define (this is only consistent for small |ζ|)

G(ζ) :=
∑

k≥0

E
[
qk(xn(t)+n)

] ζk

kq!
= 1 +

∞∑

l=1

1

l!

∞∑

λ1=1

· · ·
∞∑

λl=1

∮
dw1

2πi
· · ·
∮
dwl

2πi
det
[

K̃(wi, λi;wj , λj)
]

=: det(1 +K)L2(Z≥0×γ)

Notice that the kernel does not depend on λ′, so the summations can be brought inside
yielding

1 +

∞∑

l=1

∞∑

λ1=1

· · ·
∞∑

λl=1

∮

γ

dw1

2πi
· · ·
∮

γ

dwl

2πi
· det

[
K(wi, wj)

]l

i,j=1

with kernel

K(w,w′) =
∞∑

λ=1

g(qλ)
(
(1− q)ζ

)λ

and

g(qλ) =
e(q

λ−1)tw
(
(qλw;q)∞
(w;q)∞

)n

wqλ − w′ .

The reason for rewriting in terms of g is that it is now seen to be an analytic function in
λ (previously just in Z≥0) away from its poles. We could stop here, but we will do one
more manipulation to K and replace the summation by an integral using a Mellin–Barnes
representation. This is done with an eyes towards q ր 1 asymptotics for which the sum
of termwise limits in the sum defining K fails to be convergent, while the entire sum does
have a nice limit. Going to contours away from Z≥0 allows us to show this and study the
limit.

Lemma 8.3. For g satisfying the below conditions and ζ such that |ζ| < 1, ζ ∈ R+,

∞∑

n=1

g(qn)(ζ)n =

∫

C∞

π

sin(−πs)(−ζ)
sg(qs)

ds

2πi
.

The function g and contour C∞ must satisfy: The left–hand–side is convergent and the
right–hand–side must be able to be approximated by integrals over Ck contours which enclose
{1, . . . , k} and no other singularities of the right–hand–side integrand and whose symmetric
difference from C∞ has integral going to zero as k goes to infinity.

Exercise 8.4. Prove this using residue calculus.
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Applying the lemma brings us to:

Theorem 8.5. For |ζ| small enough

G(ζ) =

∞∑

k=0

E
[
qk(xn(t)+n)

] ζk

kq!
= 1 +

∞∑

l=0

1

l!

∮

γ

dw1

2πi
· · ·
∮

γ

dwl

2πi
det [K(wi, wj)]

l
i,j=1

with

K(w,w′) =
∫ i∞+1/2

−i∞+1/2

π

sin(πs)

(
− (1− q)ζ

)s
e(q

s−1)tw
(
(qsw;q)∞
(w;q)∞

)n

wqs − w′
ds

2πi
.

The important fact is that t, n, ζ come into this in a very simple way! So, G(ζ) should
contain the distribution of xn(t) +n, but how to get it out? We need an inverse transform
of sorts. For this we will go a little deeper into the theory of q–series.

In 1949 Hahn [18] introduced two q–deformed exponential function:

eq(x) :=
1

(1− q)x; q)∞
, Eq(x) = (−(1− q)x; q)∞,

where recall that (a; q)∞ = (1− a)(1 − qa) · · · .
Exercise 8.6. Show pointwise convergence of eq(x), Eq(x) to e

x as q ր 1.

We will focus on eq(x). this has a Taylor series expansion for |x| small

eq(x) =

∞∑

k=0

xk

kq!

which is a special case of the q–Binomial theorem [4].

Exercise 8.7. For |x| < 1, |q| < 1 prove the identity

∞∑

k=0

(a; q)k
(q; q)k

xk =
(ax; q)∞
(x; q)∞

.

This, along with the fact that qxn(t)+n ≤ 1 implies that for |ζ| small enough

E

[

eq(ζq
xn(t)+n)

]

=

∞∑

k=0

E

[

qk(xn(t)+n)
] ζk

kq!
= G(ζ) = det(I +K).

The interchange of expectation and summation is completely justified for small |ζ| and
then the left–hand–side and right–hand–side are seen to be analytic in ζ ∈ C\{R+} thus
allowing extension of the equality.

The left–hand–side is called the eq–Laplace transform of qxn(t)+n and the fact that it
is given by a Fredholm determinant [22] is quite miraculous and as of yet, not so well
understood.

Theorem 8.8. For ζ ∈ C\{R+}, q < 1, t > 0, n ≥ 1,

E

[

eq(ζq
xn(t)+n)

]

= 1 +

∞∑

l=1

1

l!

∮

γ
· · ·
∮

γ
det
[
K(wi, wj)

]l

i,j=1
.

We close this section by demonstrating how to invert the eq–Laplace transform.

Definition 8.9. For a function f ∈ ℓ1(Z≥0) define for ζ ∈ C\{q−m}m≥0

f̂(ζ) :=
∞∑

n=0

f(n)

(ζqn; q)∞

(

= E
f

[

eq

(
ζ

1− q
qn
)])

with n distributed according to the measure f .
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Proposition 8.10. The eq-Laplace transform is inverted by

f(n) = −qn
∫

(qn+1ζ; q)∞f̂
q(ζ)

dζ

2πi

with the ζ contour containing only ζ = q−m, 0 ≤ m ≤ n poles.

Exercise 8.11. Prove this via residues.

So we have found a rather concise (and analyzable) formula for the probability distri-
bution of xn(t) + n, from which we can perform asymptotics. In fact, for our applications
we can work with the eq–Laplace transform instead of its inversion.

For instance, applying our knowledge from Theorem 6.5 of how q–TASEP goes to the
semi–discrete SHE and performing some asymptotic analysis we prove:

Theorem 8.12 ([7, 9]). For semi–discrete SHE with z0(n) = 1n=1 and for Re(u) ≥ 0,

E

[

e−ue
3τ
2 z(τ,n)

]

= 1 +

infty
∑

l=1

1

l!

∮

γ

dv1
2πi

· · ·
∮

γ

dvl
2πi

det [K(vi, vj)]
l
i,j=1

with contour γ a small circle around 0 and

K(v, v′) =
∫ i∞+1/2

−i∞+1/2

π

sin(−πs)
g(v)

g(v + s)

ds

v + s− v′

g(z) =
(
Γ(z)

)n
u−ze−τz2/2.

Note that had we tried to prove this theorem directly from our moment formulas we
would have failed. The moment generating function is a divergent series. It is only be
work at the q–level and explicitly summing the series that we could then take q ր 1 and
prove this.

Here is one application:

Theorem 8.13 ([7, 9]). For all ν > 0

lim
τ→0

P

(
log z(τ, ντ)− τ γ̃1(ν)

d(ν)τ1/3
≤ s

)

= FGUE(s)

where d(ν) =
(
− νψ′′(s(ν))/2

)1/3
with s(ν) = arg infs>0

(
s − νψ(s)

)
. Here, ψ(s) =

(log Γ)′(s) is the digamma function and, as before,

γ̃1(ν) = −3

2
+ inf

s>0
(s− νψ(s))

is the almost sure Lyapunov exponential.

This describes (in parabolic Anderson model) the typical mass density fluctuations or
the particle location for a continuous space limit of q–TASEP and is consistent with the
KPZ universality class belief.

Finally, utilizing Theorem 4.1 we one can prove

Theorem 8.14 ([3, 9]). Consider z, the solution to the SHE with z0(x) = δx=0. For all S
with Re(S) ≥ 0,

E

[

e−Set/24z(t,0)
]

= det(1−K)L2(R+)

with kernel

K(η, η′) =
∫

R

dr
S

S + e−r(t/2)1/3
Ai(r + η)Ai(r + η′).

Additionally,

lim
t→∞

P

(
log z(t, 0) + t/24

(t/2)1/3
≤ r

)

= FGUE(r)

where FGUE is the GUE Tracy-Widom distribution (see Section 12).
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9. q–Boson spectral theory

Recall that q–Boson particle system in ~n = (n1 ≥ . . . ≥ nk) coordinates has backwards
generator

(Lq–Bosonf)(~n) =
∑

cluster i

(1− qci)(f(~n−c1+···ci)− f(~n)).

Also recall the generator of k free (distant) particles is

(Lu)(~n) =
k∑

i=1

(∇iu)(~n),

where ∇if(~n) = f(n− 1)− f(n) in ni variable.
We say that u satisfies the boundary conditions if

(∇i − q∇i+1)u|ni=ni+1 = 0,

for 1 ≤ i ≤ k − 1.
The question we now confront is how to find the left and right eigenfunctions of Lq–Boson.

We have already seen the below essentially contained in the proof of Proposition 5.5.

Proposition 9.1. If u : Z
k → C is an eigenfunction for L with eigenvalue λ, and u

satisfies the boundary conditions, then u is an eigenfunction of Lq–Boson with eigenvalue λ.

In order to find such eigenfunctions we will use another idea going back to Bethe [6] in
1931 (see also [23]). This idea goes under the name of coordinate Bethe ansatz and takes
the following general form.

Proposition 9.2. Consider a space X. Eigenfunctions for a sum of 1d operators acting
on {functions on X}

(Lψ)(~x) =
k∑

i=1

(Liψ)(~x), ~x = (x1, . . . , xk) ∈ Xk

(with Li acting in the i–th coordinate) that satisfy boundary conditions depending on B
acting on {functions on X2}

Bi,i+1ψ(~x)|xi=xi+1 = 0, for 1 ≤ i,≤ k − 1

(with Bi,i+1 acting on the i, i+ 1 coordinate) can be found via:

(1) Diagonalizaing the 1d operators Lψz = λzψz where ψz : X → C and z is a param-
eter (e.g. complex number)

(2) Taking linear combinations

ψ~z(~x) =
∑

σ∈S(k)
Aσ(~z)

k∏

j=1

ψzσ(j)
(xj)

(3) Evaluating Aσ(~z) as

Aσ(~z) = sgn(σ)
∏

a>b

S(zσ(a), zσ(b))

S(za, zb)

where

S(z1, z2) =
B(ψz1 ⊗ ψz2)(x, x)

ψz1(x)ψz2(x)
.

Then
(
Lψ~z

)
~x) =

(∑k
i=1 λzi

)
ψ~z(~x).
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Proof. By Liebniz rule, it is clear that ψ~z(~x) are eigenfunctions for the free generator. It
remains to check that the choice of Aσ implies that the boundary conditions are satisfied.
Let τi = (i, i+ 1) act on permutations by permuting i and i+ 1. It suffices to find Aσ (or
show that our specific choice of Aσ) that satisfy that for all σ ∈ S(k), and all 1 ≤ i ≤ k−1,
when Bi,i+1 is applied to

Tσ + Tτiσ, where Tσ = Aσ(~z)
k∏

j=1

ψzσ(j)
(xj),

the result is zero whenever xi = xi+1. Indeed, if one sums the above left-hand side over
all σ ∈ S(k), the result is 2

(
Bi,i+1ψ~z

)
(~x) and if each summand can be made to equal zero

(when xi = xi+1), so too with the entire sum by zero.
From definitions, one sees that

Bi,i+1Tσ
∣
∣
xi=xi+1

= S(zσ(i), zσ(i+1))Tσ.

So

Bi,i+1

(
Tσ + Tτiσ

)∣
∣
xi=xi+1

= S(zσ(i), zσ(i+1))Tσ + S(zσ(i+1), zσ(i))Tτiσ.

Unwinding this, we find that in order for this sum to be zero, we must have

Aτiσ(~z) = −S(zσ(i), zσ(i+1))

S(zσ(i), zσ(i+1))
Aσ(~z).

The transpositions τi as 1 ≤ i ≤ k − 1 varies generates S(k) and hence fixing AI(~z) ≡ 1,
the formula uniquely characterizes the Aσ(~z). This expression matches that claimed by
the proposition. �

Let us apply this method when L = ∇ and (Bg)(x, y) = (∇1 − q∇2)g(x, y). We can
write 1d eigenfunctions of L as ψz(n) = (1− z)−n (here n replaces x from the proposition).
This choice of ψz has eigenvalue (1− q)z and leads to S(z1, z2) = −(z1− qz2). Thus, Bethe
ansatz produces left eigenfunctions for all z1, . . . , zk ∈ C \ {1}

ψℓ
~z(~n) :=

∑

σ∈S(k)

∏

1≤B<A≤k

zσ(A) − qzσ(B)

zσ(A) − zσ(B)

k∏

j=1

(1− zσ(j))
−nj

such that when restricted to ~n = (n1 ≥ n2 ≥ · · · ≥ nk),

(Lq–Bosonψℓ
~z)(~n) =

k∑

j=1

(1− q)zj φ
ℓ
~z(~n).

As a brief remark, notice that these are eigenfunctions for any choices of zj ∈ C \ {1}.
If instead of working with the q-Boson process on Z we considered a periodic (or other
boundary condition) portion of Z, then in order to respect the boundary conditions of the
finite lattice we would need to impose additional conditions on the ~z. These restrictions
are known as the Bethe ansatz equations and make things much more involved. It is only
for solutions ~z of these algebraic equations that ψℓ

~z(~n) are eigenfunctions (on the finite
lattice).

Having identified left eigenfunctions, we come now to the question of right eigenfunc-
tions. Had our operator Lq–Boson been self-adjoint, the left and right eigenfunctions would
coincide and we could decompose and recompose functions with respect to this single set of
functions. It is clear that Lq–Boson is not self-adjoint, however it is not too far off, as it enjoys
the property of being PT-invariant (in fact, this property is shared by all totally asym-
metric zero range processes, provided their jump rate g(k) is reasonable). PT-invariance
means that the process generated by Lq–Boson is invariant under joint space reflection and
time inversion.
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The product invariant measure µ for the q-Boson process in the ~y variables have one
point marginal

µα(y0) = 1y0≥0
αy0

g(1)g(2) · · · g(y0)
where α > 0 controls the overall density of the invariant measure, and g(k) = 1 − qk is
the q-Boson jump rate. Time reversal corresponds with taking the adjoint of Lq–Boson in
L2(~y, µα) (the choice of α does not, in fact, matter here). Then PT-invariance amounts to
the fact that one readily shows [10] that

Lq–Boson = P
(
Lq–Boson

)∗
P−1

where
(
Pf
)
(~y) = f

(
{y−i}i∈Z

)
is the space reflection operator (clearly P = P−1).

PT-invariance can be written in terms of the ~n variables and using matrix notation as

Lq–Boson =
(
PCq

)(
Lq–Boson

)transpose(
PCq

)−1

where now
(
Pf
)
(n1, . . . , nk) = f(−nk, . . . ,−n1) and Cq is the multiplication operator with

Cq(~n) = (−1)kq−
k(k−1)

2

∏

cluster i

(q; q)ci
(1− q)ci

.

Note that we could have defined Cq(~n) as any function depending only on k, times the
product over clusters of the (q; q)ci terms. The choice above will be well suited to avoid
messy constants in what follows.

Returning to the matter of right eigenfunctions, it is clear from PT-invariance that

applying
(
PCq

)−1
to left eigenfunction, produces right eigenfunctions. Thus, we define

right eigenfunctions

ψr
~z(~n) :=

∑

σ∈S(k)

∏

1≤B<A≤k

zσ(A) − q−1zσ(B)

zσ(A) − zσ(B)

k∏

j=1

(1− zσ(j))
nj

which satisfy
((
Lq–Boson

)transpose
ψr
~z

)

(~n) =

k∑

j=1

(1− q)zjψ
r
~z(~n).

Note that ψr
~z(~n) = q−

k(k−1)
2

(
PCq

)−1
ψℓ
~z(~n).

Having defined left and right eigenfunctions, it remains to demonstrate how to di-
agonalize Lq–Boson with respect to them, with the ultimate goal of solving d

dth(t;~n) =

Lq–Bosonh(t;~n) for arbitrary initial data. We proceed now by defining a direct and inverse
Fourier type transform.

Definition 9.3. Fix the following spaces of functions:

Wk =
{

f :
{
~n = (n1 ≥ n2 ≥ · · · ≥ nk)} → C of compact support

}

,

Ck = C

[

(z1 − 1)±1, . . . , (zk − 1)±1
]Sym

.

In words, Wk are all functions of ~n to C of compact support in ~n and Ck are all symmetric
Laurant polynomials in the variables (z1 − 1) through (zk − 1). We may define bilinear
pairings on these spaces so that for f, g ∈ Wk and F,G ∈ Ck,

〈
f, g
〉

W =
∑

n1≥···≥nk

f(~n)g(~n)

〈
F,G

〉

C =

∮

· · ·
∮

dµ(1)k (~w)
k∏

j=1

1

1− wj
F (~w)G(~w),

where the integrals are over circles centered at the origin or radius exceeding one, and the
notation dµλ(~w) (here (1)k is the partition with k ones) is recalled from (6).



EXACT SOLVABILITY OF SOME SPDES 36

Define the direct transform F : Wk → Ck and (candidate) inverse transform J : Ck →
Wk as

(
Ff
)
(~n) =

〈
f, ψr

~z

〉

W
(
JG

)
(~n) =

〈
ψℓ(~n), G

〉

W .

In the second line we have used ψℓ(~n) to represent the function which maps ~z to ψℓ
~z(~n).

The operator J can be written in two alternative ways. The first is given by

(
JG

)
(~n) =

1

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

1

(1− zj)nj+1dzj

with contours such that the zA contour contains {qzB}B>A and 1. This equivalence follows
by the fact that one can deform such contours to all lie on a large circle centered at zero of
radius exceeding one. Then, since all contours lie upon the same circle, one can symmetrize
the integrand and after an application of the Cauchy determinant formula, we recover the
initial expression for J . The second expression comes from unnesting the contours, but
onto a single small contour around one. This is accomplished by applying Theorem 7.7,
and hence we find that

(
JG

)
(~n) =

∑

λ⊢k

1

m1!m2! · · ·

∮

· · ·
∮

dµλ(~w)

ℓ(λ)
∏

j=1

1

(wj ; q)λj

ψℓ
~w◦λ(~n)G(~w ◦ λ),

where the ℓ(λ) integrals occur upon a single contour which contains 1 and has small enough
radius so the image under multiplication by q is outside the contour.

Theorem 9.4 ([10]). On the spaces Wk and Ck the operators F and J are mutual inverses
(i.e. JF is the identity on Wk and FJ is the identity in Ck). Consequently, the left and
right eigenfunctions are biorthogonal so that

〈
ψℓ
•(~m), ψr

•(~n)
〉

C = 1~m=~n

and

〈
ψℓ
~z(•), ψr

~w(•)
〉

W =
1

k!

∏

1≤A 6=B≤k

zA − qzB
zA − zB

k∏

j=1

1

1− zj
det
[
δ(zi − wj)

]k

i,j=1

where this last equality is to be understood in a weak (or integrated) sense.

At the end of this section we will prove part of this theorem, that JF is the identity.
A generalization of the above theorem (which in fact admits easier proofs) is provided in
[11]. But first, let us apply this theorem to solve the q-Boson backward equation.

Corollary 9.5. For h0 ∈ Wk, the solution to

d

dt
h(t, ~n) =

(
Lq–Bosonh

)
(t, ~n)

with initial data h0 is given by

h(t, ~n) = J
(
et(q−1)(z1+···+zk)Fh0

)
(t, ~n)

=
1

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

et(q−1)zj (1− zj)
nj+1

(
Fh0

)
(~z)d~z,

with nested contours.

Proof. From the theorem, JF is the identity on Wk. Hence,

h(t, ~n) =
(
etL

q–Boson
h0
)
(~n) =

(
etL

q–BosonJFh0
)
(~n)
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Using the explicit form of the transforms, we find that

(
etL

q–BosonJFh0
)
(~n) = etL

q–Boson
∮

· · ·
∮

dµ(1)k (~w)
k∏

j=1

1

1− wj
ψℓ

~w(~n)
(
Fh0

)
(~z).

We now use the fact that ψℓ
~w are the left eigenfunctions for Lq–Boson and thus etL

q–Boson

acts diagonally with eigenvalue et(q−1)(w1+···wk). Plugging this in (and going to the nested
contours as explained earlier) yields the formula in the corollary. �

There are two apparent limitations of this corollary. The first is that it only applies for

h0 ∈ Wk. In Section 6 we were concerns with initial data h0(~n) =
∏k

j=1 1nj≥1, which does
not have compact support. For this initial data it is possible to extend the validity of the
corollary with a little work (likely this can be done for a much wider class as well). The
second limitation is more serious – the expression

(
Fh0

)
(~z) involves an infinite summation

of initial data against eigenfunctions. However, such an infinite summation is not so useful
for asymptotics. We would like to be able to evaluate such summations. Unfortunately,
this may be quite hard. However, such a summation is automatic is h0 = JG0 for some
G0 ∈ Ck. In that case, Fh0 = FJG0 = G0 by the theorem.

For initial data h0(~n) =
∏k

j=1 1nj≥1 it can be shown (via residues and extending the fact

that FJ is the identity to some functions outside of Ck) that h0(~n) =
(
JG0

)
(~n) where

G0(~z) = q
k(k−1)

2
∏k

j=1
zj−1
zj

. Using this we can recover the solution given in Theorem 6.1

and its corollary. This approach can be applied to some broader classes of initial data (cf.
[?]), though we will not pursue these here.

Let us close this section by proving that

K := JF = Identity

on Wk.

Sketch of JF = Identity. PT-invariance implies that for f, g ∈ Wk,
〈
Kf, g

〉

W =
〈
f, (PCq)

−1K(PCq)g
〉

W .

This can be shown by expanding K into eigenfunctions and using the relation between left
and right eigenfunctions implied by PT-invariance.

In order to prove that K acts as the identity, it suffices (by linearity) to show that for
f(~n) = 1~n=~x for some ~x fixed,

(
Kf
)
(~y) = 1~y=~x. Showing that

(
Kf
)
(~x) = 1 involves residue

calculus, and we will skip it. We will, however, show that for ~y 6= ~x,
(
Kf
)
(~y) = 0.

Set g(~n) = 1~n=~y, then

(
Kf
)
(~y) =

〈
Kf, g

〉

W =
1

(2πi)k

∮

· · ·
∮

∏

1≤A<B≤k

zA − zB
zA − qzB

k∏

j=1

(1− zj)
−yj−1ψr

~z(~x),

with integration along nested contours. We wish to prove that this is zero. Consider
expanding the z1 contour to infinity. This can be done without crossing and poles, so
evaluating that integral amounts to evaluating the residue of the integrand at infinity. By
expanding the right eigenfunction via its definition, we see that the largest exponent of
(1 − z1) is x1 − y1 − 1. Thus, in order that there be a residue at infinity, we should have
x1 − y1 − 1 ≥ −1, or in other words x1 ≥ y1. The implication is that if x1 < y1, then(
Kf
)
(~y) = 0.

But, using the PT-invariance relation
(
Kf
)
(~y) =

〈
Kf, g

〉

W =
〈
f, (PCq)

−1K(PCq)g
〉

W .

This switches the role of x’s and y’s and the same reasoning as above shows that this is
zero if y1 < x1. The overall implication is that for

(
Kf
)
(~y) to be nonzero, we must have

x1 = y1.
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In light of this deduction, assume that x1 = y1. It is now quite simply to evaluate
the residue as z1 goes to infinity. This yields a similar expression except without the z1
integration valuable. Thus, in the same manner we establish that in order that

(
Kf
)
(~y)

be nonzero, x2 = y2 and so on until we find that all xj = yj . �

10. TA sessions: White noise and stochastic integration

In one sentence, white noise ξ(t, x), t ≥ 0, x ∈ R is the distribution valued Gaussian
process with mean zero and covariance

E[ξ(t, x)ξ(s, y)] = δ(x− y)δ(s − t).

Let us be more precise about what this means. Recall that if g is a distribution and f is a
smooth test function, then

∫
fg is a real number. For example,

∫
f(x)δ(x − y)dx = f(y).

Therefore, for a smooth function f(t, x) of compact support, the integral
∫

R+×R
f(t, x)ξ(t, x)dxdt

is a random variable. These random variables are jointly Gaussian with mean zero and
covariance

E

[∫

R+×R

f1(t, x)ξ(t, x)dxdt

∫

R+×R

f2(s, y)ξ(s, y)dyds

]

=

∫

R+×R

dxdt

∫

R+×R

E [ξ(s, y)ξ(t, x)] f1(t, x)f2(s, y)dyds

=

∫

R+×R

f1(t, x)f2(t, x)dxdt.

There are many ways to construct ξ(t, x). One way is to choose an orthonormal basis
{fn} of L2(R+×R) and independent Gaussian random variables {Zn} with mean zero and
variance one, and set

ξ(t, x) =
∞∑

n=1

Znfn(t, x).

One can check that this is a well–defined element of the Sobolev space H−1−δ,loc(R+ × R)
for δ > 0. Recall that for α < 0,

Hα,loc(R) = {f : for all ϕ ∈ C∞
c (R), ϕf ∈ H−α(R)},

where H−α(R) is the closure of C∞
c (R) under the norm

‖f‖2 =
∫ ∞

−∞
(1 + |t|−2α)

∣
∣
∣f̂(t)

∣
∣
∣

2
dt.

Assume that ξ(t, x) has been constructed on some probability space (Ω,F ,P). Now let
us construct stochastic integrals with respect to white noise. For non–random functions
f(t, x) this is not hard. If f ∈ L2(R+×R) then there are smooth functions fn with compact
support in R+ ×R such that

∫

R+×R

|fn(t, x)− f(t, x)|2 dxdt→ 0.

Since

E

[(∫

R+×R

(fn(t, x) − fm(t, x))ξ(t, x)dxdt

)2
]

=

∫

R+×R

|fn(t, x)− fm(t, x)|2 dxdt,

this means that
∫

R+×R
fn(t, x)ξ(t, x)dxdt is a Cauchy sequence in L2(Ω,F ,P). Since

L2(Ω,F ,P) is complete, then this Cauchy sequence has a limit, which we defined to be
∫

R+×R
f(t, x)ξ(t, x)dxdt.
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For random functions, the definition of the integral is a little more complicated. As in
the one dimensional case, one has to make a choice of the integral (Itô vs. Stratonovich) .
The construction here is essentially the standard Itô integral, but only in the time variable.

Start with smooth functions ϕ(x) on R with compact support. For t > 0 we can define
∫

R+×R

1(0,t](s)ϕ(x)ξ(x, s)dxds.

This is a Brownian motion in t with variance
∫
ϕ2(x)dx, since it is Gaussian with mean

zero and covariance

E

[∫

R+×R

1(0,t1](s)ϕ(x)ξ(x, s)dxds

∫

R+×R

1(0,t2](s)ϕ(x)ξ(x, s)dxds

]

=

∫ min(t1,t2)

0
ds

∫

R

ϕ2(x)dx

= min(t1, t2)

∫

ϕ2(x)dx.

(Note: one often hears the statement “white noise is the derivative of Brownian motion”).
Let F0 = ∅ and for each t > 0 define Ft to be the σ–field generated by

{∫

R+×R

1(0,s](u)ϕ(u)ξ(u, x)dxdu : 0 ≤ s ≤ t, ϕ a smooth function of compact support in R

}

.

It is clear that Ft is a filtration of F , that is Fs ⊆ Ft for s ≤ t.
Now consider slightly more complicated functions. Let S be the set of functions of the

form

f(t, x, ω) =
n∑

i=1

Xi(ω)1(ai,bi](t)ϕi(x),

where Xi is a bounded Fai–measurable random variable and ϕi are smooth functions of
compact support on R. For functions of this form, define the stochastic integral as

∫

R+×R

f(t, x)ξ(t, x)dxdt =

n∑

i=1

Xi

∫

R+×R

1(ai,bi](t)ϕi(x)ξ(t, x)dxdt.

It is easy to check that the integral is linear and an isometry from L2(R+ × R × Ω,F ,P)
to L2(Ω,F ,P), that is

∫

R+×R

E[f2(t, x)]dxdt = E

[(∫

R+×R

f(t, x)ξ(t, x)dxdt

)2
]

.

Let P be the sub–σ–field of B(R+ × R)×F generated by S. Let L2(R+ ×R× Ω,F ,P)
be the space of square integrable P–measurable random variables f(t, x, ω). These will be
the integrators. It is important to note that these are non–anticipating in the sense that
f(t, x, ω) only depends on the information Ft up to time t. This is analogous to the distinc-
tion between Itô and Stratonovich integrals in the one–dimensional case. The construction
of the stochastic integral will be defined through the isometry and approximation.

Lemma 10.1. S is dense in L2(R+ × R× Ω,F ,P)
Proof. Same as one–dimensional case. �

Thus, if f ∈ L2(R+ × R × Ω,F ,P) there exist fn ∈ S wuch that fn converges to f in
f ∈ L2(R+ × R× Ω,F ,P). By the isometry,

In(ω) :=

∫

R+×R

fn(t, x, ω)ξ(t, x)dxdt
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is a Cauchy sequence in L2(Ω,F ,P). Hence there is a limit point I ∈ L2(Ω,F ,P) which
is defined to be the stochastic integral

∫

R+×R
f(t, x)ξ(t, x)dxdt. This is linear in f and the

Itô isometry holds.
We can also define multiple stochastic integrals. Let Λk = {0 < t1 < · · · < tk <∞}.
∫

Λk

∫

Rk

f(~t, ~x)ξ⊗k(~t, ~x)d~td~x

:=

∫

Λk

∫

Rk

f(t1, . . . , tk, x1, . . . , xk)ξ(t1, x1) · · · ξ(tk, xk)dx1 · · · dxkdt1 · · · dtk.

This is defined inductively. For example,
∫

Λ2

∫

R2

f(t1, t2, x1, x2)ξ(t1, x1)ξ(t2, x2)dx1dx2dt1dt2

=

∫ ∞

0

∫

R

[∫ t2

0

∫

R

f(t1, t2, x1, x2)ξ(t1, x2)dx1dt1

]

ξ(t2, x2)dx2dt2,

which is well defined because we just showed that the integrand is progressively measurable.
The covariance of these multiple stochastic integrals is

E

[
∫

Λk

∫

Rk

f(~t, ~x)ξ⊗k(~t, ~x)d~td~x

∫

Λj

∫

Rj

f(~t, ~x)ξ⊗j(~t, ~x)d~td~x

]

= 〈f, g〉L2(Λk×Rk)1j=k.

It also turns out that they span L2(Ω,F ,P).
This defines an isometry between

⊕∞
k=0 L

2(Λk ×R
k,F ,P) and L2(Ω,F ,P) by

X =

∞∑

k=0

∫

Λk

∫

Rk

fk(~t, ~x)ξ
⊗k(~t, ~x)d~td~x.

Here f0 is the constant function EX. This summation is called the Wiener chaos decom-
position.

Aside: in a sense, the Wiener chaos decomposition holds more generally (that is, for
Gaussian Hilbert spaces, not just for stochastic integrals with respect to white noise). If
H is a Gaussian Hilbert space in a probability space (Ω,F ,P) let Pk(H) be the closure in
L2(Ω,F ,P) of

Pk(H) = {p(ξ1, . . . , ξm) : p polynomial of degree ≤ n, ξ1, . . . , ξm ∈ H,m <∞}.
Let

H :k: = Pk(H)⊖ Pk−1(H) = Pk(H) ∩ Pk−1(H)⊥

Set H :0: to be the constants. The Wiener chaos decomposition is then

L2(Ω,F(H),P) =
∞⊕

k=0

H :k:.

For example, if the probability space is (R,B, γ) where dγ = 1√
2π
e−x2/xdx and H = {tx :

t ∈ R} is a one–dimensional Gaussian Hilbert space, then H :k: is also one–dimensional and
spanned by the k–th Hermite polynomial hk. The Wiener chaos decomposition then says
that L2(dγ) has {hk} as an orthogonal basis.

This is related to the Wiener chaos decomposition above because polynomials of iterated
stochastic integrals are themselves iterated stochastic integrals (see e.g. Theorem 2.13 of
“Theory of Malliavin Calculus”).

We will also need Burkholder’s inequality:
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Lemma 10.2. For each p ≥ 2 there is a Cp such that

E

[∣
∣
∣
∣

∫

R+×R

f(t, x, ω)ξ(t, x, ω)dxdt

∣
∣
∣
∣

p]

≤ Cp

[∣
∣
∣
∣

∫

R+×R

f2(t, x, ω)dxdt

∣
∣
∣
∣

p/2
]2

.

Proof. Apply Itô’s lemma to the function |x|p evaluated at the martingaleMt :=
∫ t
0

∫
fξdxds.

We have

dMt =

(∫

R

fdx

)

dBt

and hence

d |Mt|p =
1

2
p(p− 1) |Mt|p−2

(∫

R

f2dx

)

dt+ (· · · )dBt.

Thus,

E [|Mt|p] =
1

2
p(p− 1)E

[∫ t

0
|Ms|p−2

∫

R

f2(s, x)dxds

]

.

By Doob’s maximal inequality,

M̄t,p := E

[

sup
0≤s≤t

|Ms|p
]

≤
(

p

p− 1

)p

E [|Mt|p]

so by Hölder’s inequality to the integral
∫

Ω

∫ t
0 , the p/(p− 2) norm of |Ms|p−2 and the p/2

norm of
∫

R
f2dx to get

M̄t,p ≤ cp(M̄t,p)
p−2
p E

[(∫ t

0

∫

f2dxds

) p
2

] 2
p

�

11. TA session: Tightness and Martingale Problems

Given a sequence X(n) of stochastic processes, we would often like to show convergence
to another stochastic process X. Here, we will show how this can be done using tightness
and martingale problems.

A family of random variables {Xn} is tight if for all ǫ > 0 there exists a compact set Kǫ

such that

sup
n

P(Xn /∈ Kǫ) ≤ ǫ.

Prokhorov’s theorem says that if {Xn} is tight then there exists a subsequence {nk}k≥1

such that Xnk
converges in distribution. Furthermore, if the limiting distribution is the

same for every subsequence, then Xn converges to some random variable X.
However, we also need weak convergence of stochastic processes, so there needs to be a

metric on a space of stochastic processes. Let D be the space of cadlag (right continuous,
left limits) functions from [0,∞) to R. We say that xn converges to x in D if and only if
there exist strictly increasing λn mapping [0,∞) → [0,∞) such that for each T > 0,

lim
n→∞

sup
t≤T

(|λn(t)− t|+ |(xn ◦ λn)(t)− x(t)|) = 0

This roughly says that the distance in space and time is small. The first term measures dis-
tance in time, and the second term measures distance in space. It turns out the Skorokohd
topology is metrizable so D is a complete separable metric space.

How could we prove tightness in this funky metric space? Here is a sufficient condition
due to Kurtz.
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Theorem 11.1. (Kurtz) Assume (for simplicity) that {Xn}n≥0 is a time–homogeneous
Markov process. Also suppose that for a dense subset of [0,∞), the probability measures
{Xn(t)} on R are tight. If there exists β > 0 and random variables γn(δ) such that for
0 ≤ u ≤ δ

|Xn(u)−Xn(0)|β ≤ γn(δ)

and
lim
δ→0

lim sup
n→∞

E[γn(δ)] = 0,

then {Xn} is tight in D.

Once we have tightness, we would now like to be able to describe the limiting process
X. Here is where the martingale problem is useful. Roughly speaking, all the information
about a stochastic process is contained in its generator. If one can show that the generators
An of Xn converges to the generator A of X, then this should imply that Xn converges in
distribution to X.

Recall that given a continuous time real–valued Markov process X(t), its generator A
is the operator on test functions f defined by

A(f)(x) = lim
tց0

E
x[f(X(t))]− f(x)

t
.

Given A, we say that X(s) solves the martingale problem for A if there exists a filtration
Ft such that for all f in the domain of A,

f(X(t))− f(X(0)) −
∫ t

0
Af(X(s))ds

is a {Ft}–martingale.
Each Markov process solves the martingale problem for its generator. To see this, observe

that by the Fundamental Theorem of Calculus,

S(t)f − f −
∫ t

0
−
∫ t

0
AS(r)fdr = 0

where S(t)f(x) = E
x[f(X(t))]. This implies that

f(X(t))− f(X(0)) −
∫ t

0
Af(X(s))ds

is a martingale.

Theorem 11.2. Let X(t) be the Poisson process of rate 1. Then as n→ ∞,

X(nt)− nt√
n

→ B(t),

where B(t) is a standard Brownian motion.

Proof. First let us show tightness. This follows from the Kurtz condition with β = 2 and
E[γn(δ)] = (δ + 1/n)σ2.

By Prokhorov’s theorem, there is a limiting stochastic process (along a suitable subse-
quence) Y . Let us identify the generator of Y .

Recall that the Poisson process X(t) of rate 1 has transition probabilities

P (X(τ + t)−X(τ) = k) = e−t t
k

k!
, τ, t ≥ 0, k ∈ N

Then its generator is

Af(x) = lim
tց0

e−tf(x) + e−ttf(x+ 1) + e−tt2f(x+ 2)/2 + · · · − f(x)

t

= f(x+ 1)− f(x).

We can neglect the higher order terms in t by assuming that f does not grow too quickly.
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Consider the rescaled Poisson processes

X(n)(t) =
X(nt)− nt√

n
,

which has transition probabilities

P

(

X(n)(τ + t)−X(n)(τ) = −√
nt+

k√
n

)

= e−nt (nt)
k

k!
, τ, t ≥ 0, k ∈ N.

Thus its generator is

A(n)f(x) = lim
tց0

e−ntf(x−√
nt) + e−ntntf(x−√

nt+ 1/
√
n)− f(x)

t

= nf(x+ 1/
√
n)− nf(x)−√

nf ′(x),

by L’Hopital’s rule. Now taking n→ 0, we have

nf(x+ 1/
√
n) = nf(x) +

√
nf ′(x) +

1

2
f ′′(x) +O(n−1/2),

so that A(n) → 1
2∆.

So since

f(X(n)(t))− f(X(n)(0)) −
∫ t

0
Anf(X(s))ds

is a martingale, this implies that (make rigorous, take limits along some subsequence)

f(Y (t))− f(Y (0)) −
∫ t

0

1

2
∆f(Y (s))ds

If Y (s) solves the martingale problem for 1
2∆, then setting f(x) = x and f(x) = 1

2x
2

shows that both Y (t) and Y (t)2− t are martingales, which implies that Y (t) is a Brownian
motion.

�

Aside: solutions to martingale problems are equivalent to solutions of stochastic differ-
ential equations in the following sense. If Xt is a weak solution to

dXt = b(Xt)dt+ σ(Xt)dBt

then Xt solves the martingale problem for

A :=
∑

i

bi
∂

∂xi
+
∑

i,j

σij
∂2

∂xixj
.

Conversely, if Xt solves the martingale problem for A then Xt is a weak solution to the
SDE above.

Now let us discuss stronger convergence limit theorems, called local limit theorems.
Assume that X is a lattice distribution, meaning that there exist b and h such that P(X ∈
b + hZ) = 1. The largest such h such that this is true is called the span. Assume that
EX = 0 and EX2 = σ2. Let Xi be i.i.d. with the same distribution as X and we want
to study Sn = X1 + · · ·+Xn. (For example, if X are Bernoulli random variables then Sn
describes the (normalized) distribution of the Poisson jump process at time n). Set

pn(x) = P(Sn/
√
n = x), Ln = (nb+ hZ)/

√
n

As usual

ϕ(t) = EeitX , N (x) = (2πσ2)−1/2 exp(−x2/2σ2).
Theorem 11.3.

lim
n→∞

sup
x∈Ln

∣
∣
∣
∣
∣

n1/2

h
pn(x)−N (x)

∣
∣
∣
∣
∣
= 0.
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Proof. Observe the n1/2 term. Also observe that the theorem is false for x ∈ R. Also note
that this is a stronger convergence than in the usual CLT case.

Use the following fact:

Exercise 11.4. If Y is a random variable which almost surely takes values in a+ θZ and
ψ(t) = EeitY then

P(Y = x) =
θ

2π

∫ π/θ

−π/θ
e−itxψ(t)dt.

Setting θ = h/
√
n and Y = Sn/

√
n so that ψ(t) = ϕn(t/

√
n) then

n1/2

h
pn(x) =

1

2π

∫ π
√
n/h

−π
√
n/h

e−itxϕn(t/
√
n)dt.

Since

N (x) =
1

2π

∫

e−itxe−σ2t2/2dt,

the inequalities π > 1,
∣
∣e−itx

∣
∣ < 1 imply

∣
∣
∣
∣
∣

n1/2

h
pn(x)−N (x)

∣
∣
∣
∣
∣
≤
∫ π

√
n/h

−π
√
n/h

∣
∣ϕn(t/

√
n)− exp(−σ2t2/2)

∣
∣ dt

+

∫ ∞

π
√
n/h

exp(−σ2t2/2)dt.

This is independent of x. The second integral clearly converges to 0. The first integral
converges to 0 if you can apply the dominated convergence theorem, which is an exercise.

�

If you try to examine the joint probabilities of Sa1N , . . . , SakN , you will get Nk/2 instead.

12. TA session: Background on Tracy-Widom distribution

The Tracy–Widom distribution [33] has cumulative distribution function which can be
defined as the Fredholm determinant

F2(s) = det(1−As)

where As is the operator on L2(s,∞) with kernel

Ai(x)Ai′(y)−Ai′(x)Ai(y)
x− y

.

It can also be defined by

F2(s) = exp

(

−
∫ ∞

s
(x− s)q(x)2dx

)

where q(x) solves the Painleve II equation

q′′(x) = xq(x) + 2q(x)3

with the boundary condition

q(x) ∼ Ai(x), x→ ∞.

This is called the Hastings-Mcleod solution.
Fredholm determinants frequently occur in the context of determinantal point processes.

Without going into technical details, a point process on a metric space Λ is a probability
measure on locally finite sub-multisets of Λ, where a sub-multiset of A ⊂ Λ is locally finite
if A ∩ B is finite for any bounded B ⊂ Λ. In other words, a point process is a random
set of particles in Λ, where two particles can possibly occupy the same location. A point
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process is simple if the probability of two particles occupying the same location is zero.
The correlation functions are

ρn(x1, . . . , xn) = lim
ǫi→0

P(one particle in each B(xi, ǫi))

ǫ1 · · · ǫn
.

And the point process is determinantal if there exists a correlation kernel K on Λ×Λ such
that

ρn(x1, . . . , xn) = det(K(xi, xj))
n
i,j=1.

Theorem 12.1. Suppose there is a determinantal point process on R with Hermitian cor-
relation kernel K, that is K(x, y) = K(y, x). If K is trace class on all L2(s,∞) and

TrK =

∫ ∞

s
K(x, x)dx <∞,

then the point process almost surely has a last particle xmax and

P(xmax < s) = det(1−Ks),

where Ks is the operator on L2(s,∞) with kernel K(x, y).

Proof. Inclusion–exclusion (exercise). �

In other words, the Tracy–Widom distribution describes the location of the last particle
of the Airy determinantal point process.

Fredholm determinants are also useful for numerical approximation. Recall the method
of Gaussian quadratures. The idea is that for a function f that approximated by a poly-
nomial, and suitable weights wi, and points xi ∈ [a, b],

∫ b

a
f(x)dx ≈

n∑

i=1

wif(xi).

If f is a polynomial of degree 2n − 1 then this approximation can be made exact. In
the case when the polynomial is the Legendre polynomial normalized to Pn(1) = 1 and
[a, b] = [−1, 1], then xi is the i–th root of Pn and the weights are

wi =
2

(1− xi)2[Pn(xi)]2
.

This is called the Gaussian–Legendre quadrature.
Now, given any quadrature, we can approximate the Fredholm determinant by

det(1 +K) ≈ det(δij + wiK(xi, xj))
n
i,j=1.

This turns out to give very good approximations for F2(s) (see Figure ??).

13. TA session: Asymptotic analysis

The goal is to find asymptotics of expressions of the form
∫

g(x)enf(x)dx

as n→ ∞.

Theorem 13.1. Let f, g : [a, b] → R be smooth. Assume f has a unique global maximum
at c ∈ (a, b) and that f ′′(c) < 0. Define I(n) by

∫ b

a
g(x)enf(x)dx = n−1/2enf(c)I(n).

Then

lim
n→∞

I(n) =

√

− 2π

f ′′(c)
g(c).



EXACT SOLVABILITY OF SOME SPDES 46

Proof. (Sketch) Since f(x) has a global maximum at c, then as n → ∞ most of the

contributions to the integral come in a small neighbourhood around c. Setting y = n1/2(x−
c),

∫ b

a
g(x)enf(x)dx =

∫ n1/2(b−c)

−n1/2(c−a)
g(c + n−1/2y)enf(c+n−1/2y)n−1/2dy.

Now use the Taylor expansion f(c+ n−1/2y) ≈ f(c) + 1
2f

′′(c)n−1y2 to get that

lim
n→∞

I(n) = g(c)

∫ ∞

−∞
ef

′′(c)y2/2dy =

√

− 2π

f ′′(c)
g(c).

�

Here is an example to find the asymptotics of n!. Use that

n! = Γ(n+ 1) =

∫ ∞

0
tne−tdt = nn+1

∫ ∞

0
xne−nxdx

by the substitution t = nx. This is of the right form, with f(x) = log x − x, g(x) = 1.
Solving for the maximum of f on (0,∞) yields c = 1 with f(c) = −1, f ′′(c) = −1. Therefore

n! ≈ nne−n
√
2πn,

which is Stirling’s formula.
We will now use similar ideas to find the behaviour of the tails of the Airy function

Ai(x) =
1

2π

∫ ∞

−∞
ei(t

3/3+xt)dt.

Note that, as written, the integral is only defined conditionally, since the integrand does
not converge to 0 at t→ ±∞. This can be resolved by deforming the contour integral to

Ai(x) =
1

2π

∫ ∞·eπi/6

∞·e5πi/6

ei(t
3/3+xt)dt

Note that the integrand is not yet in the form exf(t). To resolve this, simply take the
substitution t = x1/2z to get

Ai(x) =
x1/2

2π

∫ ∞·eπi/6

∞·e5πi/6

ex
3/2f(z)dz

where f(z) = i(z3/3 + z).
As before, we want to find the saddle points of f(z). Solving for f ′(z) = 0, we find that

the saddle points are at t = ±i. So we know that we want to deform the contour to go
through either i or −i (or both). Furthermore, the absolute value of the integrand should

decay quickly as it moves away from the saddle point. Since
∣
∣
∣ex

3/2f(z)
∣
∣
∣ = eRe(x3/2f(z)), we

should look for contours where Re(f(z)) < Re(f(i)) or Re(f(z) < Re(f(−i)). The first
case is shown in Figure 15.

Therefore, the contours can be deformed to begin near ∞e5πi/6, go through i and then
end near ∞eiπ/6. Using the Taylor expansion

f(z) ≈ −2

3
− (z − i)2 + · · ·

and the substitution u = x3/4(z − i) we get

Ai(x) ≈ x1/2e−2x3/2/3

2π

∫

e−x3/2(z−i)2dz ≈ e−2x3/2/3

2πx1/4

∫ ∞

−∞
e−u2

du

This finally yields

Ai(x) ≈ e−
2
3x

3/2

2
√
πx1/4

.
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Figure 15. Shaded regions indicate where Re(f(z)) < Re(f(i)).

Exercise 13.2. Explain would go wrong if we tried to use the −i saddle point. Figure
16 shows a plot of Re(f(z)). Hint: it is important to keep in mind the endpoints of the
contour.

Figure 16. Shaded regions indicate where Re(f(z)) < Re(f(−i)).

Exercise 13.3. Use a similar argument to show that as x→ ∞

Ai(−x) ≈ 1√
πx1/4

cos

(

π

4
− 2x3/2

3

)

.

Figure 17 should be helpful.
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