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Abstract. We prove the local Kudla–Rapoport conjecture, which is a precise identity between

the arithmetic intersection numbers of special cycles on unitary Rapoport–Zink spaces and the

derivatives of local representation densities of hermitian forms. As a first application, we prove the

global Kudla–Rapoport conjecture, which relates the arithmetic intersection numbers of special cy-

cles on unitary Shimura varieties and the central derivatives of the Fourier coefficients of incoherent

Eisenstein series. Combining previous results of Liu and Garcia–Sankaran, we also prove cases of

the arithmetic Siegel–Weil formula in any dimension.
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1. Introduction

1.1. Background. The classical Siegel–Weil formula ([Sie51, Wei65]) relates certain Siegel Eisen-

stein series to the arithmetic of quadratic forms, namely it expresses special values of these se-

ries as theta functions — generating series of representation numbers of quadratic forms. Kudla

([Kud97b, Kud04]) initiated an influential program to establish the arithmetic Siegel–Weil formula

relating certain Siegel Eisenstein series to objects in arithmetic geometry, which among others,

aims to express the central derivative of these series as the arithmetic analogue of theta functions

— generating series of arithmetic intersection numbers of n special divisors on Shimura varieties

associated to SO(n − 1, 2) or U(n − 1, 1). These special divisors include Heegner points on mod-

ular or Shimura curves appearing in the Gross–Zagier formula ([GZ86, YZZ13]) (n = 2), modular

correspondence on the product of two modular curves in the Gross–Keating formula ([GK93]) and

Hirzebruch–Zagier cycles on Hilbert modular surfaces ([HZ76]) (n = 3).

The arithmetic Siegel–Weil formula was established by Kudla, Rapoport and Yang ([KRY99,

Kud97b, KR00b, KRY06]) for n = 1, 2 (orthogonal case) in great generality. The archimedean

component of the formula was also known, due to Liu [Liu11a] (unitary case), and Garcia–Sankaran

[GS19] in full generality (cf. Bruinier–Yang [BY21] for an alternative proof in the orthogonal case).

However, the full formula (in particular, the nonarchimedean part) was widely open in higher

dimension.

In the works [KR11, KR14] Kudla–Rapoport made the nonarchimedean part of the conjectural

formula more precise by defining arithmetic models of the special cycles (for any n in the unitary

case), now known as Kudla–Rapoport cycles. They formulated the global Kudla–Rapoport conjecture

for the nonsingular part of the formula, and explained how it would follow (at least at an unramified

place) from the local Kudla–Rapoport conjecture, relating the derivatives of local representation

densities of hermitian forms and arithmetic intersection numbers of Kudla–Rapoport cycles on

unitary Rapoport–Zink spaces. They further proved the conjectures in the special case when the

arithmetic intersection is non-degenerate (i.e., of the expected dimension 0). Outside the non-

degenerate case, the only known result was due to Terstiege [Ter13a], who proved the Kudla–

Rapoport conjectures for n = 3. Analogous results were known in the orthogonal case, see [GK93,

KR99, KR00a, BY21] (non-degenerate case) and [Ter11] (n = 3).

The main result of this paper settles the local Kudla–Rapoport conjecture for any n in the unitary

case. As a first application, we will be able to deduce the global Kudla–Rapoport conjecture, and

prove the first cases of the arithmetic Siegel–Weil formula in all higher dimensions. In a companion

paper [LZ21], we will also use similar methods to prove analogous results in the orthogonal case.

As explained in [Kud97b] and [Liu11a], the arithmetic Siegel–Weil formula (together with the

doubling method) has important application to the arithmetic inner product formula, relating the

central derivative of the standard L-function of cuspidal automorphic representations on orthogonal

or unitary groups to the height pairing of certain cycles on Shimura varieties constructed from

arithmetic theta liftings. It can be viewed as a higher dimensional generalization of the Gross–Zagier

formula, and an arithmetic analogue of the Rallis inner product formula. Further applications to

the arithmetic inner product formula are investigated in [LL, LL21]. We also mention that the
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local Kudla–Rapoport conjecture has application to the so-called unitary arithmetic fundamental

lemma for cycles on unitary Shimura varieties arising from the embedding U(n)×U(n) ↪→ U(2n).

1.2. The local Kudla–Rapoport conjecture. Let p be an odd prime. Let F0 be a finite ex-

tension of Qp with residue field k = Fq and a uniformizer $. Let F be an unramified quadratic

extension of F0. Let F̆ be the completion of the maximal unramified extension of F . For any inte-

ger n ≥ 1, the unitary Rapoport–Zink space N = Nn (§2.1) is the formal scheme over S = Spf OF̆
parameterizing hermitian formal OF -modules of signature (1, n−1) within the supersingular quasi-

isogeny class. Let E and X be the framing hermitian OF -modules of signature (1, 0) and (1, n− 1)

over k̄. The space of quasi-homomorphisms V = Vn := Hom◦OF (Ē,X) carries a natural F/F0-

hermitian form, which makes V the unique (up to isomorphism) non-degenerate nonsplit (see §1.7)

F/F0-hermitian space of dimension n (§2.2). For any subset L ⊆ V, the local Kudla–Rapoport

cycle Z(L) (§2.3) is a closed formal subscheme of N , over which each quasi-homomorphism x ∈ L
deforms to homomorphisms.

Let L ⊆ V be an OF -lattice (of full rank n). We now associate to L two integers: the arithmetic

intersection number Int(L) and the derivative of the local density ∂Den(L).

Let x1, . . . , xn be an OF -basis of L. Define the arithmetic intersection number

(1.2.0.1) Int(L) := χ(N ,OZ(x1) ⊗L · · · ⊗L OZ(xn)),

where OZ(xi) denotes the structure sheaf of the Kudla–Rapoport divisor Z(xi), ⊗L denotes the

derived tensor product of coherent sheaves on N , and χ denotes the Euler–Poincaré characteristic

(§2.4). By [Ter13a, Proposition 3.2] (or [How19, Corollary D]), we know that Int(L) is independent

of the choice of the basis x1, . . . , xn and hence is a well-defined invariant of L itself.

For M another hermitian OF -lattice (of arbitrary rank), define RepM,L to be the scheme of

integral representations of M by L, an OF0-scheme such that for any OF0-algebra R, RepM,L(R) =

Herm(L ⊗OF0
R,M ⊗OF0

R), where Herm denotes the set of hermitian module homomorphisms.

The local density of integral representations of M by L is defined to be

Den(M,L) := lim
N→+∞

#RepM,L(OF0/$
N )

qN ·dim(RepM,L)F0

.

Let 〈1〉k be the self-dual hermitian OF -lattice of rank k with hermitian form given by the identity

matrix 1k. Then Den(〈1〉k, L) is a polynomial in (−q)−k with Q-coefficients. Define the (nor-

malized) local Siegel series of L to be the polynomial Den(X,L) ∈ Z[X] (Theorem 3.5.1) such

that

Den((−q)−k, L) =
Den(〈1〉n+k, L)

Den(〈1〉n+k, 〈1〉n)
.

It satisfies a functional equation relating X ↔ 1
X ,

(1.2.0.2) Den(X,L) = (−X)val(L) ·Den

(
1

X
,L

)
.
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Here val(L) is the valuation of L defined in §1.7. Since V is nonsplit, we know that val(L) is odd

and so the value Den(1, L) = 0. We thus consider the derivative of the local density

∂Den(L) := − d

dX

∣∣∣∣
X=1

Den(X,L).

Our main theorem in Part 1 is a proof of the local Kudla–Rapoport conjecture [KR11, Conjecture

1.3], which asserts an exact identity between the two integers just defined.

Theorem 1.2.1 (Theorem 3.4.1, local Kudla–Rapoport conjecture). Let L ⊆ V be an OF -lattice

of full rank n. Then

Int(L) = ∂Den(L).

We refer to Int(L) as the geometric side of the identity (related to the geometry of Rapoport–

Zink spaces and Shimura varieties) and ∂Den(L) the analytic side (related to the derivatives of

Eisenstein series and L-functions).

Our main theorem in Part 2 proves a variant of the local Kudla–Rapoport conjecture in the

presence of a minimal nontrivial level structure, given by the stabilizer of an almost self-dual lattice

(see §1.7) in a nonsplit F/F0-hermitian space. The relevant Rapoport–Zink space on the geometric

side is no longer formally smooth. See Theorems 10.3.1 and 10.5.1 for the precise statement.

1.3. The arithmetic Siegel–Weil formula. Next let us describe some global applications of

our local theorems. We now switch to global notations. Let F be a CM number field, with F0 its

totally real subfield of index 2. Fix a CM type Φ ⊆ Hom(F,Q) of F . Fix an embedding Q ↪→ C and

identify the CM type Φ with the set of archimedean places of F , and also with the set of archimedean

places of F0. Let V be an F/F0-hermitian space of dimension n and G = ResF0/Q U(V ). Assume

the signatures of V are {(n−1, 1)φ0 , (n, 0)φ∈Φ−{φ0}} for some distinguished element φ0 ∈ Φ. Define

a torus ZQ = {z ∈ ResF/QGm : NmF/F0
(z) ∈ Gm}. Associated to G̃ := ZQ ×G there is a natural

Shimura datum (G̃, {h
G̃
}) of PEL type (§11.1). Let K = KZQ ×KG ⊆ G̃(Af ) be a compact open

subgroup. Then the associated Shimura variety ShK = ShK(G̃, {h
G̃
}) is of dimension n − 1 and

has a canonical model over its reflex field E.

Assume that KZQ ⊆ ZQ(Af ) is the unique maximal open compact subgroup. Assume that

KG =
∏
vKG,v, where v runs over the finite places of F0 such that KG,v ⊆ U(V )(F0,v) is given by

• the stabilizer of a self-dual or almost self-dual lattice Λv ⊆ Vv if v is inert in F ,

• the stabilizer of a self-dual lattice Λv ⊆ Vv if v is ramified in F ,

• a principal congruence subgroup of U(V )(F0,v) ' GLn(F0,v) if v is split in F .

Then we construct a global regular integral model MK of ShK over OE following [RSZ20] (see

§14.1, §14.2 for more precise technical assumptions needed). When F0 = Q, we have E = F and

the integral model MK recovers that in [BHK+20] when KG is the stabilizer of a global self-dual

lattice, which is closely related to that in [KR14].

Let V be the incoherent AF /AF0-hermitian space nearby V , namely V is totally positive definite

and Vv ∼= Vv for all finite places v. Let ϕK ∈ S (Vnf ) be a K-invariant (where K acts on Vf
via the second factor KG) factorizable Schwartz function such that ϕK,v = 1(Λv)n at all v inert

in F . Let T ∈ Hermn(F ) be a nonsingular hermitian matrix of size n. Associated to (T, ϕK)
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we construct arithmetic cycles Z(T, ϕK) over MK (§14.3) generalizing the Kudla–Rapoport cycles

Z(T ) in [KR14]. Analogous to the local situation (1.2.0.1), we may define its local arithmetic

intersection numbers IntT,v(ϕK) at finite places v (§13.5). Using the star product of Kudla’s Green

functions, we also define its local arithmetic intersection number IntT,v(y, ϕK) at infinite places

(§15.3), which depends on a parameter y ∈ Hermn(F∞)>0 where F∞ = F ⊗Q R ∼= CΦ. Combining

all the local arithmetic numbers together, define the global arithmetic intersection number, or the

arithmetic degree of the Kudla–Rapoport cycle Z(T, ϕK),

d̂egT (y, ϕK) :=
∑
v-∞

IntT,v(ϕK) +
∑
v|∞

IntT,v(y, ϕK).

It is closely related to the usual arithmetic degree on the Gillet–Soulé arithmetic Chow group

Ĉh
n

C(MK) (§15.4).

On the other hand, associated to ϕ = ϕK ⊗ ϕ∞ ∈ S (Vn), where ϕ∞ is the Gaussian function,

there is a classical incoherent Eisenstein series E(z, s, ϕK) (§12.4) on the hermitian upper half

space

Hn = {z = x + iy : x ∈ Hermn(F∞), y ∈ Hermn(F∞)>0}.

This is essentially the Siegel Eisenstein series associated to a standard Siegel–Weil section of the

degenerate principal series (§12.1). The Eisenstein series here has a meromorphic continuation and

a functional equation relating s ↔ −s. The central value E(z, 0, ϕK) = 0 by the incoherence. We

thus consider its central derivative

∂Eis(z, ϕK) :=
d

ds

∣∣∣∣
s=0

E(z, s, ϕK).

Associated to an additive character ψ : AF0/F0 → C×, it has a decomposition into the central

derivative of the Fourier coefficients

∂Eis(z, ϕK) =
∑

T∈Hermn(F )

∂EisT (z, ϕK).

Now we can state our first application to the global Kudla–Rapoport conjecture [KR14, Conjec-

ture 11.10], which asserts an identity between the arithmetic degree of Kudla–Rapoport cycles and

the derivative of nonsingular Fourier coefficients of the incoherent Eisenstein series.

Theorem 1.3.1 (Theorem 14.5.1, global Kudla–Rapoport conjecture). Let Diff(T,V) be the set of

places v such that Vv does not represent T (§12.3). Let T ∈ Hermn(F ) be nonsingular such that

Diff(T,V) = {v} where v is inert in F and not above 2. Then

d̂egT (y, ϕK)qT = cK · ∂EisT (z, ϕK),

where qT := ψ∞(trT z), cK = (−1)n

vol(K) is a nonzero constant independent of T and ϕK , and vol(K)

is the volume of K under a suitable Haar measure on G̃(Af ).

We form the generating series of arithmetic degrees

d̂eg(z, ϕK) :=
∑

T∈Hermn(F )
detT 6=0

d̂egT (y, ϕK)qT .
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Now we can state our second application to the arithmetic Siegel–Weil formula, which relates this

generating series to the central derivative of the incoherent Eisenstein series.

Theorem 1.3.2 (Theorem 15.5.1, arithmetic Siegel–Weil formula). Assume that F/F0 is unram-

ified at all finite places and split at all places above 2. Further assume that ϕK is nonsingular

(§12.3) at two places split in F . Then

d̂eg(z, ϕK) = cK · ∂Eis(z, ϕK).

In particular, d̂eg(z, ϕK) is a nonholomorphic hermitian modular form of genus n.

Remark 1.3.3. The unramifiedness assumption on F/F0 forces F0 6= Q. To treat the general case,

one needs to formulate and prove an analogue of Theorem 1.2.1 when the local extension F/F0 is

ramified. We remark that at a ramified place, in addition to the Krämer model with level given by

the stabilizer of a self-dual lattice, we may also consider the case of exotic good reduction with level

associated to an (almost) π-modular lattice. We hope to extend our methods to cover these cases,

which in particular requires an extension of the local density formula of Cho–Yamauchi [CY20] to

the ramified case (see [LL21] for the case of π-modular lattices).

Remark 1.3.4. The nonsingularity assumption on ϕK allows us to kill all the singular terms on

the analytic side. Such ϕK exists for a suitable choice of K since we allow arbitrary Drinfeld levels

at split places.

1.4. Strategy of the proof of the main Theorem 1.2.1. The previously known special cases

of the local Kudla–Rapoport conjecture ([KR11, Ter13a]) are proved via explicit computation of

both the geometric and analytic sides. Explicit computation seems infeasible for the general case.

Our proof instead proceeds via induction on n using the uncertainty principle.

More precisely, for a fixed OF -lattice L[ ⊆ V = Vn of rank n−1 (we assume L[F is non-degenerate

throughout the paper), consider functions on x ∈ V \ L[F ,

IntL[(x) := Int(L[ + 〈x〉), ∂DenL[(x) := ∂Den(L[ + 〈x〉).

Then it remains to show the equality of the two functions IntL[ = ∂DenL[ . Both functions vanish

when x is non-integral, i.e., val(x) < 0. Here val(x) denotes the valuation of the norm of x. By

utilizing the inductive structure of the Rapoport–Zink spaces and local densities, it is not hard to

see that if x ⊥ L[ with val(x) = 0, then

IntL[(x) = Int(L[), ∂DenL[(x) = ∂Den(L[)

for the lattice L[ ⊆ Vn−1
∼= 〈x〉⊥F of full rank n−1. By induction on n, we have Int(L[) = ∂Den(L[),

and thus the difference function φ = IntL[ −∂DenL[ vanishes on {x ∈ V : x ⊥ L[, val(x) ≤ 0}. We

would like to deduce that φ indeed vanishes identically.

The uncertainty principle (Proposition 8.1.6), which is a simple consequence of the Schrödinger

model of the local Weil representation of SL2, asserts that if φ ∈ C∞c (V) satisfies that both φ and

its Fourier transform φ̂ vanish on {x ∈ V : val(x) ≤ 0}, then φ = 0. In other words, φ, φ̂ cannot

simultaneously have “small support” unless φ = 0. We can then finish the proof by applying

the uncertainty principle to φ = IntL[ −∂DenL[ , if we can show that both IntL[ and ∂DenL[ are
6



invariant under the Fourier transform (up to the Weil constant γV = −1). However, both functions

have singularities along the hyperplane L[F ⊆ V, which cause trouble in computing their Fourier

transforms or even in showing that φ ∈ C∞c (V).

To overcome this difficulty, we isolate the singularities by decomposing

IntL[ = IntL[,H + IntL[,V , ∂DenL[ = ∂DenL[,H + ∂DenL[,V

into “horizontal” and “vertical” parts. Here on the geometric side IntL[,H is the contribution from

the horizontal part of the Kudla–Rapoport cycles, which we determine explicitly in terms of quasi-

canonical lifting cycles (Theorem 4.2.1). On the analytic side we define ∂DenL[,H to match with

IntL[,H . We show the horizontal parts have logarithmic singularity along L[F , and vertical parts

are indeed in C∞c (V) (Corollary 6.2.2, Proposition 7.3.4). We can then finish the proof if we can

determine the Fourier transforms as

(1.4.0.1) ÎntL[,V = − IntL[,V , ∂̂DenL[,V = −∂DenL[,V .

On the geometric side we show (1.4.0.1) (Corollary 6.3.3) by reducing to the case of intersection

with Deligne–Lusztig curves. This reduction requires the Bruhat–Tits stratification of N red into

certain Deligne–Lusztig varieties (§2.7, due to Vollaard–Wedhorn [VW11]) and the Tate conjecture

for these Deligne–Lusztig varieties (Theorem 5.3.2, which we reduce to a cohomological computation

of Lusztig [Lus76]).

On the analytic side we are only able to show (1.4.0.1) (Theorem 7.4.1) directly when x ⊥ L[

and val(x) < 0. The key ingredient is a local density formula (Theorem 3.5.1) due to Cho–

Yamauchi [CY20] together with the functional equation (1.2.0.2). We then deduce the general case

by performing another induction on val(L[) (§8.2).

We remark the extra symmetry (1.4.0.1) under the Fourier transform can be thought of as

a local modularity, in analogy with the global modularity of arithmetic generating series (such

as in [BHK+20]) encoding an extra global SL2-symmetry. The latter global modularity plays

a crucial role in the second author’s recent proof [Zha21] of the arithmetic fundamental lemma.

In contrast to [Zha21], our proof of the local Kudla–Rapoport conjecture does not involve global

arguments, thanks to a more precise understanding of the horizontal part of Kudla–Rapoport cycles.

In other similar (non-arithmetic) situations, induction arguments involving Fourier transforms and

the uncertainty principle are not unfamiliar: here we only mention the second author’s proof

[Zha14] of the Jacquet–Rallis smooth transfer conjecture, and more recently Beuzart-Plessis’ new

proof [BP21] of the Jacquet–Rallis fundamental lemma.

1.5. The structure of the paper. In Part 1, we review necessary background on the local Kudla–

Rapoport conjecture and prove the main Theorem 1.2.1. In Part 2, we prove a variant of the local

Kudla–Rapoport conjecture in the almost self-dual case (Theorems 10.3.1, 10.5.1), by relating both

the geometric and analytic sides in the almost self-dual to the self-dual case (but in one dimension

higher). In Part 3, we review semi-global and global integral models of Shimura varieties and

Kudla–Rapoport cycles, and incoherent Eisenstein series. We then apply the local results in Parts
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1 and 2 to prove the local arithmetic Siegel–Weil formula (Theorem 13.6.1), the global Kudla–

Rapoport conjecture (Theorem 14.5.1), and cases of the arithmetic Siegel–Weil formula (Theorem

15.5.1).
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1.7. Notation on hermitian lattices. Let p be a prime. In the local parts of the paper (Part 1

and 2), we let F0 be a non-archimedean local field of residue characteristic p, with ring of integers

OF0 , residue field k = Fq of size q, and uniformizer $. Unless otherwise specified, we let F be a

quadratic extension of F0, with ring of integers OF and residue field kF . Let σ be the nontrivial

automorphism of F/F0. Let F̆ be the completion of the maximal unramified extension of F , and

OF̆ its ring of integers.

Unless otherwise specified, we assume that F/F0 is unramified (with an exception of §8.1.5 on the

uncertainty principle). We further assume that F0 has characteristic 0 and residue characteristic

p > 2 (with exceptions of §3, §7, §8.1.5, §9, which concern only the analytic side).

Let V be a (non-degenerate) F/F0-hermitian space with hermitian form ( , ). We write val(x) :=

val((x, x)) for any x ∈ V, where val is the valuation on F0. Recall that the (non-degenerate)

F/F0-hermitian spaces are classified up to isomorphism by its dimension n and its discriminant

disc(V) = (−1)(
n
2) det(V) ∈ F×0 /NmF/F0

F× ([Jac62, Theorem 3.1]). We say V is split if disc(V) =

1 ∈ F×0 /NmF/F0
F×, and nonsplit otherwise.

Let L ⊆ V be an OF -lattice of rank n. We denote by L∨ its dual lattice under ( , ). We say that

L is integral if L ⊆ L∨. If L is integral, define its fundamental invariants to be the unique sequence

of integers (a1, . . . , an) such that 0 ≤ a1 ≤ · · · ≤ an, and L∨/L ' ⊕ni=1OF /$
ai as OF -modules;

define its valuation to be val(L) :=
∑n

i=1 ai; and define its type, denoted by t(L), to be the number

of nonzero terms in its fundamental invariants (a1, . . . , an).

We say L is minuscule or a vertex lattice if it is integral and L∨ ⊆ $−1L. Note that L is

a vertex lattice of type t if and only if it has fundamental invariants (0(n−t), 1(t)), if and only if

L ⊆t L∨ ⊆ $−1L, where ⊆t indicates that the OF -colength is equal to t. The set of vertex lattices

of type t in V is denoted by Vertt = Vertt(V). We say L is self-dual if L = L∨, or equivalently L is

a vertex lattice of type 0. We say L is almost self-dual if L is a vertex lattice of type 1. When F/F0

is unramified, if V is split then val(L) is even and V contains a self-dual lattice; if V is nonsplit

then val(L) is odd and V contains an almost self-dual lattice.

Unless otherwise specified, we denote by L[ ⊆ V an OF -lattice of rank n − 1, and we always

assume that L[F is non-degenerate. Here we use the subscript (−)F to stand for the base change to

F , so L[F = L[ ⊗OF F .
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Fix an unramified additive character ψ : F0 → C×. Here “unramifiedness” means that the

conductor of ψ (i.e., the largest fractional ideal in F0 on which ψ is trivial) is OF0 . For an integrable

function f on V, we define its Fourier transform f̂ to be

f̂(x) :=

∫
V
f(y)ψ(trF/F0

(x, y))dy, x ∈ V.(1.7.0.2)

We normalize the Haar measure on V to be self-dual, so
ˆ̂
f(x) = f(−x). For an OF -lattice L ⊆ V

of rank n, we have (under the assumption that F/F0 is unramified)

1̂L = vol(L)1L∨ , and vol(L) = [L∨ : L]−1/2 = q−val(L).

Note that val(L) can be defined for any lattice L (not necessarily integral) so that the above equality

for vol(L) holds.

1.8. Notation on formal schemes. Let X be a formal scheme. Denote by Xred the underlying

reduced scheme. For closed formal subschemes Z1, · · · ,Zm of X, denote by ∪mi=1Zi the formal

scheme-theoretic union, i.e., the closed formal subscheme with ideal sheaf ∩mi=1IZi , where IZi is the

ideal sheaf of Zi. A closed formal subscheme on X is called a Cartier divisor if it is defined by an

invertible ideal sheaf.

Let X be a formal scheme over Spf OF̆ . Then X defines a functor on the category of Spf OF̆ -

schemes (i.e. OF̆ -schemes on which $ is locally nilpotent). For a noetherian $-adically complete

OF̆ -algebra R, write X(R) := HomSpf OF̆
(Spf R,X) = lim←−nX(SpecR/$n).

When X is noetherian, denote by KY
0 (X) the Grothendieck group (modulo quasi-isomorphisms)

of finite complexes of coherent locally free OX -modules, acyclic outside Y (i.e., the homology

sheaves are formally supported on Y ). As defined in [Zha21, (B.1), (B.2)], denote by FiKY
0 (X) be

the (descending) codimension filtration on KY
0 (X), and denote by GriKY

0 (X) its i-th graded piece.

As in [Zha21, Appendix B], the definition of KY
0 (X), FiKY

0 (X) and GriKY
0 (X) can be extended

to locally noetherian formal schemes X by writing X as an increasing union of open noetherian

formal subschemes. Similarly, we let K ′0(X) denote the Grothendieck group of coherent sheaves of

OX -modules. Now let X be regular. Then there is a natural isomorphism KY
0 (X) ' K ′0(Y ). For

closed formal subschemes Z1, · · · ,Zm of X, denote by Z1
L
∩X · · ·

L
∩X Zm (or simply Z1

L
∩ · · ·

L
∩ Zm)

the derived tensor product OZ1 ⊗L
OX · · · ⊗

L
OX OZm , viewed as an element in KZ1∩···∩Zm

0 (X).

For F a finite complex of coherent OX -modules, we define its Euler–Poincaré characteristic

χ(X,F) :=
∑
i,j

(−1)i+j lengthOF̆
H i(X,Hj(F))

if the lengths are all finite. Assume that X is regular with pure dimension n. If Fi ∈ FriKZi0 (X)

with
∑

i ri ≥ n, then by [Zha21, (B.3)] we know that χ(X,
⊗L

i Fi) depends only on the image of Fi
in Grri KZi0 (X). In fact, we will only need this assertion when X is a scheme (cf. Remark 6.4.11).

When X is a formal scheme, the assertion holds trivially when one of the ri is dimX; this special

case will be used repeatedly.

For a morphism π : X → Y between two formal schemes and a closed formal subscheme Z ↪→ Y ,

let π−1(Z) ↪→ X be the preimage of Z. Let π∗ : KZ0 (Y ) → K
π−1(Z)
0 (X) be the homomorphism

induced by pulling back locally free sheaves. If π is proper (i.e., a morphism of finite type such
9



that the induced morphism Xred → Y red on the reduced schemes is proper), there is a direct

image homomorphism π∗ : K ′0(X) → K ′0(Y ) sending (the class of) a coherent OX -module F to∑
i≥0(−1)iRiπ∗F .

1.9. Reminder on hermitian spaces over finite fields. Let V be a (non-degenerate) kF /k =

Fq2/Fq-hermitian space of dimension m (which is unique up to isomorphism). The following (well-

known) formula will be used throughout this article often without explicit reference.

Lemma 1.9.1. Let Sb(V ) be set of totally isotropic kF -subspaces of dimension b in V , and Sm,b :=

#Sb(V ). Then

Sm,b =

∏m
i=m−2b+1(1− (−q)i)∏b

i=1(1− q2i)
.

Proof. The unitary group U(V )(k) = Um(k) acts transitively on the set Sb(V ), with stabilizer given

by a parabolic subgroup Pb(k) ⊆ U(V )(k). As an affine variety, we have

Pb ' ReskF /k GLb × ReskF /kG
bδ
a ×Gb2

a ×Uδ,

where δ = m− 2b. Therefore

Sm,b =
#Um(k)

#Pb(k)
=

qm
2 ∏m

i=1(1− (−q)−i)
[q2b2

∏b
i=1(1− q−2i)] · q2bδ · qb2 · [qδ2 ∏δ

i=1(1− (−q)−i)]
,

which simplifies to the desired formula. �

Part 1. Local Kudla–Rapoport conjecture: the self-dual case

2. Kudla–Rapoport cycles

2.1. Rapoport–Zink spaces N . Let n ≥ 1 be an integer. A hermitian OF -module of signature

(1, n− 1) over a Spf OF̆ -scheme S is a triple (X, ι, λ) where

(1) X is a formal $-divisible OF0-module over S of relative height 2n and dimension n,

(2) ι : OF → End(X) is an action of OF extending the OF0-action and satisfying the Kottwitz

condition of signature (1, n− 1): for all a ∈ OF , the characteristic polynomial of ι(a) on LieX

is equal to (T − a)(T − σ(a))n−1 ∈ OS [T ],

(3) λ : X
∼−→ X∨ is a principal polarization onX whose Rosati involution induces the automorphism

σ on OF via ι.

Up to OF -linear quasi-isogeny compatible with polarizations, there is a unique such triple

(X, ιX, λX) over S = Spec k̄. Let N = Nn = NF/F0,n be the (relative) unitary Rapoport–Zink space

of signature (1, n − 1), parameterizing hermitian OF -modules of signature (1, n − 1) within the

supersingular quasi-isogeny class. More precisely, N is the formal scheme over Spf OF̆ which rep-

resents the functor sending each S to the set of isomorphism classes of tuples (X, ι, λ, ρ), where the

framing ρ : X×S S̄ → X×Spec k̄ S̄ is an OF -linear quasi-isogeny of height 0 such that ρ∗((λX)S̄) = λS̄ .

Here S̄ := Sk̄ is the special fiber.

The Rapoport–Zink space N = Nn is formally locally of finite type and formally smooth of

relative dimension n− 1 over Spf OF̆ ([RZ96], [Mih, Proposition 1.3]).
10



2.2. The hermitian space V. Let E be the formal OF0-module of relative height 2 and dimension

1 over Spec k̄. Then D := End◦OF0
(E) := EndOF0

(E) ⊗ Q is the quaternion division algebra over

F0. We fix an F0-embedding ιE : F → D, which makes E into a formal OF -module of relative

height 1. We fix an OF0-linear principal polarization λE : E ∼−→ E∨. Then (E, ιE, λE) is a hermitian

OF -module of signature (1, 0). We have N1 ' Spf OF̆ and there is a unique lifting (the canonical

lifting) E of the formal OF -module E over Spf OF̆ , equipped with its OF -action ιE , its framing

ρE : Ek̄
∼−→ E, and its principal polarization λE lifting ρ∗E(λE). Define Ē to be the same OF0-module

as E but with OF -action given by ιĒ := ιE ◦ σ, and λĒ := λE, and similarly define Ē and λĒ .

Define

V = Vn := Hom◦OF (Ē,X) = HomOF (Ē,X)⊗Q

to be the space of special quasi-homomorphisms ([KR11, Definition 3.1]). Then V carries a F/F0-

hermitian form: for x, y ∈ V, the pairing (x, y) ∈ F is given by

(Ē x−→ X λX−→ X∨ y∨−→ Ē∨
λ−1
E−−→ Ē) ∈ End◦OF (Ē) = ιĒ(F ) ' F.

The hermitian space V is the unique (up to isomorphism) non-degenerate non-split F/F0-hermitian

space of dimension n. The space of special homomorphisms HomOF (Ē,X) is an integral hermitian

OF -lattice in V. The unitary group U(V)(F0) acts on the framing hermitian OF -module (X, ιX, λX)

(via the identification in [KR11, Lemma 3.9]) and hence acts on the Rapoport–Zink space N via

g(X, ι, λ, ρ) = (X, ι, λ, g ◦ ρ) for g ∈ U(V)(F0).

2.3. Kudla–Rapoport cycles Z(L). For any subset L ⊆ V, define the Kudla–Rapoport cycle (or

special cycle) Z(L) ⊆ N to be the closed formal subscheme which represents the functor sending

each S to the set of isomorphism classes of tuples (X, ι, λ, ρ) such that for any x ∈ L, the quasi-

homomorphism

ρ−1 ◦ x ◦ ρĒ : ĒS ×S S̄
ρĒ−→ Ē×Spec k̄ S̄

x−→ X×Spec k̄ S̄
ρ−1

−−→ X ×S S̄

extends to a homomorphism ĒS → X ([KR11, Definition 3.2]). Note that Z(L) only depends on

the OF -linear span of L in V.

2.4. Arithmetic intersection numbers Int(L). Let L ⊆ V be an OF -lattice of rank r ≥ 1. Let

x1, . . . , xr be an OF -basis of L. Since each Z(xi) is a Cartier divisor onN ([KR11, Proposition 3.5]),

we know that OZ(xi) ∈ F1K
Z(xi)
0 (N ) (see §1.8), and hence by [Zha21, (B.3)] we obtain

OZ(x1) ⊗L · · · ⊗L OZ(xr) ∈ FrK
Z(L)
0 (N ).

This is independent of the choice of the basis x1, . . . , xn by [How19, Corollary C] and hence is

a well-defined invariant of L itself. We will provide a different proof of this independence (see

Corollary 2.8.2) after recalling the structure of the reduced scheme of Z(L).

Definition 2.4.1. Define the derived Kudla–Rapoport cycle LZ(L) to be the image of OZ(x1) ⊗L

· · · ⊗L OZ(xr) in the r-th graded piece GrrK
Z(L)
0 (N ).
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Definition 2.4.2. When L ⊆ V has rank r = n, define the arithmetic intersection number

Int(L) := χ
(
N , LZ(L)),(2.4.2.1)

where χ denotes the Euler–Poincaré characteristic (§1.8). Notice that if L is not integral then Z(L)

is empty and hence Int(L) = 0.

Example 2.4.3 (The case rankL = 1). If rankL = 1, then by the theory of canonical lifting

([Gro86]), we have

Int(L) =
val(L) + 1

2
.

2.5. Generalized Deligne–Lusztig varieties YV . Let V be the unique (up to isomorphism)

kF /k-hermitian space of odd dimension 2d + 1. Define YV to be the closed kF -subvariety of the

Grassmannian Grd+1(V ) parameterizing subspaces U ⊆ V of dimension d + 1 such that U⊥ ⊆
U ([Vol10, (2.19)]). It is a smooth projective variety of dimension d, and has a locally closed

stratification

YV =
d⊔
i=0

XPi(wi),

where each XPi(wi) is a generalized Deligne–Lusztig variety of dimension i associated to a certain

parabolic subgroup Pi ⊆ U(V ) ([Vol10, Theorem 2.15]). The open stratum Y ◦V := XPd(wd) is a

classical Deligne–Lusztig variety associated to a Borel subgroup Pd ⊆ U(V ) and a Coxeter element

wd. Each of the other strata XPi(wi) is also isomorphic to a parabolic induction of a classical

Deligne–Lusztig variety of Coxeter type for a Levi subgroup of U(V ) ([HLZ19, Proposition 2.5.1]).

2.6. Minuscule Kudla–Rapoport cycles V(Λ). Let Λ ⊆ V be a vertex lattice. Then VΛ :=

Λ∨/Λ is a kF -vector space of dimension t(Λ), equipped with a (non-degenerate) kF /k-hermitian

form induced from V. Since V is a non-split hermitian space, the type t(Λ) is odd. Thus we have

the associated generalized Deligne–Lusztig variety YVΛ
of dimension (t(Λ) − 1)/2. The reduced

subscheme of the minuscule Kudla–Rapoport cycle V(Λ) := Z(Λ)red is isomorphic to YVΛ,k̄
1. In

fact Z(Λ) itself is already reduced ([LZ17, Theorem B]), so V(Λ) = Z(Λ).

2.7. The Bruhat–Tits stratification on N red. The reduced subscheme of N satisfies N red =⋃
Λ V(Λ), where Λ runs over all vertex lattices Λ ⊆ V. For two vertex lattices Λ,Λ′, we have

V(Λ) ⊆ V(Λ′) if and only if Λ ⊇ Λ′; and V(Λ) ∩ V(Λ′) is nonempty if and only if Λ + Λ′ is also

a vertex lattice, in which case it is equal to V(Λ + Λ′). In this way we obtain a Bruhat–Tits

stratification of N red by locally closed subvarieties ([VW11, Theorem B]),

N red =
⊔
Λ

V(Λ)◦, V(Λ)◦ := V(Λ)−
⋃

Λ(Λ′

V(Λ′).

Each Bruhat–Tits stratum V(Λ)◦ ' Y ◦
VΛ,k̄

is a classical Deligne–Lusztig variety of Coxeter type

associated to U(VΛ), which has dimension (t(Λ)− 1)/2. It follows that the irreducible components

of N red are exactly the projective varieties V(Λ), where Λ runs over all vertex lattices of maximal

1We naturally identify V with N0 in [VW11] and C in [KR11] via [KR11, Lemma 3.9]. Notice that V(Λ) in [VW11]

and [KR11] is the same as our V(Λ∨).
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type ([VW11, Corollary C]). The points in the 0-dimensional Bruhat–Tits strata, i.e., V(Λ) for type

1 vertex lattices Λ, are known as superspecial points.

For L ⊆ V be an OF -lattice of rank r ≥ 1. By [KR11, Proposition 4.1], the reduced subscheme

Z(L)red of a Kudla–Rapoport cycle Z(L) is a union of Bruhat–Tits strata,

(2.7.0.1) Z(L)red =
⋃
L⊆Λ

V(Λ).

When n ≥ 3, a point z ∈ N (k) is called super-general if there is no special homomorphism u

of valuation 0 such that z ∈ Z(u)(k). By (2.7.0.1), we know that z is super-general if and only

if z ∈ V(Λ)◦ for Λ a vertex lattice of type n. In particular, there is no super-general point on N
when n ≥ 3 is even.

2.8. Independence of the choice of the basis. We generalize the results of Terstiege [Ter13a,

Lemma 3.1, Proposition 3.2].

Lemma 2.8.1. Let x, y ∈ V = Vn be linearly independent. Then the sheaves Tor
ONn
i (OZ(x),OZ(y))

vanish for all i ≥ 1. In particular,

OZ(x) ⊗L OZ(y) = OZ(x) ⊗OZ(y).

Proof. The proof is similar to [Ter13a, Lemma 3.1]. Let z ∈ Nn(k) and let R = ONn,z be the local

ring at z. Let f, g ∈ R be the local equations at z of Z(x),Z(y) respectively. Then (cf. loc. cit.)

Tor
ONn
1 (OZ(x),OZ(y))z = ker (R/(g)

·f
// R/(g)),

and Tor
ONn
i (OZ(x),OZ(y))z = 0 for i > 1. We claim that f and g have no common divisor in the

regular ring R for every z ∈ Nn(k). The claim implies the desired vanishing of Tor1.

We prove the claim by induction on n. When n ≤ 3, this is known by the proof of [Ter13a,

Lemma 3.1]. Now assume that n ≥ 4.

Let V be the set of z ∈ Nn(k) where the local equations of Z(x) and Z(y) share a common

divisor.

First suppose that V contains a point z that is not super-general (§2.7). Choose u with valuation

0 such that z ∈ Z(u)(k). We may further assume that u is linearly independent from x and y. In

fact, if u ∈ 〈x, y〉F , we may choose a non-zero u′ ∈ 〈x, y〉⊥F such that z ∈ Z(u′)(k), and then we

replace u by u+u′. Denote by x[ (resp. y[) the orthogonal projection of x (resp. y) to 〈u〉⊥. Then

x[ and y[ remain linearly independent. The restrictions of Z(x) and Z(y) to Z(u) ' Nn−1 (cf.

(2.11.0.2)) are the special divisors Z(x[) and Z(y[). By our assumption z ∈ V, the local equations

at z ∈ Nn−1(k) of Z(x[) and Z(y[) share a common divisor. This contradicts the induction

hypothesis.

Now suppose that V consists of only super-general points. In particular, n is odd. Recall that the

difference divisor D(y) := Z(y)−Z(y/$) (as Cartier divisors) is effective and regular by [Ter13b].

We have an equality of Cartier divisors Z(y) =
∑

i≥0D(y/$i) (this is a locally finite sum). Let

z0 ∈ V and let Λ be the unique vertex lattice of type n such that z0 ∈ V(Λ)(k). Possibly replacing y

by y/$i for some i ≥ 0, we may assume that locally at z0 the divisor D(y) is a component of Z(x).
13



By the argument of [KR11, Lemma 3.6], the set of points z ∈ D(y)red where the local equations at

z of Z(x) and D(y) share a common divisor is open and closed in D(y)red. In fact we can directly

apply loc. cit by letting X be the formal completion of Nn along D(y)red and noting that the local

equation of D(y) is given by an irreducible element. It follows that there exists an irreducible

component of the scheme D(y) ∩ V(Λ), denoted by D0, passing through z0. Then D0(k) ⊂ V, and

D0 is closed subscheme of V(Λ). By our assumption on V, we have D0 ⊂ V(Λ)◦. However, by

[Lus76, Corollary 2.8], the open variety V(Λ)◦ is affine with dimV(Λ) = n−1
2 ≥ 2 and hence can

not have any positive dimensional projective irreducible subscheme (such as D0). Contradiction!

This completes the induction. �

Corollary 2.8.2. Let L ⊆ V be an OF -lattice of rank r ≥ 1. Let x1, . . . , xr be an OF -basis of L.

Then OZ(x1) ⊗L · · · ⊗L OZ(xr) ∈ K
Z(L)
0 (N ) is independent of the choice of the basis.

Proof. This is similar to [Ter13a, Proposition 3.2]. We can transform a basis into any other basis by

a suitable sequence of the following operations: permutations; the multiplication on a basis vector

by a unit in O×F ; for every pair (i, j), i 6= j, the substitution of xi by xi + αxj for α ∈ OF . �

2.9. Horizontal and vertical parts of Z(L).

Definition 2.9.1. A formal scheme Z over Spf OF̆ is called vertical (resp. horizontal) if $ is

locally nilpotent on Z (resp. flat over Spf OF̆ ). Clearly the formal scheme-theoretic union of two

vertical (resp. horizontal) formal subschemes of a formal scheme is also vertical (resp. horizontal).

We define the horizontal part ZH ⊆ Z to be the closed formal subscheme defined by the ideal

sheaf OZ [$∞] ⊆ OZ . Then ZH is the maximal horizontal closed formal subscheme of Z.

When Z is noetherian, there exists N � 0 such that $NOZ [$∞] = 0, and we define the

vertical part ZV ⊆ Z to be the closed formal subscheme defined by the ideal sheaf $NOZ . Since

OZ [$∞] ∩$NOZ = 0, we have a decomposition

Z = ZH ∪ ZV ,

as a union of horizontal and vertical formal subschemes. Notice that the horizontal part ZH is

canonically defined, while the vertical part ZV depends on the choice of N .

Lemma 2.9.2. Let L ⊆ V be a OF -lattice of rank r ≥ n− 1 such that LF is non-degenerate. Then

Z(L) is noetherian.

Proof. As a closed formal subscheme of the locally noetherian formal scheme N , we know that Z(L)

is locally noetherian. Since L has rank r ≥ n − 1, the number of vertex lattices Λ ⊆ V such that

L ⊆ Λ is finite. In fact, when r = n we have L ⊆ Λ ⊆ L∨; when r = n− 1 we have L1 ⊆ Λ ⊆ L∨1 ,

where L1 = L k 〈x〉 and 〈x〉 ⊆ L⊥F is an OF -lattice with val(x) � 0 (depending only on L). By

(2.7.0.1), we know that Z(L)red is a closed subset in finitely many irreducible components of N red.

Since each irreducible component of N red is quasi-compact, we know that Z(L) is quasi-compact,

hence noetherian. �
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By Lemma 2.9.2, for L ⊆ V an OF -lattice of rank r ≥ n − 1, we obtain a decomposition of the

Kudla–Rapoport cycle into horizontal and vertical parts

Z(L) = Z(L)H ∪ Z(L)V .

Again notice that the vertical part Z(L)V depends on the choice of an integer N � 0. Since the

choice of N is not important for our purpose we suppress it from the notation (cf. §5.2).

2.10. Finiteness of Int(L). The following result should be well-known to the experts.

Lemma 2.10.1. Let L ⊆ V be an OF -lattice of rank n. Then the formal scheme Z(L) is a proper

scheme over Spf OF̆ . In particular, Int(L) is finite.

Proof. The vertical part Z(L)V is a scheme by Lemma 5.1.1 below. We show that the horizontal

part Z(L)H is empty. If not, there exists z ∈ Z(L)(OK) for some finite extension K of F̆ . Let X
be the corresponding OF -hermitian module of signature (1, n − 1) over OK . Since L has rank n,

we know that X admits n linearly independent special homomorphisms x̃i : Ē → X , which gives

rise to an OF -linear isogeny

(x̃1, . . . , x̃n) : Ēn → X .

It then follows that the OF -action on X satisfies the Kottwitz signature condition (0, n) rather than

(1, n − 1) in characteristic 0, a contradiction. Thus Z(L)H is empty, and so Z(L) is a scheme.

Since Z(L)red is contained in finitely many irreducible components of N red and each irreducible

component of N red is proper over Spec k̄, it follows that the scheme Z(L) is proper over Spf OF̆ .

The finiteness of Int(L) then follows from the discussion before [Zha21, (B.4)]. �

2.11. A cancellation law for Int(L). Let M ⊂ Vn be a self-dual lattice of rank r. We may

choose the framing object (X, ιX, λX) of Nn−r, the framing object (X× Ēr, ιX× ιĒr , λX×λĒr) of Nn
and g ∈ U(Vn)(F0) such that the self-dual lattice HomOF (Ē, Ēr) ⊆ Hom◦OF (Ē,X× Ēr) is identified

with the self-dual lattice gM ⊆ Vn. Recall that U(Vn)(F0) naturally acts on Nn (§2.2). The map

(X, ι, λ, ρ) 7→ g−1(X × Ēr, ι× ιĒr , λ× λĒr , ρ× ρĒr) gives a closed embedding

δM : Nn−r // Nn ,(2.11.0.1)

which identifies Nn−r with the special cycle Z(M) ([RSZ18, Remark 4.5]). Let Vn = Vn−r k MF

be the induced orthogonal decomposition. For u ∈ Vn, denote by u[ the projection to Vn−r. If

u[ 6= 0, then the special divisor Z(u) intersects transversely with Nn−r and its pull-back to Nn−r
is the special divisor Z(u[). By [Zha21, Lemma B.2 (i)], we obtain

Nn−r
L
∩ Z(u) = Z(u[).(2.11.0.2)

Lemma 2.11.1. Let M ⊂ Vn be a self-dual lattice of rank r and L[ an integral lattice in Vn−r.
Then

Int(L[ kM) = Int(L[).

Proof. This follows from the equation (2.11.0.2) and the definition of Int by (2.4.2.1). �
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3. Local densities

In this section (except §3.4) we allow F0 to be a non-archimedean local field of characteristic not

equal to 2 (but possibly with residue characteristic 2), and F an unramified quadratic extension.

3.1. Local densities for hermitian lattices. Let L,M be two hermitianOF -lattices. Let RepM,L

be the scheme of integral representations of M by L, an OF0-scheme such that for any OF0-algebra

R,

RepM,L(R) = Herm(L⊗OF0
R,M ⊗OF0

R),(3.1.0.1)

where Herm denotes the set of hermitian module homomorphisms. The local density of integral

representations of M by L is defined to be

Den(M,L) := lim
N→+∞

#RepM,L(OF0/$
N )

qN ·dim(RepM,L)F0

.

Note that if L,M have rank n,m respectively and the generic fiber (RepM,L)F0 6= ∅, then n ≤ m

and

(3.1.0.2) dim(RepM,L)F0 = dim Um − dim Um−n = n · (2m− n).

3.2. Local Siegel series for hermitian lattices. Let k ≥ 0 be an integer. Let 〈1〉k be the

self-dual hermitian OF -lattice of rank k with hermitian form given the identity matrix 1k. Let L

be a hermitian OF -lattice of rank n. By [Hir98, Theorem II], Den(〈1〉n+k, L) is a polynomial in

(−q)−k with Q-coefficients (zero if L is not integral). A special case (see [KR11, p.677]) is

(3.2.0.3) Den(〈1〉n+k, 〈1〉n) =
n∏
i=1

(1− (−q)−iX)

∣∣∣∣
X=(−q)−k

.

Define the (normalized) local Siegel series of L to be the polynomial Den(X,L) ∈ Z[X] (Theorem

3.5.1) such that

Den((−q)−k, L) =
Den(〈1〉n+k, L)

Den(〈1〉n+k, 〈1〉n)
.

The local Siegel series satisfies a functional equation ([Hir12, Theorem 5.3])

(3.2.0.4) Den(X,L) = (−X)val(L) ·Den

(
1

X
,L

)
.

Definition 3.2.1. Define the central value of the local density to be

Den(L) := Den(1, L).

In particular, if val(L) is odd, then Den(L) = 0. In this case, define the central derivative of the

local density or derived local density by

∂Den(L) := − d

dX

∣∣∣∣
X=1

Den(X,L).

Notice that if L is not integral then Den(X,L) = 0 and hence ∂Den(L) = 0.
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Notice that by definition Den(M,L) only depends on the isometry classes of M and L, and hence

only depends on the fundamental invariants of M and L. In particular, Den(X,L) and ∂Den(L)

only depends on the fundamental invariants of L. Moreover, there is an analog of Lemma 2.11.1:

for any self-dual lattice M of rank(M) = m and any integral lattice L[ of rank(L[) = n, we have

Den(X,L[ kM) = Den(X,L[)

and therefore we obtain a cancellation law:

∂Den(L[ kM) = ∂Den(L[).(3.2.1.1)

3.3. Relation with local Whittaker functions. Let Λ = 〈1〉n be an self-dual hermitian OF -

lattice. Let L be a hermitian OF -lattice of rank n. Let T = ((xi, xj))1≤i,j≤n be the fundamental

matrix of an OF -basis {x1, . . . , xn} of L, an n × n hermitian matrix over F . Associated to the

standard Siegel–Weil section of the characteristic function ϕ0 = 1Λn and the unramified addi-

tive character ψ : F0 → C×, there is a local (generalized) Whittaker function WT (g, s, ϕ0) (see

§12.2, §12.3 for the precise definition). By [KR14, Proposition 10.1], when g = 1, it satisfies the

interpolation formula for integers s = k ≥ 0 (notice γp(V ) = 1 in the notation there),

WT (1, k, ϕ0) = Den(〈1〉n+2k, L).

So its value at s = 0 is

WT (1, 0, ϕ0) = Den(〈1〉n, L) = Den(L) ·Den(〈1〉n, 〈1〉n),

and its derivative at s = 0 is2

W ′T (1, 0, ϕ0) = ∂Den(L) ·Den(〈1〉n, 〈1〉n) · log q2.

Plugging in (3.2.0.3), we obtain

WT (1, 0, ϕ0) = Den(L) ·
n∏
i=1

(1− (−q)−i),(3.3.0.2)

W ′T (1, 0, ϕ0) = ∂Den(L) ·
n∏
i=1

(1− (−q)−i) · log q2.(3.3.0.3)

3.4. The local Kudla–Rapoport conjecture. Now we can state the main theorem of this arti-

cle, which proves the Kudla–Rapoport conjecture on the identity between arithmetic intersection

numbers of Kudla–Rapoport cycles and central derivatives of local densities. Recall that V = Vn
is the hermitian space defined in §2.2.

Theorem 3.4.1 (local Kudla–Rapoport conjecture). Let L ⊆ V be an OF -lattice of full rank n.

Then

Int(L) = ∂Den(L).

This will be proved in §8.2.

2In [KR14, Proposition 9.3], the factor log p should be log p2.
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Remark 3.4.2. In the notation of §3.3, it follows immediately from Theorem 3.4.1 and (3.3.0.3)

that

Int(L) =
W ′T (1, 0, ϕ0)

log q2
·
n∏
i=1

(1− (−q)−i)−1.

3.5. Formulas in terms of weighted lattice counting: Theorem of Cho–Yamauchi. Define

weight factors

m(a;X) :=

a−1∏
i=0

(1− (−q)iX), m(a) := − d

dX

∣∣∣∣
X=1

m(a;X) =

a−1∏
i=1

(1− (−q)i),

where by convention m(0;X) = 1 and m(0) = 0, m(1) = 1. Then we have the following explicit

formula for the local Siegel series.

Theorem 3.5.1 (Cho–Yamauchi). The following identity holds:

Den(X,L) =
∑

L⊂L′⊂L′∨
X2`(L′/L) ·m(t(L′);X),

where the sum runs over all integral lattices L′ ⊃ L. Here

`(L′/L) := lengthOF L
′/L.

Proof. This is proved the same way as in the orthogonal case [CY20, Corollary 3.11], using the

following hermitian analogue of [Kit93, §5.6 Exercise 4]. Let U be an Fq2/Fq-hermitian space of

dimension n whose radical has dimension a. Let V be a (non-degenerate) Fq2/Fq-hermitian space

of dimension m ≥ n. Then the number of isometries from U to V is equal to

qn(2m−n) ·
n+a−1∏
i=0

(1− (−q)i−m).

Writing m = n+ k, this is equal to

qn(2m−n) ·Den(〈1〉n+k, 〈1〉n) ·m(a; (−q)−k),

which explains the correct weight factor m(a;X) appearing in the theorem.

We remark that since F/F0 is unramified, the analogue of the smoothness theorem [CY20,

Theorem 3.9] is valid in the hermitian case even when the residue characteristic is p = 2, as [GY00,

Lemma 5.5.2] is still valid for p = 2 by [GY00, §9]. �

Example 3.5.2 (The case rankL = 1). If rankL = 1, the formula specializes to

Den(X,L) =

val(L)∑
i=0

(−X)i.

In particular, if val(L[) is odd, we obtain Den(L) = 0 and

∂Den(L) =
val(L) + 1

2
.

Also note that if L′ ⊃ L, then val(L′) and val(L) have the same parity (see §1.7). In particular,

if val(L) is odd, then t(L′) > 0 and hence m(t(L′); 1) = 0. Thus we obtain the following explicit

formula for ∂Den(L).
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Corollary 3.5.3. If val(L) is odd, then

∂Den(L) =
∑

L⊂L′⊂L′∨
m(t(L′)).

3.6. Some special cases. Since m(a; (−q)−k) = 0 if 0 ≤ k ≤ (a− 1), we also obtain

Corollary 3.6.1. For k ≥ 0,

Den((−q)−k, L) =
∑

L⊂L′⊂L′∨
t(L′)≤k

q−2`(L′/L)k ·m(t(L′); (−q)−k)

In particular, for k = 0,

(3.6.1.1) Den(L) = Den(1, L) =
∑

L⊂L′⊂L′∨
t(L′)=0

1 = #{L′ self-dual : L ⊆ L′}.

For k = 1,

1

vol(L)
Den((−q)−1, L) =

∑
L⊂L′⊂L′∨
t(L′)=0

1 +
∑

L⊂L′⊂L′∨
t(L′)=1

(1 + q−1)
1

vol(L′)
.(3.6.1.2)

Corollary 3.6.2. The following identities hold:

Den(−q, L) =
∑

L⊂L′⊂L′∨
[L′ : L] ·m(t(L′) + 1),(3.6.2.1)

and

Den(−q, L) =
1

vol(L)
Den((−q)−1, L).(3.6.2.2)

Proof. The first part follows from Theorem 3.5.1 and the fact that

m(t(L′);−q) = m(t(L′) + 1).

The second part follows from the functional equation (3.2.0.4). �

3.7. An induction formula.

Proposition 3.7.1. Let L[ be a hermitian OF -lattice of rank n − 1 with fundamental invariants

(a1, · · · , an−1). Let L = L[ + 〈x〉 and L′ = L[ + 〈$−1x〉 where x ⊥ L[ with val(x) > an−1. Then

Den(X,L) = X2Den(X,L′) + (1−X)Den(−qX,L[).

This is [Ter13a, Theorem 5.1] in the hermitian case, and Katsurada [Kat99, Theorem 2.6 (1)] in

the orthogonal case (see also [CY20]).
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4. Horizontal parts of Kudla–Rapoport cycles

4.1. Quasi-canonical lifting cycles. Let 〈y〉 ⊆ V2 be a rank one OF -lattice. By [KR11, Propo-

sition 8.1], we have a decomposition as Cartier divisors on N2,

Z(y) =

bval(y)/2c∑
i=0

Zval(y)−2i.

Here Zs (s ≥ 0) is the quasi-canonical lifting cycle of level s on N2, the horizontal divisor cor-

responding to the quasi-canonical lifting of level s of the framing object (X, ιX, λX) of N2 (the

quasi-canonical lifting of level s = 0 is the canonical lifting). We define the primitive part of Z(y)

to be

Z(y)◦ := Zval(y) ⊆ Z(y).

Let OF,s = OF0 +$sOF ⊆ OF . Let F̆s be the finite abelian extension of F̆ corresponding to the

subgroup O×F,s under local class field theory. Let OF̆ ,s be the ring of integers of the ring class field

F̆s. Then OF̆ ,0 = OF̆ , and the degree of OF̆ ,s over OF̆ is equal to qs(1 + q−1) when s ≥ 1. We have

Zs ∼= Spf OF̆ ,s.

4.2. Horizontal cycles. Let M [ ⊆ Vn be an integral hermitian OF -lattice of rank n − 1. When

t(M [) ≤ 1, we may find a rank n − 2 self-dual OF -lattice Mn−2, and a rank one OF -lattice 〈y〉,
such that we have an orthogonal direct sum decomposition

M [ = Mn−2 k 〈y〉.

Let M⊥n−2,F ⊆ Vn be the orthogonal complement of Mn−2,F in Vn. Then we have an isomorphism

M⊥n−2,F ' V2, and thus an isomorphism (see §2.11)

Z(Mn−2) ' N2.

Under this isomorphism, we can identify the Cartier divisor Z(M [) ⊆ Z(Mn−2) with the Cartier

divisor Z(y) ⊆ N2.

We define the primitive part Z(M [)◦ ⊆ Z(M [) to be the primitive part Z(y)◦ ⊆ Z(y) under

the above identification. Since val(y) = val(M [), we have a decomposition as Cartier divisors on

Z(Mn−2),

(4.2.0.1) Z(M [) '
bval(M[)/2c∑

i=0

Zval(M[)−2i,

and we can characterize Z(M [)◦ as the unique component of Z(M [) isomorphic to Zval(M[) (the

component of the maximal degree). In particular, Z(M)◦ is independent of the choice of the

self-dual lattice Mn−2 and we have

(4.2.0.2) degOF̆
(Z(M [)◦) =

1, t(M [) = 0,

vol(M [)−1(1 + q−1), t(M [) = 1.
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Theorem 4.2.1. Let L[ ⊆ Vn be a hermitian OF -lattice of rank n− 1. Then

(4.2.1.1) Z(L[)H =
⋃

L[⊆M[⊆(M[)∨

t(M[)≤1

Z(M [)◦.

Moreover, the identity

(4.2.1.2) OZ(L[)H
=

∑
L[⊆M[⊆(M[)∨

t(M[)≤1

OZ(M[)◦

holds in Grn−1K
Z(L[)H
0 (Nn).

Lemma 4.2.2. The primitive cycles Z(M [)◦ on the right-hand-side of (4.2.1.1) are all distinct.

Proof. If not, suppose Z(M [
1)◦ = Z(M [

2)◦. Let M [ = M [
1 + M [

2, which also has type t(M [) ≤ 1.

Then by definition we have Z(M [) = Z(M [
1) ∩ Z(M [

2). By the assumption Z(M [
1)◦ = Z(M [

2)◦ we

know that Z(M [
i )
◦ ⊆ Z(M [) (for i = 1, 2). So by (4.2.0.1) the inclusion Z(M [

i )
◦ ' Zval(M[

i ) ⊆
Z(M [) implies that val(M [

i ) ≤ val(M [). But M [ ⊇M [
i , it follows that M [ = M [

i , and so M [
1 = M [

2,

a contradiction. �

Theorem 4.2.1 will be proved in §4.5. By Lemma 4.2.2, we know that (4.2.1.1) implies (4.2.1.2).

It is clear from construction that in (4.2.1.1) the right-hand-side is contained in the left-hand-side.

To show the reverse inclusion, we will use the Breuil modules and Tate modules, to be explained

in next two sections.

4.3. Breuil modules. First let us review the (absolute) Breuil modules ([Bre00], [Kis06, Appen-

dix], [BC09, §12.2]). Let W = W (k̄) be the ring of Witt vectors. Let OK be a totally ramified exten-

sion of W of degree e defined by an Eisenstein polynomial E(u) ∈W [u] (i.e., W [u]/(E(u)) ∼= OK).

Let S be Breuil’s ring, the p-adic completion of W [u][E(u)i

i! ]i≥1 (the divided power envelope of W [u]

with respect to the ideal (E(u)). The ring S is local and W -flat, and S/uS ∼= W . Let Fil1S ⊆ S be

the ideal generated by all E(u)i

i! . Then S/Fil1S ∼= OK . For a p-divisible group G over OK , we have

its Breuil module M (G) = D(G)(S), where D(G) is the (covariant) Dieudonné crystal of G. It is

a finite free S-module together with an S-submodule Fil1M (G), and a φS-linear homomorphism

φM : Fil1M (G)→ G satisfying certain conditions. By Breuil’s theorem, the functor G 7→M (G) =

D(G)(S) is an equivalence of categories between p-divisible groups over OK and Breuil modules

([Kis06, Proposition A.6]). The classical Dieudonné module M(Gk̄) of the special fiber Gk̄ is given

by D(Gk̄)(W ) = D(G)(S) ⊗S W = M (G)/uM (G), with Hodge filtration Fil1M(Gk̄) equal to the

image of Fil1M (G). We also have D(G)(OK) = D(G)(S)⊗S OK = M (G)⊗S OK .

For$-divisibleOF0-modules, one has an analogous theory of relative Breuil modules (see [Hen16])

by replacing W = W (k̄) with OF̆ = WOF0
(k̄), and by defining S to be the $-adic completion of

the OF0-divided power envelope (in the sense of [Fal02]) of OF̆ [u] with respect to the ideal (E(u)).

4.4. Tate modules. Let K be a finite extension of F̆ . Let z ∈ Nn(OK) and let G be the corre-

sponding OF -hermitian module of signature (1, n− 1) over OK . Let

L := HomOF (TpĒ , TpG),
21



where Tp(−) denotes the integral p-adic Tate modules. Since the polarizations λG and λĒ are

principal, we know that L is a self-dual OF -hermitian lattice of rank n under the hermitian form

{x, y} ∈ OF given by

(TpĒ
x−→ TpG

λG−−→ TpG
∨ y∨−→ TpĒ∨

λ∨Ē−−→ TpĒ) ∈ EndOF (TpĒ) ∼= OF .

There are two injective OF -linear homomorphisms (preserving their hermitian forms)

HomOF (E , G)

iK

uu

ik

))

L = HomOF (TpĒ , TpG) Vn = Hom◦OF (Ē,Xn),

where the right map ik is induced by the reduction to Spec k̄ and the framings ρĒ and ρz : Gk → Xn
corresponding to E and z ∈ Nn(OK) respectively. These extend to F -linear homomorphisms (still

denoted by the same notation)

(4.4.0.1) Hom◦OF (E , G)

iK

yy

ik

%%

LF Vn.

Lemma 4.4.1. The following identity holds:

HomOF (E , G) = i−1
K (L),(4.4.1.1)

Proof. We may identify Hom◦OF (E , G) as subspaces of the bottom two vector spaces. So

i−1
K (L) ∼= L ∩Hom◦OF (E , G)

where the intersection is taken inside the F -vector space LF . By [Tat67, Theorem 4, Corollary 1],

iK induces an isomorphism

HomOF (E , G) ∼= HomOF [ΓK ](TpE , , TpG),

where ΓK = Gal(K/K), and so an isomorphism

Hom◦OF (E , G) ∼= HomOF [ΓK ](VpE , , VpG),

where Vp(−) denotes the rational p-adic Tate module. Thus we obtain

L ∩Hom◦OF (E , G) ∼= HomOF (TpE , TpG) ∩HomOF [ΓK ](VpE , VpG)

= HomOF [ΓK ](TpE , , TpG)

∼= HomOF (E , G),

which proves the result. �

Let M ⊆ Vn be an OF -lattice (of arbitrary rank). By definition we have z ∈ Z(M)(OK) if and

only if M ⊆ ik̄(HomOF (E , G)). It follows from Lemma 4.4.1 that z ∈ Z(M)(OK) if and only if

M ⊆ ik(i
−1
K (L)).(4.4.1.2)
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4.5. Proof of Theorem 4.2.1. Let z ∈ Z(L[)(OK) and let G be the corresponding OF -hermitian

module of signature (1, n− 1) over OK . By (4.4.1.2), we know that

L[ ⊆ ik(i
−1
K (L)).

Define M [ := L[F ∩ ik(i
−1
K (L)). By (4.4.1.2) again, we obtain that z ∈ Z(M [)(OK). Moreover, the

diagram (4.4.0.1) induces an isomorphism

M [ ∼
// L ∩ iK(i−1

k
(L[F )).

Set W = iK(i−1
k

(L[F )). Then it has the same dimension as L[F .

Lemma 4.5.1. Assume that L is a self-dual OF -hermitian lattice of rank n and W ⊂ LF is a

vector subspace of dimension n− 1. Let M [ := W ∩ L. Then t(M [) ≤ 1.

Proof. Since M [ = W ∩ L, we know that L/M [ is a free OF -module of rank one. Hence we may

write L = M [ + 〈x〉 for some x ∈ L. Choose an orthogonal basis {e1, . . . , en−1} of M [ such that

(ei, ei) = $ai . The fundamental matrix of {e1, . . . , en−1, x} has the form

T =


$a1 (e1, x)

$a2 (e2, x)
. . .

...

(x, e1) (x, e2) · · · (x, x)

 .

If t(M [) ≥ 2 (i.e., at least two ai’s are > 0 ), then the rank of T mod $ is at most n−1, contradicting

that L is self-dual. �

It follows from Lemma 4.5.1 that z ∈ Z(M [)(OK) is a quasi-canonical lifting contained in the

right-hand-side of (4.2.1.1). By construction, M [ is the largest lattice in L[F contained in ik(i
−1
K (L)),

thus in fact we have z ∈ Z(M [)◦(OK) by the equation (4.4.1.2). Therefore the OK-points of both

sides of (4.2.1.1) are equal.

To finish the proof of Theorem 4.2.1, by the flatness of both sides of (4.2.1.1) it remains to check

that the OK [ε]-points of both sides are equal (where ε2 = 0). By Lemma 4.2.2, each OK-point

on the right-hand-side of (4.2.1.1) lifts uniquely to an OK [ε]-point. Thus it remains to show that

for each z ∈ Z(L[)(OK), there is a unique lift of z in Z(L[)(OK [ε]). Let D(G) be the (covariant)

OF0-relative Dieudonné crystal of G. The action of OF via ι : OF → End(G) induces an action

OF ⊗OF0
OK ' OK ⊕ OK on D(G)(OK), and hence a Z/2Z-grading on D(G)(OK). Let A =

gr0D(G)(OK) be the 0th graded piece of D(G)(OK), a free OK-module of rank n. By the Kottwitz

signature condition, it is equipped with an OK-hyperplane H = Fil1A := Fil1D(G)(OK) ∩A (as

usual, hyperplane means a free direct summand of rank n−1). The OK-hyperplane H contains the

image of L[ under the identification of [KR11, Lemma 3.9]. Let Ã = gr0D(G)(OK [ε]). Since the

kernel of OK [ε]→ OK has a nilpotent divided power structure, by Grothendieck–Messing theory, a

lift z̃ ∈ Z(L[)(OK [ε]) of z corresponds to an OK [ε]-hyperplane H̃ of Ã lifting the OK-hyperplane

H of A and contains the image of L[ in Ã (cf. [LZ17, Theorem 3.1.3], [KR11, Proof of Proposition

3.5]). Since L[ ⊆ HomOF (Ē , G) has rank n− 1, by Breuil’s theorem (§4.3) we know that the image

of L[ in gr0D(G)(S) has rank n − 1 over S and thus its image in the base change A has rank
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n − 1 over OK . Hence the OK [ε]-hyperplane H̃ is the unique OK [ε]-hyperplane containing the

OK [ε]-submodule of rank n − 1 spanned by the image of L[ in Ã . Hence the lift z̃ is unique as

desired.

4.6. Relation with the local density. Notice that degOF̆
(Z(L[)H ) is equal to the degree of the

0-cycle Z(L[)F̆ in the generic fiber NF̆ of the Rapoport–Zink space, which may be interpreted as

a geometric intersection number on the generic fiber. We have the following identity between this

geometric intersection number and a local density.

Corollary 4.6.1. degOF̆
(Z(L[)H ) = vol(L[)−1Den((−q)−1, L[) = Den(−q, L[).

Proof. The first equality follows immediately from Theorem 4.2.1, Equation (4.2.0.2), and Equation

(3.6.1.2). The second equality follows from the functional equation (3.6.2.2). �

Remark 4.6.2. Using the p-adic uniformization theorem (§13.1) and the flatness of the horizontal

part of the global Kudla–Rapoport cycles, one may deduce from Corollary 4.6.1 an identity between

the geometric intersection number (i.e. the degree) of a special 0-cycle on a compact Shimura variety

associated to U(n, 1) and the value of a Fourier coefficient of a coherent Siegel Eisenstein series on

U(n, n) at the near central point s = 1/2. This should give a different proof (of a unitary analogue)

of a theorem of Kudla [Kud97a, Theorem 10.6] for compact orthogonal Shimura varieties.

5. Vertical parts of Kudla–Rapoport cycles

5.1. The support of the vertical part Z(L[)V . Let L[ be an OF -lattice of rank n − 1 in Vn.

Recall that Z(L[)V is the vertical part of the Kudla–Rapoport cycle Z(L[) ⊆ Nn (§2.9).

Lemma 5.1.1. Z(L[)V is supported on N red
n , i.e., OZ(L[)V

is annihilated by a power of the ideal

sheaf of N red
n ⊆ Nn.

Proof. If not, we may find an affine formal curve C = Spf R (i.e., an affine formal scheme of

dimension 1) as a closed formal subscheme of Z(L[)V such that Cred consists of a single point

z ∈ N red
n . The universal p-divisible OF0-module Xuniv over Nn pulls back to a p-divisible OF0-

module Xη over a geometric generic point η of SpecR. Since Cred = {z}, we know that the p-

divisible OF0-module Xη is not supersingular. Otherwise, if Xη is supersingular, then Xη corresponds

to a geometric point ofN red
n −{z} (we may identify the complete local ring ONn,z ofNn at z with the

complete local ring at a closed point of the integral model of a unitary Shimura variety and identify

ON red
n ,z with the complete local ring of the supersingular locus), and hence a geometric point of

Cred − {z}, which is impossible. On the other hand, if L[ = 〈x1, . . . , xn−1〉, then Xη admits n − 1

linearly independent special homomorphisms x̃i : Ēη → X , which gives rise to a homomorphism

(x̃1, . . . , x̃n−1) : Ēn−1
η → Xη.

Since η has characteristic p, by the Dieudonné–Manin classification we know that Xη is isogenous to

Ēn−1
η ×X ′η for X ′η a p-divisible OF0-module of relative height 2 and dimension 1 with an OF -action.

It follows that X ′η is supersingular, and so Xη itself is also supersingular, a contradiction. �
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5.2. Horizontal and vertical parts of LZ(L[). Since Z(L[)H is one dimensional, the inter-

section Z(L[)H ∩ Z(L[)V must be zero dimensional (if non-empty). It follows that there is a

decomposition of the (n− 1)-th graded piece

Grn−1K
Z(L[)
0 (Nn) = Grn−1K

Z(L[)H
0 (Nn)⊕Grn−1K

Z(L[)V
0 (Nn).(5.2.0.1)

Definition 5.2.1. The decomposition (5.2.0.1) induces a decomposition of the derived Kudla–

Rapoport cycle into horizontal and vertical parts

LZ(L[) = LZ(L[)H + LZ(L[)V ∈ Grn−1K
Z(L[)
0 (Nn).

From this decomposition, we see that even though the vertical part Z(L[)V depends on the choice

of an integer N � 0 (§2.9), the element LZ(L[)V ∈ Grn−1K
Z(L[)
0 (Nn) is canonical and independent

of the choice of N .

Since Z(L[)H has the expected dimension, the first summand LZ(L[)H is represented by the

structure sheaf of Z(L[)H by [Zha21, Lemma B.2 (ii)]. Abusing notation we shall write the sum

as

LZ(L[) = Z(L[)H + LZ(L[)V .(5.2.1.1)

By Lemma 5.1.1, we have a change-of-support homomorphism

Grn−1K
Z(L[)V
0 (Nn) // Grn−1K

N red
n

0 (Nn).

Abusing notation we will also denote the image of LZ(L[)V in the target by the same symbol.

Corollary 5.2.2. There exist finitely many curves Ci ⊆ N red
n and multCi ∈ Q such that

LZ(L[)V =
∑
i

multCi [OCi ] ∈ Grn−1K
N red
n

0 (Nn).

Proof. It follows immediately from Lemma 5.1.1, where the finiteness of such curves Ci is due to

Lemma 2.9.2. �

5.3. The Tate conjecture for certain Deligne–Lusztig varieties. Consider the generalized

Deligne–Lusztig variety Yd := YV and the classical Deligne–Lusztig variety Y ◦d := Y ◦V as defined

in §2.5, where V is the unique kF /k-hermitian space of dimension 2d + 1. Recall that we have a

stratification

Yd =
d⊔
i=0

XPi(wi).

Let

X◦i := XPi(wi), Xi := X◦i =

i⊔
m=0

X◦m.

Then X◦i is a disjoint union of isomorphic copies of the classical Deligne–Lusztig variety Y ◦i , and

each irreducible component of Xi is isomorphic to Yi.

For any kF -variety S, we write Hj(S)(i) := Hj(Sk̄F ,Q`(i)) (` 6= p is a prime). Let F = FrkF be

the q2-Frobenius acting on Hj(S)(i).
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Lemma 5.3.1. For any d, i ≥ 0 and s ≥ 1, the action of Fs on the following cohomology groups

are semisimple, and the space of Fs-invariants is zero when j ≥ 1.

(i) H2j(Y ◦d )(j).

(ii) H2j(X◦i )(j).

(iii) H2j(Yd −Xi)(j).

Proof. (i) By [Lus76, 7.3 Case 2A2n] (notice the adjoint group assumption is harmless due to [Lus76,

1.18]), we know that there are exactly 2d + 1 eigenvalues of F on H∗c (Y ◦d ), given by (−q)m where

m = 0, 1, . . . , 2d, and the eigenvalue (−q)m appear exactly in Hj
c (Y ◦d ) for j = bm/2c + d. By the

Poincare duality, we have a perfect pairing

H2d−j
c (Y ◦d )×Hj(Y ◦d )(d)→ H2d

c (Y ◦d )(d) ' Q`.

Thus the eigenvalues of F on H2j(Y ◦d )(j) are given by q2(d−j) times the inverse of the eigenvalues

in H
2(d−j)
c (Y ◦d ), which is equal to {(−q)2j , (−q)2j−1} when d ≥ 2j > 0, and {(−q)2j = 1} when

j = 0. Hence the eigenvalue of Fs is never equal to 1 when j ≥ 1. The semisimplicity of the action

of Fs follows from [Lus76, 6.1].

(ii) It follows from (i) since X◦i is a disjoint union of Y ◦i .

(iii) It follows from (ii) since Yd −Xi =
⊔d
m=i+1X

◦
m. �

Theorem 5.3.2. For any 0 ≤ i ≤ d and any s ≥ 1, we have

(i) The space of Tate classes H2i(Yd)(i)
Fs=1 is spanned by the cycle classes of the irreducible com-

ponents of Xd−i. In particular, the Tate conjecture ([Tat65, Conjecture 1], or [Tat94, Conjecture

T i]) holds for Yd.

(ii) Let H2i(Yd)(i)1 ⊆ H2i(Yd)(i) be the the generalized eigenspace of Fs for the eigenvalue 1. Then

H2i(Yd)(i)1 = H2i(Yd)(i)
Fs=1.

Proof. The assertion is clear when i = 0. Assume i > 0. Associated to the closed embedding

Xd−i ↪→ Yd we have a long exact sequence

(5.3.2.1) · · · → Hj
Xd−i

(Yd)→ Hj(Yd)→ Hj(Yd −Xd−i)→ Hj+1
Xd−i

(Yd)→ · · ·

Take j = 2i. We have a Gysin isomorphism

(5.3.2.2)
⊕

Z∈Irr(Xd−i)

H0(Z)
∼−→ H2i

Xd−i
(Yd)(i),

where the sum runs over all the irreducible components of Xd−i. By (5.3.2.2) and Lemma 5.3.1,

the actions of Fs on H2i
Xd−i

(Yd) and H2i(Yd −Xd−i) are semisimple, and thus

H2i
Xd−i

(Yd)(i)1 = H2i
Xd−i

(Yd)(i)
Fs=1, H2i(Yd −Xd−i)(i)1 = H2i(Yd −Xd−i)(i)

Fs=1.

Taking the i-th Tate twist and taking the generalized eigenspace of Fs for the eigenvalue 1 of

(5.3.2.1), we obtain a 3-term exact sequence

H2i
Xd−i

(Yd)(i)
Fs=1 → H2i(Yd)(i)1 → H2i(Yd −Xd−i)(i)

Fs=1.
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The last term is 0 by Lemma 5.3.1 (iii) as i > 0. Thus H2i(Yd)(i)1 = H2i(Yd)(i)
Fs=1, and we have

a surjection onto Tate classes⊕
Z∈Irr(Xd−i)

H0(Z) ' H2i
Xd−i

(Yd)(i)
Fs=1 � H2i(Yd)(i)

Fs=1.

So H2i(Yd)(i)
Fs=1 is spanned by the cycle classes of the irreducible components of Xd−i. �

Let us come back to the situation of §5.1.

Corollary 5.3.3. There exists finitely many Deligne–Lusztig curves Ci ⊆ N red
n (i.e., Ci = V(Λ)

for a vertex lattice Λ of type 3) and multCi ∈ Q, such that for any x ∈ Vn \ L[F ,

χ(Nn, LZ(L[)V
L
∩ Z(x)) =

∑
i

multCi · χ(Nn, Ci
L
∩ Z(x)).

Proof. By the Bruhat–Tits stratification of N red
n (§2.7), any curve C in N red

n lies in some Deligne–

Lusztig variety V(Λ) ∼= Yd for a vertex lattice Λ. By Theorem 5.3.2 (for i = d− 1), the cycle class

of such a curve C can be written as a Q-linear combination of the cycle classes of Deligne–Lusztig

curves on V(Λ). Notice that χ(N , C
L
∩ Z(x)) only depends on the cycle class of C. In fact, since

Z(x) is a Cartier divisor on Nn, V(Λ)
L
∩ Z(x) is explicitly represented by the two-term complex of

locally free sheaves

[ONn(−Z(x))|V(Λ) → ONn |V(Λ)] ∈ F1K0(V(Λ)).

Hence by [Zha21, (B.3)], χ(N , C
L
∩ Z(x)) only depends on the image of OC in Grd−1K0(V(Λ))Q ∼=

Chd−1(V(Λ))Q, and the image of V(Λ)
L
∩ Z(x) in Gr1K0(V(Λ))Q ∼= Ch1(V(Λ))Q. As the cycle class

map intertwines the intersection product and the cup product, cf. (6.4.0.1), we know that χ(N , C
L
∩

Z(x)) only depends on the cycle class of C. The result then follows from Corollary 5.2.2. �

5.4. The vertical cycle in the case n = 3, and Theorem 3.4.1 in the case n = 2. Now let

n = 3, and let L[ ⊂ V3 be a rank two integral lattice. Denote by Vertt(L[) the set of vertex lattices

Λ of type t containing L[. For any integral lattice Λ, we denote L[Λ := L[F ∩Λ, which is an integral

lattice in L[F .

Theorem 5.4.1. (i) Let L[ ⊂ V3 be a rank two lattice. Then the following identity

Z(L[)V =
∑

Λ∈Vert3(L[)

multL[(Λ) · V(Λ),

holds in Gr2K
Z(L[)V
0 (N3), where

multL[(Λ) = #{L′[ | L[ ⊂ L′[ ⊂ L[Λ}.

Similarly, the following identity

LZ(L[)V =
∑

Λ∈Vert3(L[)

multL[(Λ) · V(Λ)

holds in Gr2K
Z(L[)V
0 (N3).
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(ii) Theorem 3.4.1 holds when n = 2, i.e., Int(L[) = ∂Den(L[) for all L[ ⊂ V2.

Remark 5.4.2. (i) Part (ii) is known by [KR11, Theorem 1.1]. However, our proof is logically

independent from loc. cit..

(ii) Later we will only need (in the proof of Lemma 6.2.1) a very special case of part (i) of Theorem

5.4.1, i.e., the minuscule case in the proof below.

We first establish two lemmas. The first one is trivial and we state it because it will be used

repeatedly.

Lemma 5.4.3. Let e ∈ V3 be a unit-normed vector. Then there is a unique vertex lattice Λe of

type 1 in V3 containing e. Moreover, if L ⊂ V3 is any integral lattice (not necessarily of full rank)

and e ∈ L, then L ⊂ Λe.

Proof. The hermitian space 〈e〉⊥ ⊂ V3 is two dimensional and non-split, hence has a unique maximal

integral lattice Λ[ (consisting of all vectors with integral norms). Then we see that Λe = 〈e〉 k Λ[

has the desired property. �

Lemma 5.4.4. Fix Λ0 ∈ Vert3(L[). Then there exists a vector e ∈ V3 with unit norm such that,

when denoting M = 〈e〉,
(i) The lattice Λ0 +M is equal to the vertex lattice Λe of type 1 in Lemma 5.4.3, and Λe = L[Λe⊕M ;

(ii) Λ0 = L[Λ0
+$M and L[Λ0

= L[Λe;

(iii) For any other Λ 6= Λ0 in Vert3(L[ +$M), the lattice L[Λ is equal to L[$Λ∨e
and is a sub-lattice

of L[Λ0
= L[Λe of colength one;

(iv) For any lattice L′[ such that L[ ⊂ L′[ ⊂ L[Λe, we have

t(L′[ ⊕M) =

2, if L′[ ⊂ L[$Λ∨e
,

1, otherwise.

Remark 5.4.5. Before presenting the proof, we indicate the geometric picture of the lemma. The

reduced scheme Z(L[)red of Z(L[) is a (connected, a fact we do not need) union of the curves

V(Λ) for Λ ∈ Vert3(L[). The lemma implies that, on any given irreducible component V(Λ0),

there exists a (superspecial) point V(Λe), such that among all the curves V(Λ) ⊂ Z(L[)red passing

through V(Λe) (noting that such Λ necessarily belongs to Vert3(L[ +$M) due to the implication

V(Λe) ⊂ V(Λ) =⇒ e ∈ Λ∨ =⇒ $e ∈ Λ), the given one V(Λ0) has the (strictly) largest associated

lattice L[Λ0
. This suggests the possibility to determine the multiplicity multL[(Λ) by induction on

[L[Λ0
: L[].

Proof. There exist vectors with valuation one in the lattice L[Λ0
. Otherwise, choose an orthogonal

basis {e1, e2} of L[Λ0
and choose e3 ∈ Λ0 such that Λ0 = L[Λ0

⊕ 〈e3〉. Consider the fundamental

matrix of the basis {e1, e2, e3} of Λ0

T =

(e1, e1) 0 (e1, e3)

0 (e2, e2) (e2, e3)

(e3, e1) (e3, e2) (e3, e3)

 .
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Since t(Λ0) = 3, every entry of T is divisible by $. Moreover, we have val(e1) ≥ 2 and val(e2) ≥ 2.

It follows that val(det(T )) ≥ 4, contradicting val(det(T )) = 3.

Now we pick a vector x of valuation one in L[Λ0
and denote by E the rank one lattice 〈x〉. Then

L[Λ0
splits as an orthogonal direct sum

L[Λ0
= E kM ′

where M ′ is a rank one lattice.

We claim that there exists a vector e ⊥ E such that

(a)The norm of e is a unit;

(b)Denoting M = 〈e〉, then the rank two lattice M ′ ⊕M is self-dual;

(c)Λ0 = E k (M ′ ⊕$M).

To show the claim, we consider the two dimensional subspace 〈x〉⊥F . From val(x) = 1, it follows

that 〈x〉⊥F is a split hermitian space, and Λ0 is an orthogonal direct sum EkE⊥ for a vertex lattice

E⊥ of type 2 in 〈x〉⊥F . Consider the two dimensional kF -vector space V := $−1E⊥/E⊥ with the

induced hermitian form. The q + 1 isotropic lines in V are bijective to self-dual lattices containing

E⊥. Since the lattice M ′ is saturated in E⊥, the image of $−1M ′ in V is non-zero. Hence there

exists an isotropic line not containing the image of $−1M ′ in V . Or equivalently, there exists a

self-dual lattice Ξ ⊂ 〈x〉⊥F containing E⊥ but not $−1M ′ (i.e., the rank one lattice M ′ remains

saturated in Ξ). Finally, we choose a unit-normed e lifting a generator of the free OF -module Ξ/M ′

of rank one. It is easy to verify that such a vector e satisfies all the conditions (a), (b) and (c) and

this proves the claim.

We fix such a vector e and we now verify that it satisfies the desired conditions. Parts (i) and

(ii) are clear by the claim above. Now let Λ be a lattice in Vert3(L[ + 〈$e〉). Then Λ + 〈e〉 is an

integral lattice containing a unit-normed vector, hence is a vertex lattice of type 1 (recall from §2.6

that the type of a vertex lattice is always odd). Therefore, by Lemma 5.4.3, we obtain Λ+ 〈e〉 = Λe

for all Λ ∈ Vert3(L[ + 〈$e〉). Now assume that Λ 6= Λ0. Then we obtain the following diagram

Λe = E k (M ′ ⊕M)

Λ0 = E k (M ′ ⊕$M)
* 


77

Λ←−↩ L[Λ ⊕$M
5 U

gg

$Λ∨e = E k ($M ′ ⊕$M)
4 T

gg

) 	

77

$Λe = $E k ($M ′ ⊕$M).
?�

1

OO

It is easy to see that

E k$M ′ ⊂ L[Λ ⊂ E kM ′,
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and hence either L[Λ = E k M ′ or L[Λ = E k $M ′. In the former case, we must have Λ ⊃
E k (M ′ ⊕$M) = Λ0, contradicting Λ 6= Λ0. This shows that L[Λ = E k$M ′ = L[$Λ∨e

, and hence

completes the proof of (iii).

Let L′[ ⊂ L[Λe = E k M ′. Then the type of L′[ ⊕M is either 1 or 2. To show part (iv), we first

assume that L′[ ⊂ L[$Λ∨e
= E k$M ′. Then we have

t(L′[ ⊕M) ≥ t(E k ($M ′ ⊕M)) = t(E) + t($M ′ ⊕M)

and t(E) = 1. Now noting that M ′ ⊕M is self-dual, its proper sub-lattice $M ′ ⊕M can not be

self-dual, and hence t($M ′ ⊕M) ≥ 1. Since M is self-dual, it follows that t(L′[ ⊕M) < 3, and

hence t(L′[ ⊕M) = 2.

Finally we assume that L′[ ⊂ E k M ′ but L′[ 6⊂ E k $M ′, then there must be a vector u ∈ L′[

whose projection to M ′ is a generator of M ′. It follows that 〈u〉 ⊕M is a rank-two self-dual sub-

lattice of L′[⊕M , forcing the type t(L′[⊕M) ≤ 1. Since V3 is a non-split hermitian space, it does

not contain any self-dual lattice of full rank. Therefore t(L′[⊕M) = 1 and this completes the proof

of (iv). �

Proof of Theorem 5.4.1. The proof is rather involved and will be divided into four steps:

(1) both parts hold when t(L[) ≤ 1.

(2) part (i) holds for minuscule L[ and we deduce (5.4.5.5) that will be used repeatedly later.

(3) part (i) for L[ with odd val(L[) implies part (ii) for the same L[.

(4) part (i) for all L[ holds by induction on val(L[).

We start with a remark. By Lemma 2.8.1, LZ(L[)V ∈ Gr2K
N red

3
0 (N3) is represented by the class

of O[Z(L[)V ]. Therefore

LZ(L[)V = Z(L[)V =
∑

Λ∈Vert3(L[)

multL[(Λ) · V(Λ)(5.4.5.1)

where the multiplicity multL[(Λ) is a positive integer to be determined.

We first prove that both parts hold in the special case t(L[) ≤ 1. In fact, if t(L[) ≤ 1, we may

write L[ = 〈u〉k〈e〉 for a unit-normed vector e. Then Z(u) and Z(e) ' N2 intersect transversely (cf.

the discussion before (2.11.0.2)). Therefore Z(L[) is flat over Spf OF̆ and Z(L[)V = LZ(L[)V = 0.

Noting that multL[(Λ) = 0 for any vertex lattice Λ ⊂ V3 of type 3, we have proved part (i).

Similarly, part (ii) is reduced to the case n = 1 by the cancellation law Lemma 2.11.1 and (3.2.1.1).

By Example 2.4.3 and 3.5.2 we have

Int(L[) =
val(L[) + 1

2
= ∂Den(L[).(5.4.5.2)

Next we consider the minuscule case of part (i), i.e., when the fundamental invariants of L[ are

(1, 1). Then Vert3(L[) consists of a single type 3 lattice Λ = L[ k 〈u〉 for a vector u of valuation

one. By Theorem 4.2.1 the horizontal part is the sum of quasi-canonical lifting cycles Z(L′[) ' N1

corresponding to the q + 1 self-dual lattices L′[ containing L[. Therefore by (2.7.0.1) we have an
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equality in Gr2K
Z(L[)
0 (N3),

Z(L[) = m · V(Λ) +
∑

L[⊂L′[=(L′[)∨

Z(L′[),(5.4.5.3)

where the multiplicity m of V(Λ) is a positive integer to be determined. Now let x1, x2 be an

orthogonal basis of L[, so that val(x1) = val(x2) = 1. Now choose vector e ⊥ x1 such that e has

unit norm and 〈x2〉 ⊕ 〈e〉 is a self-dual lattice. It follows that L[ ⊕ 〈e〉 is a vertex lattice of type 1,

and that, for any L′[ = (L′[)∨, the strictly larger lattice L′[ ⊕ 〈e〉 can not be integral. Therefore,

Z(e) does not intersect with any of the quasi-canonical lifting cycles Z(L′[) appearing in (5.4.5.3).

Now consider

Int(L[ ⊕ 〈e〉) = χ(N3,Z(L[)
L
∩ Z(e)).

On one hand, by Lemma 2.11.1 applied to the self-dual lattice 〈x2〉⊕ 〈e〉, we obtain Int(L[⊕〈e〉) =

Int(〈x1〉) = 1 by Example 2.4.3. On the other hand, using the decomposition (5.4.5.3), we have

Int(L[ ⊕ 〈e〉) = m · χ(N3,V(Λ)
L
∩ Z(e)).

We deduce that the multiplicity m = 1 in (5.4.5.3), and

χ(N3,V(Λ)
L
∩ Z(e)) = 1.(5.4.5.4)

We note that, choosing L[ appropriately, the argument above shows that (5.4.5.4) holds for any

Λ ∈ Vert3 and a unit-normed e such that Λ+〈e〉 is an integral lattice (necessarily a vertex lattice of

type 1). Moreover, it is obvious that χ(N3,V(Λ)
L
∩ Z(e)) = 0 if Λ + 〈e〉 is not integral (equivalently

e 6∈ Λ∨). Therefore we obtain that, for any Λ ∈ Vert3 and any e with unit-norm,

χ(N3,V(Λ)
L
∩ Z(e)) =

1, e ∈ Λ∨

0, e 6∈ Λ∨.
(5.4.5.5)

This equation will be repeatedly used later.

Next we show that part (ii) for L[ ⊂ V2 (necessarily with odd val(L[), as V2 is non-split) follows

from part (i) with the same L[ ⊂ V3. Here we have implicitly fixed an isomorphism V3 ' V2 kMF

and an embedding N2 → N3 of the form (2.11.0.1) induced by a self-dual lattice M = 〈e〉 of rank

one. Let L′[ be a type one lattice containing L[, then by Lemma 2.11.1 and (5.4.5.2),

Int(L′[ kM) = Int(L′[) =
val(L′[) + 1

2
.

Let L′′[ be the unique lattice such that L′[ ⊂ L′′[ ⊂ (L′[)∨ and L′′[/L′[ has length one. Then by

part (i) for L′[ and L′′[ we have

Z(L′[) = Z(L′[)H , Z(L′′[) = Z(L′′[)H .

By Theorem 4.2.1 we obtain an equality in Gr2K
Z(L′[)
0 (N3),

Z(L′[) = Z(L′′[) + Z(L′[)◦,
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where Z(L′[)◦ is the associated quasi-canonical lifting cycle (cf. §4.1). It follows that

χ(N3,Z(M)
L
∩ Z(L′[)◦) = Int(L′[)− Int(L′′[) = 1.(5.4.5.6)

Therefore by Theorem 4.2.1 we obtain

χ(N3,Z(M)
L
∩ Z(L[)H ) = #{L′[ | L[ ⊂ L′[ ⊂ (L′[)∨, t(L′[) = 1}.(5.4.5.7)

By part (i) for L[ (note that we are assuming this part to hold), and by (5.4.5.5), we obtain

χ(N3,Z(M)
L
∩ Z(L[)V ) =

∑
Λ∈Vert3(L[)

M⊂Λ∨

multL[(Λ)

=
∑

L[⊂L′[⊂(L′[)∨

t(L′[)=2

#{Λ ∈ Vert3(L[) | L′[ ⊂ Λ,M ⊂ Λ∨}.

Here, for Λ ∈ Vert3, the condition M = 〈e〉 ⊂ Λ∨ (i.e., M + Λ being integral) is equivalent to

Λ ⊂ Λe, where Λe is the lattice in Lemma 5.4.3. Note that Λe = M k Λ[ where Λ[ is the unique

maximal integral lattice in M⊥F . If L′[ is of type 2, then 〈L′[,Λ[〉 ⊂ $OF (we leave the proof to

the reader), or equivalently L′[ ⊂ $(Λ[)∨. Therefore any L′[ of type 2 is automatically contained

in $Λ∨e , hence contained in any type 3 vertex lattice Λ ⊂ Λe. It follows that the condition L′[ ⊂ Λ

in the sum above is redundant. Since there are q + 1 of type 3 lattices Λ ⊂ Λe, we obtain

χ(N3,Z(M)
L
∩ Z(L[)V ) = (q + 1) #{integral L′[ | L[ ⊂ L′[, t(L′[) = 2}.(5.4.5.8)

Then the desired assertion for part (ii) for L[ ⊂ V2 follows from (5.4.5.7), (5.4.5.8) and the formula

in Corollary 3.5.3:

∂Den(L[) =
∑

L[⊂L′[⊂(L′[)∨

m(t(L′[)), where m(t(L′[)) =

1, t(L′[) = 1,

q + 1, t(L′[) = 2.

Finally, we prove part (i) for L[ ⊂ V3 by induction on val(L[). We have proved it when t(L[) = 1.

Now we fix L[ ⊂ V3 of type 2. By induction, we may assume that part (i) holds for all L′[ ⊂ V3

with val(L′[) < val(L[). Note that, by what we have proved, the induction hypothesis also implies

that part (ii) holds for all L′[ ⊂ V3 with odd val(L′[) < val(L[) (here L′[ need not to be a lattice in

L[F ).

To determine the multiplicity, we fix Λ0 ∈ Vert3(L[). Choose e as in Lemma 5.4.4 and follow

the same notation. We claim that Z(M) does not intersect the horizontal part Z(L[)H . In fact, if

Z(M) were to intersect non-emptily with Z(L[)H , then by Theorem 4.2.1, Z(M) would intersect

non-emptily with Z(L′[)◦ for a type 1 lattice L′[ containing L[. This would imply that M ⊕ L′[ is

an integral lattice, and hence M ⊕ L′[ ⊂ Λe by Lemma 5.4.3. Therefore L′[ ⊂ L[Λe and hence the

type of L[Λe is at most one. By Lemma 5.4.4 (ii), L[Λe = L[Λ0
is a sub-lattice of Λ0 ∈ Vert3(L[) and

hence it has type 2. Contradiction!

It follows from the claim and (5.4.5.1) that

Int(L[ ⊕M) =
∑

Λ∈Vert3(L[)

multL[(Λ) · χ(N3,V(Λ)
L
∩ Z(e)).
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By (5.4.5.5) and noting that e ∈ Λ∨ ⇐⇒ $e ∈ Λ, we obtain

Int(L[ ⊕M) = multL[(Λ0) +
∑

Λ∈Vert3(L[+$M)
Λ 6=Λ0

multL[(Λ).(5.4.5.9)

Note that the second summand is understood as zero if Λ0 is the only element in Vert3(L[ +$M).

By Lemma 5.4.4 (i), we obtain [Λe : L[ ⊕M ] = [L[Λe : L[]. From val(Λe) = 1 and val(L[Λe) ≥ 2,

it follows that val(L[ ⊕M) < val(L[). Since M is self-dual, we can decompose L[ ⊕M = M⊥ kM

orthogonally for a rank two lattice M⊥ (note that here M⊥ ⊂ V3 is not necessarily a lattice in

L[F ). Then val(M⊥) is odd and val(M⊥) < val(L[). By induction hypothesis, part (ii) holds for

M⊥. It follows that, by the cancellation law Lemma 2.11.1 and (3.2.1.1),

Int(L[ ⊕M) = Int(M⊥) = ∂Den(M⊥) = ∂Den(L[ ⊕M).

By Corollary 3.5.3, ∂Den(L[ ⊕M) is the sum

∂Den(L[ ⊕M) =
∑

L[⊕M⊂L′⊂L′∨
m(t(L′)).

Note that, by Lemma 5.4.3, any integral lattice L′ containing M is necessarily contained in Λe.

Since Λe = L[Λe ⊕M by Lemma 5.4.4 (i), every L′ in the sum must be a direct sum L′[ ⊕M for a

unique integral lattice L′[ lying between L[ and L[Λe . In other words, ∂Den(L[ ⊕M) is the sum

#{L′[ | L[ ⊂ L′[ ⊂ L[Λe}+ q ·#{L′[ | L[ ⊂ L′[ ⊂ L[Λe , t(L
′[ ⊕M) = 2}.

By (ii), (iii), and (iv) of Lemma 5.4.4, the above sum is equal to

#{L′[ | L[ ⊂ L′[ ⊂ L[Λ0
}+

∑
Λ∈Vert3(L[+$M)

Λ6=Λ0

#{L′[ | L[ ⊂ L′[ ⊂ L[Λ}.(5.4.5.10)

If L[Λ0
= L[, then both (5.4.5.9) and (5.4.5.10) have only one term and we obtain

multL[(Λ0) = #{L′[ | L[ ⊂ L′[ ⊂ L[Λ0
} = 1.

If L[Λ0
6= L[, by Lemma 5.4.4 (iii), the index [L[Λ : L[] is strictly smaller than [L[Λ0

: L[] for Λ 6= Λ0

in the sum of (5.4.5.10). Therefore, by induction on [L[Λ0
: L[], comparing (5.4.5.9) and (5.4.5.10)

we finish the proof of the multiplicity formula for Λ0, i.e., multL[(Λ0) = #{L′[ | L[ ⊂ L′[ ⊂ L[Λ0
}.

This completes the proof. �

Corollary 5.4.6. Let L[ ⊂ Vn be an integral lattice of rank n − 1 and type t(L[) ≤ 1. Then for

any x ∈ Vn \ L[F ,

χ(Nn,Z(x)
L
∩ Z(L[)◦) =

∑
L[+〈x〉⊂L′⊂L′∨,

L′∩L[
F

=L[

m(t(L′)).

Proof. By the assumption that t(L[) ≤ 1, there exists a self-dual lattice M of rank n− 2 such that

L[ = M k 〈u〉. We then reduce the question to the case n = 2, in which case L[ = 〈u〉. By Theorem

4.2.1, we have an equality in Gr1K
Z(L[)
0 (N2) (or as Cartier divisors on N2 in this case),

Z(L[) = Z($−1L[) + Z(L[)◦.
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By Theorem 5.4.1 part (ii),

Int(L[ ⊕ 〈x〉) = ∂Den(L[ ⊕ 〈x〉),
and

Int($−1L[ ⊕ 〈x〉) = ∂Den($−1L[ ⊕ 〈x〉).
Therefore

χ(N2,Z(x)
L
∩ Z(L[)◦) = ∂Den(L[ ⊕ 〈x〉)− ∂Den($−1L[ ⊕ 〈x〉)

and the assertion follows from the formula for local density in Corollary 3.5.3. �

6. Fourier transform: the geometric side

Let L[ ⊂ V = Vn be an OF -lattice of rank n − 1. Let L[F = L[ ⊗OF F ⊂ Vn be the F -vector

subspace of dimension n− 1. Assume that L[F is non-degenerate throughout the paper.

6.1. Horizontal versus Vertical cycles. Recall from (5.2.1.1) that there is a decomposition of

the derived special cycle LZ(L[) into a sum of vertical and horizontal parts

LZ(L[) = Z(L[)H + LZ(L[)V ,

and by Theorem 4.2.1, the horizontal part is a sum of quasi-canonical lifting cycles

Z(L[)H =
∑
L′[

Z(L′[)◦,

where the sum runs over all lattices L′[ such that

L[ ⊂ L′[ ⊂ (L′[)∨ ⊂ L[F , t(L′[) ≤ 1.

Definition 6.1.1. Define the horizontal part of the arithmetic intersection number

IntL[,H (x) := χ(Nn,Z(x)
L
∩ Z(L[)H ), x ∈ V \ L[F .(6.1.1.1)

Definition 6.1.2. Analogously, define the horizontal part of the derived local density

∂DenL[,H (x) :=
∑

L[⊂L′⊂L′∨
t(L′[)≤1

m(t(L′))1L′(x), x ∈ V \ L[F ,(6.1.2.1)

where L′ ⊆ V are OF -lattices of rank n, and we denote

L′[ := L′ ∩ L[F ⊂ L[F .(6.1.2.2)

Theorem 6.1.3. As functions on V \ L[F ,

IntL[,H = ∂DenL[,H .

Proof. By Corollary 5.4.6, for a fixed integral lattice L′[ ⊂ L[F of type t ≤ 1, we have

χ(Nn,Z(x)
L
∩ Z(L′[)◦) =

∑
L′[+〈x〉⊂L′⊂L′∨,

L′∩L[
F

=L′[

m(t(L′)).

The assertion follows from Theorem 4.2.1 and the corresponding formula (6.1.2.1) for the horizontal

part of the local density ∂DenL[,H . �
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Definition 6.1.4. Define the vertical part of the arithmetic intersection number

IntL[,V (x) := χ(Nn,Z(x)
L
∩ LZ(L[)V ), x ∈ V \ L[F .(6.1.4.1)

Then by [Zha21, (B.3)] there is a decomposition

IntL[(x) = IntL[,H (x) + IntL[,V (x), x ∈ V \ L[F .(6.1.4.2)

We will defer the vertical part of the derived local density to the next section (Definition 7.3.2).

6.2. Computation of IntV(Λ). Let Λ ⊆ V be a vertex lattice. Let V(Λ) be the Deligne–Lusztig

variety in the Bruhat–Tits stratification of N red
n (§2.7). Define

(6.2.0.3) IntV(Λ)(x) := χ
(
Nn,V(Λ)

L
∩ Z(x)

)
, x ∈ V \ {0}.

Next we explicitly compute IntV(Λ) for Λ ∈ Vert3, i.e., for V(Λ) a Deligne–Lusztig curve.

Lemma 6.2.1. Let Λ ∈ Vert3. Then

IntV(Λ) = −q2(1 + q)1Λ +
∑

Λ⊂Λ′, t(Λ′)=1

1Λ′ .

Proof. We note that

(6.2.1.1) − q2(1 + q)1Λ(x) +
∑

Λ⊂Λ′, t(Λ′)=1

1Λ′(x) =


(1− q2), x ∈ Λ,

1, x ∈ Λ∨ \ Λ, and val(x) ≥ 0,

0, otherwise.

We start with the simple observation that Z(x) ∩ V(Λ) is empty unless x ∈ Λ∨ and val(x) ≥ 0. In

fact, if Z(x) ∩ V(Λ) is non-empty, the intersection must contain a point V(Λ′) for a type 1 vertex

lattice Λ′. Then Λ ⊂ Λ′ and by (2.7.0.1) we have x ∈ Λ′. It follows that x ∈ Λ′ ⊂ Λ′∨ ⊂ V ∨.

To show (6.2.1.1), we first consider the special case n = 3. If u /∈ Λ, then Z(u) ∩ V(Λ) is non-

empty only when u lies in one of the type 1 lattices nested between Λ and Λ∨. Then the intersection

number is equal to one by (5.4.5.5), and the desired equality follows.

Now assume u ∈ Λ and u 6= 0. Choose an orthogonal basis {e1, e2, e3} of Λ (so the norms of

them all have valuation one). Let L be the rank two lattice generated by e1, e2. Now we note that,

by Theorem 4.2.1 and Theorem 5.4.1 part (i),

Z(L) = V(Λ) +
∑

L⊂M=M∨⊂L∨
Z(M),

where each of Z(M) ' N1 since M is self-dual. There are exactly q + 1 such M .

Let u ∈ Λ \ {0}, and write it in terms of the chosen basis

u = λ1e1 + λ2e2 + λ3e3, λi ∈ OF .

Assume that λ3 6= 0, and let a3 = 2 val(λ3) + 1 (an odd integer). By [Ter13a], we may calculate all

of the intersection numbers

χ(N3,Z(L)
L
∩ Z(u)) =

a3 + 1

2
(q + 1) + (1− q2),

χ(N3,Z(M)
L
∩ Z(u)) =

a3 + 1

2
.
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It follows that

χ(N3,V(Λ)
L
∩ Z(u)) = (1− q2).

If λ3 = 0, then we choose L to be the span of some other pairs of basis vectors, and we run the

same computation. This proves the desired equality if u ∈ Λ \ {0} and completes the proof when

n = 3.

Now assume that n > 3. Since Λ is a vertex lattice of type 3, it admits an orthogonal direct sum

decomposition

Λ = Λ[ ⊕M(6.2.1.2)

where Λ[ is a rank 3 vertex lattice of type 3, and M is a type 0 (i.e., self-dual) lattice of rank n−3.

Then

Λ∨ = Λ[,∨ kM

and any element u ∈ Λ∨ has a unique decomposition

u = u[ + uM , u[ ∈ Λ[,∨, uM ∈M.

First assume that u[ 6= 0, i.e., u /∈ M . Since M is self-dual, we have a natural embedding

(2.11.0.1)

δM : N3
// Nn

which identifies N3 with the special cycle Z(M). Moreover, the Deligne–Lusztig curve V(Λ[) on

N3 is sent to V(Λ), and the special divisor Z(u) intersects properly with N3 and its pull-back to

N3 is the special divisor Z(u[), cf. (2.11.0.2).

We obtain (by the projection formula for the morphism δM )

χ(Nn,V(Λ)
L
∩ Z(u)) = χ(N3,V(Λ[)

L
∩ Z(u[)).

This reduces the case u[ 6= 0 to the case n = 3. In particular, when u[ ∈ Λ[ \ {0},

χ(Nn,V(Λ)
L
∩ Z(u)) = 1− q2.(6.2.1.3)

Finally it remains to show that the intersection number is the constant (1 − q2) when u ∈(
Λ[ ⊕M

)
\ {0}. It suffices to show this when u ∈M \ {0}. Choose an orthogonal basis {e1, e2, e3}

for Λ[, and {f1, · · · , fn−3} for M . Write

u = µ1f1 + · · ·+ µn−3fn−3, µj ∈ OF .

One of the µi is non-zero, and without loss of generality we assume µ1 6= 0. Now define M̃ to be

the new lattice generated by e1 + f1, f2, · · · , fn−3. It is self-dual, and its orthogonal complement

Λ̃[ in Λ is again a type 3-lattice. Now replace the decomposition Λ = Λ[ ⊕M by the new one

Λ = Λ̃[ ⊕ M̃ . Then u /∈ M̃ , and hence we can apply (6.2.1.3). This completes the proof. �

Corollary 6.2.2. The function IntL[,V extends to a (necessarily unique) function in C∞c (V).

Proof. This follows from Corollary 5.3.3 and Lemma 6.2.1. �
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6.3. Fourier transform: the geometric side; “Local modularity”. We compute the Fourier

transform of IntL[,V as a function on V.

Lemma 6.3.1. Let Λ ∈ Vert3. Then the function IntV(Λ) ∈ C∞c (V) satisfies

̂IntV(Λ) = γV IntV(Λ) .

Here γV = −1 is the Weil constant.

Proof. By Lemma 6.2.1, we obtain

̂IntV(Λ) = − vol(Λ) · q2(1 + q) · 1Λ∨ +
∑

Λ⊂Λ′, t(Λ′)=1

vol(Λ′) · 1Λ′∨

= −(1 + q−1) · 1Λ∨ +
∑

Λ⊂Λ′, t(Λ′)=1

q−1 · 1Λ′∨ .

Now we compute its value at u ∈ V according to four cases.

(i) If u ∈ Λ, then there are exactly q3 + 1 type 1 lattices Λ′ containing Λ, and the value is

q−1(q3 + 1)− (1 + q−1) = q2 − 1.

(ii) Assume that u ∈ Λ1 \ Λ for some Λ1 ∈ Vert1, i.e., the image of ū of u in Λ∨/Λ is an isotropic

vector. Notice that u ∈ Λ′∨ if and only if u is orthogonal to the line given by the image of (Λ′)∨ in

Λ∨/Λ. So there is exactly one such Λ′ ∈ Vert1, i.e., Λ′ = Λ1, and we obtain the value

q−1 − (1 + q−1) = −1.

(iii) Assume that u ∈ Λ∨ \ Λ but u 6∈ Λ1 \ Λ for any Λ1 ∈ Vert1. Then u is anisotropic in Λ∨/Λ.

Notice that u⊥ is a non-degenerate hermitian space of dimension two, and Λ′ corresponds to an

isotropic line in u⊥. So there are exactly q + 1 of such Λ′ ∈ Vert1, and we obtain the value

q−1(q + 1)− (1 + q−1) = 0.

(iv) If u 6∈ Λ∨, then the value at u is

q−1 · 0− (1 + q−1) · 0 = 0.

This completes the proof by comparing with (6.2.1.1). �

Remark 6.3.2. It follows from Lemma 6.3.1 that IntV(Λ) is SL2(OF0)-invariant under the Weil

representation. This invariance may be viewed as a “local modularity”, an analog of the global

modularity of arithmetic generating series of special divisors (such as in [BHK+20]).

Corollary 6.3.3. The function IntL[,V ∈ C∞c (V) satisfies

̂IntL[,V = γV IntL[,V .

Proof. This follows from Corollary 5.3.3 and Lemma 6.3.1. �
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6.4. Fourier transform: the geometric side; “Higher local modularity”. In this subsection

we generalize Lemmas 6.2.1 and 6.3.1 on the function IntV(Λ) for vertex lattices Λ of type 3 to vertex

lattices Λ of arbitrary type t(Λ) = 2d+ 1 ≥ 3.

Let

ch : K0(V(Λ))Q →
d⊕
i=0

Chi(V(Λ))Q

be the Chern character from the Grothendieck ring to the Chow ring of V(Λ), which is an isomor-

phism of graded rings. In particular, it induces an isomorphism

chi : GriK0(V(Λ))Q
∼−→ Chi(V(Λ))Q,

for 0 ≤ i ≤ d. Let

cli : Chi(V(Λ))Q → H2i(V(Λ),Q`)(i)

be the `-adic cycle class map and let

cl =

d⊕
i=0

cli :

d⊕
i=0

Chi(V(Λ))Q →
d⊕
i=0

H2i(V(Λ),Q`)(i).

Then cl intertwines the intersection product on the Chow ring and the cup product on the coho-

mology ring, namely the following diagram commutes,

(6.4.0.1)

GriK0(V(Λ))Q

chi∼

��

× GrjK0(V(Λ))Q

chj∼

��

·
// Gri+jK0(V(Λ))Q

chi+j∼

��

Chi(V(Λ))Q

cli
��

× Chj(V(Λ))Q

clj
��

·
// Chi+j(V(Λ))Q

cli+j
��

H2i(V(Λ)),Q`)(i) × H2j(V(Λ),Q`)(j)
∪
// H2(i+j)(V(Λ),Q`)(i+ j).

Denote by Tate2i
` (V(Λ)) ⊆ H2i(V(Λ),Q`)(i) the subspace of Tate classes, i.e., the elements fixed

by Fs for some power s ≥ 1. Then by Theorem 5.3.2, we have the identity

im(cli)Q` = Tate2i
` (V(Λ)),

and moreover Tate2i
` (V(Λ)) is spanned by the cycle classes of V(Λ′) ⊆ V(Λ), where Λ′ ⊇ Λ runs

over vertex lattices of type 2(d− i) + 1. Denote by

(6.4.0.2) K0(V(Λ)) := K0(V(Λ))Q/ ker(cl ◦ ch), Ch
i
(V(Λ)) := Chi(V(Λ))Q/ ker cli.

Then ch and cl induce isomorphisms

(6.4.0.3) ch : K0(V(Λ))
∼−→

d⊕
i=0

Ch
i
(V(Λ)), cl :

d⊕
i=0

Ch
i
(V(Λ))Q`

∼−→
d⊕
i=0

Tate2i
` (V(Λ)).

By Theorem 5.3.2 (ii) and that the cup product is F-equivariant, the Poincaré duality induces a

perfect pairing

(6.4.0.4) ∪ : Tate2i
` (V(Λ))× Tate2d−2i

` (V(Λ))→ Q`.
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Definition 6.4.1. For x ∈ V \ {0}, define KV(Λ)(x) ∈ K0(V(Λ)) to be the image of

V(Λ)
L
∩ Z(x) ∈ KV(Λ)

0 (Nn)
∼−→ K0(V(Λ))

under (6.4.0.2).

Remark 6.4.2. Our main result in this subsection (Theorem 6.4.9) shows that the function KV(Λ)

satisfies the local modularity analogous to Lemma 6.3.1.

Since Z(x) is a Cartier divisor on Nn, we know that V(Λ)
L
∩ Z(x) is explicitly represented by

the two-term complex of line bundles on V(Λ),

[ONn(−Z(x))|V(Λ) → ONn |V(Λ)] ∈ F1K0(V(Λ)).

Thus we have the Chern character

ch(V(Λ)
L
∩ Z(x)) = ch(ONn(−Z(x))|V(Λ))− ch(OV(Λ))

= exp(c1(ONn(−Z(x))|V(Λ)))− exp(c1(OV(Λ)))

=
d∑
i=1

c1(ONn(−Z(x))|V(Λ))
i

i!
.

Definition 6.4.3. For x ∈ V \ {0}, define

c1,V(Λ)(x) := c1(ONn(−Z(x))|V(Λ)) ∈ Ch1(V(Λ))Q,

and

cV(Λ)(x) := c1(ONn(−Z(x))|V(Λ))
d ∈ Chd(V(Λ))Q

deg∼−−→ Q.

Lemma 6.4.4. The function c1,V(Λ) (resp. cV(Λ)) is Λ-invariant, under the translation by Λ. In

particular, the function c1,V(Λ) (resp. cV(Λ)) extends uniquely to an Λ-invariant function on V, or

equivalently, a function on V/Λ (still denoted by the same symbol).

Proof. It suffices to show that V(Λ)
L
∩ Z(x) ∈ KV(Λ)

0 (Nn) is Λ-invariant, i.e.,

(6.4.4.1) OZ(Λ) ⊗L OZ(x) = OZ(Λ) ⊗L OZ(x+y)

for any x 6= 0 and any y ∈ Λ such that x+ y 6= 0.

First assume that x, y are linearly independent. Then by Corollary 2.8.2, we have

OZ(y) ⊗L OZ(x) = OZ(y) ⊗L OZ(x+y).

Thus the left-hand-side of (6.4.4.1)

OZ(Λ) ⊗L OZ(x) = OZ(Λ) ⊗L
OZ(y)

OZ(y) ⊗L OZ(x)

equals the right-hand-side of (6.4.4.1)

OZ(Λ) ⊗L OZ(x+y) = OZ(Λ) ⊗L
OZ(y)

OZ(y) ⊗L OZ(x+y)

as desired.
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It remains to consider the case that x, y are linearly dependent. Choose x1 ∈ Λ linearly inde-

pendent of x. Then

OZ(Λ) ⊗L OZ(x) = OZ(Λ) ⊗L OZ(x+x1).

Since x+ x1 is linearly independent of y, we obtain

OZ(Λ) ⊗L OZ(x+x1) = OZ(Λ) ⊗L OZ(x+x1+y).

Since x+ y 6= 0, x+ y is linearly independent of x1 and hence

OZ(Λ) ⊗L OZ(x+x1+y) = OZ(Λ) ⊗L OZ(x+y).

This completes the proof. �

Lemma 6.4.5. Let Λ ∈ Vert2d+1. Then for any x ∈ Λ, we have

c1,V(Λ)(x) = − 1

1 + q2d+1

∑
y∈VΛ\{0}

(y,y)=0

c1,V(Λ)(y) ∈ Ch1(V(Λ))Q,

where VΛ = Λ∨/Λ is a kF /k-hermitian space of dimension 2d+ 1 (see §2.6).

Proof. Since the cycle class map for divisors cl1 : Ch1(V(Λ))Q → H2(V(Λ),Q`)(1) is injective, we

know from (6.4.0.3) that

Ch1(V(Λ))Q`
∼−→ Tate2

` (V(Λ)).

It follows from the perfect pairing (6.4.0.4) that to show the desired identity it suffices to show that

for any Deligne–Lusztig curve V(Λ′) ⊆ V(Λ) (t(Λ′) = 3), the following identity

(6.4.5.1) c1,V(Λ)(x) · [V(Λ′)] = − 1

1 + q2d+1

∑
y∈VΛ\{0}

(y,y)=0

c1,V(Λ)(y) · [V(Λ′)]

holds in Chd(V(Λ))Q
∼−→ Q. By the projection formula,

c1,V(Λ)(x) · [V(Λ′)] = c1,V(Λ′)(x), c1,V(Λ)(y) · [V(Λ′)] = c1,V(Λ′)(y).

Since t(Λ′) = 3, we know from Lemma 6.2.1 that

c1,V(Λ′)(x) = IntV(Λ′)(x) = (1− q2), c1,V(Λ′)(y) = IntV(Λ′)(y) =


(1− q2), y ∈ Λ′/Λ,

1, y ∈ Λ′∨/Λ, y 6∈ Λ′/Λ,

0, y 6∈ Λ′∨/Λ.

Since Λ′/Λ ⊆ VΛ is totally isotropic, the number of nonzero isotropic vectors y ∈ Λ′/Λ equals

#(Λ′/Λ)− 1 = q2(d−1) − 1. The number of isotropic vectors y ∈ Λ′∨/Λ, y 6∈ Λ′/Λ equals #(Λ′/Λ)

times the number of nonzero isotropic vectors in Λ′∨/Λ′, which evaluates to q2(d−1) ·(1+q3)(q2−1).

It follows that∑
y∈VΛ\{0}

(y,y)=0

c1,V(Λ)(y) · [V(Λ′)] = (q2(d−1)− 1) · (1− q2) + q2(d−1)(1 + q3)(q2− 1) = −(1− q2)(1 + q2d+1).

Hence

− 1

1 + q2d+1

∑
y∈VΛ\{0}

(y,y)=0

c1,V(Λ)(y) · [V(Λ′)] = (1− q2) = c1,V(Λ)(x) · [V(Λ′)],
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and the desired identity (6.4.5.1) holds. �

Lemma 6.4.6. Let Λ ∈ Vert2d+1. Then

cV(Λ)(x) = c(d) ·


(1− q2d), x ∈ Λ,

1, x ∈ Λ∨ \ Λ, val(x) ≥ 0,

0, otherwise.

Here c(1) = 1 and c(d) =
∏d−1
i=1 (1− q2i).

Proof. We induct on d. The base case d = 1 follows from Lemma 6.2.1. By the same proof as in

Lemma 6.2.1, we know that cV(Λ)(x) = 0 unless x ∈ Λ∨ and val(x) ≥ 0. By the Λ-invariance of

cV(Λ) in Lemma 6.4.4, to show the result it remains to show that

(6.4.6.1) cV(Λ)(0) = c(d)(1− q2d), cV(Λ)(x) = c(d)

for any x ∈ VΛ \ {0} with (x, x) = 0.

By Lemma 6.4.5, we have

cV(Λ)(0) = c1,V(Λ)(0)d−1c1,V(Λ)(0) = c1,V(Λ)(0)d−1

− 1

1 + q2d+1

∑
y∈VΛ\{0}

(y,y)=0

c1,V(Λ)(y)

 .

By the projection formula, we have

c1,V(Λ)(0)d−1c1,V(Λ)(y) = c1,V(Λ+〈y〉)(0)d−1,

which by induction equals

cV(Λ+〈y〉)(0) = c(d− 1)(1− q2(d−1))

since t(Λ+〈y〉) = 2d−1. The number of nonzero isotropic vectors y ∈ VΛ equals (1+q2d+1)(q2d−1).

Hence

cV(Λ)(0) = (q2d+1 +1)(q2d−1) ·
(
− 1

1 + q2d+1
c(d− 1)(1− q2(d−1))

)
= (1−q2d)(1−q2(d−1)) ·c(d−1).

On the other hand, for any x ∈ VΛ \ {0} with (x, x) = 0. by the projection formula, we have

cV(Λ)(x) = c1,V(Λ)(x)d−1c1,V(Λ)(x) = c1,V(Λ+〈x〉)(x)d−1,

which by induction equals

cV(Λ+〈x〉)(x) = c(d− 1)(1− q2(d−1))

since t(Λ+〈x〉) = 2d−1. The desired identity (6.4.6.1) then follows as c(d−1)(1−q2(d−1)) = c(d). �

Lemma 6.4.7. Let Λ ∈ Vert2d+1. Then

cV(Λ) =
c(d)

c′(d)

∑
Λ′∈Vert3

Λ′⊇Λ

IntV(Λ′) .

Here c′(1) = 1 and c′(d) =
∏d
i=2(1 + q2i+1) when d ≥ 2.

Proof. We distinguish three cases.
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(i) For x ∈ Λ, we have IntV(Λ′)(x) = 1 − q2 for any Λ′ in the sum by Lemma 6.2.1. The number

of such Λ′ is the number of (d − 1)-dimensional totally isotropic subspaces in VΛ, which equals

S2d+1,d−1 (in the notation of Lemma 1.9.1). Hence the right-hand-side evaluates to

c(d)

c′(d)
S2d+1,d−1(1− q2) =

c(d)∏d
i=2(1 + q2i+1)

∏2d+1
i=4 (1− (−q)i)∏d−1
i=1 (1− q2i)

(1− q2) = c(d)(1− q2d),

which equals cV(Λ)(x) by Lemma 6.4.6.

(ii) For x ∈ Λ∨ \ Λ with val(x) ≥ 0, we have

IntV(Λ′)(x) =

(1− q2), x ∈ Λ′,

1, x ∈ Λ′∨ \ Λ′.

The number of Λ′ such that x ∈ Λ′ is the number of (d− 2)-dimensional totally isotropic subspaces

in VΛ+〈x〉, which equals S2d−1,d−2. The number of Λ′ such that x ∈ Λ′∨ \ Λ′ is the number of

(d− 1)-dimensional totally isotropic subspaces W ⊆ VΛ such that x 6∈W but x ∈W⊥. In this case

the map W 7→ W + 〈x〉/〈x〉 gives a surjection onto the set of (d− 1)-dimensional totally isotropic

subspaces in 〈x〉⊥/〈x〉, whose fiber has size equal to the number of (d − 1)-dimensional subspaces

of W + 〈x〉 not containing 〈x〉. Hence the number of such W is equal to S2d−1,d−1 · q2d−2. So the

right-hand-side evaluates to

c(d)

c′(d)
(S2d−1,d−2(1− q2) + S2d−1,d−1 · q2d−2)

=
c(d)∏d

i=2(1 + q2i+1)

(∏2d−1
i=4 (1− (−q)i)∏d−2
i=1 (1− q2i)

(1− q2) +

∏2d−1
i=2 (1− (−q)i)∏d−1
i=1 (1− q2i)

q2d−2

)
= c(d),

which equals cV(Λ)(x) by Lemma 6.4.6.

(iii) If x 6∈ Λ∨ or val(x) < 0, then both sides are zero. �

Corollary 6.4.8. Let Λ ∈ Vert2d+1. Then cV(Λ) ∈ C∞c (V) satisfies

ĉV(Λ) = γV cV(Λ).

Proof. It follows immediately from Lemmas 6.4.7 and 6.3.1. �

Theorem 6.4.9 (K-theoretic local modularity). Let Λ ∈ Vert2d+1. For any linear map l :

K0(V(Λ)) → Q, the function l ◦ KV(Λ) extends to a (necessarily unique) function in C∞c (V) and

satisfies

̂l ◦KV(Λ) = γV l ◦KV(Λ).

Here, we refer to Definition 6.4.1 for KV(Λ).

Proof. Since the Tate classes are spanned by the cycle classes of Deligne–Lusztig subvarieties

V(Λ′) ⊆ V(Λ), it follows that from the perfect pairing (6.4.0.4) that under the identification (6.4.0.3)

any linear map K0(V(Λ))→ Q is a linear combination of linear maps

l : Ch
i
(V(Λ))→ Q
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given by the intersection product with [V(Λ′)] for varying V(Λ′) ⊆ V(Λ). So we may assume l has

the form

l = ·[V(Λ′)] : Ch
d−d′

(V(Λ))→ Q,

where d′ = dimV(Λ′) ≤ d. Then

l ◦KV(Λ)(x) = chd′(V(Λ)
L
∩ Z(x)) · [V(Λ′)]

which by the projection formula equals to

l ◦KV(Λ)(x) = chd′(V(Λ′)
L
∩ Z(x)) =

cV(Λ′)(x)

d′!
.

By induction on d, we may assume d = d′ and we are reduced to show that cV(Λ) ∈ C∞c (V) satisfies

ĉV(Λ) = γV cV(Λ).

This is exactly Corollary 6.4.8. �

Now we return to the function IntV(Λ) defined by (6.2.0.3).

Corollary 6.4.10 (Higher local modularity). Let Λ ∈ Vert2d+1. Then IntV(Λ) extends to a (neces-

sarily unique) function in C∞c (V) and satisfies

̂IntV(Λ) = γV IntV(Λ) .

Proof. Consider the linear map given by the Euler–Poincaré characteristic

χ : K0(V(Λ))Q → Q, [F ] 7−→ χ(V(Λ),F).

By the Grothendieck–Riemann–Roch theorem, we have χ(V(Λ),F) = deg(ch(F)·Td(V(Λ))), where

Td(V(Λ)) is the Todd class of the tangent bundle of V(Λ). It follows from (6.4.0.1) that χ factors

through K0(V(Λ)) and thus defines a linear map χ : K0(V(Λ)) → Q. By definition we have

χ ◦KV(Λ) = IntV(Λ). The result then follows from Theorem 6.4.9. �

Remark 6.4.11. Corollary 6.4.10 allows us to give an alternative proof of Corollary 6.3.3 without a

priori knowing that only the (n−1)-th graded piece of the derived Kudla–Rapoport cycle contributes

to IntL[,V (x) in the decomposition (6.1.4.2), in particular, without using [Zha21, (B.3)] for a formal

scheme.

7. Fourier transform: the analytic side

In this section we allow F0 to be a non-archimedean local field of characteristic not equal to 2

(but possibly with residual characteristic 2), and F an unramified quadratic extension.
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7.1. Lattice-theoretic notations. Recall that V = Vn is the hermitian space defined in §2.2 (in

particular it is non-split). We let L[ ⊂ V = Vn be an integral OF -lattice of rank n − 1, such that

L[F is non-degenerate. Define

(7.1.0.1) (L[)∨,◦ = {x ∈ (L[)∨ | (x, x) ∈ OF }.

The fundamental invariants of L[ are denoted by

(a1, · · · , an−1) ∈ Zn−1,

where 0 ≤ a1 ≤ · · · ≤ an−1. Denote the largest invariant by

emax(L[) = an−1.(7.1.0.2)

Let

(7.1.0.3) M = M(L[) = L[ k 〈u〉

be the lattice characterized by the following condition: u ∈ V is a vector satisfying u ⊥ L[ and

with valuation an−1 or an−1 + 1 (only one of these two is possible due to the parity of val(det(V))).

In other words, the rank one lattice 〈u〉 is the set of all x ⊥ L[ with val(x) ≥ an−1. Then the

fundamental invariants of M(L[) are

(a1, · · · , an−1, an−1), or (a1, · · · , an−1, an−1 + 1).

Finally we note that, if L[ ⊂ L′[ are two integral lattices of rank n− 1, then

(7.1.0.4) emax(L′[) ≤ emax(L[)

and M(L[) ⊂M(L′[). The above inequality follows from the characterization of −emax(L[) as the

minimal valuation of vectors in the lattice (L[)∨.

7.2. Lemmas on lattices. In this subsection, we do not require the lattice L[ to be integral.

Lemma 7.2.1. Let L′[ ⊂ L[F be an OF -lattice (of rank n− 1). Denote

Lat(L′[) := {OF -lattices L′ ⊂ V | rankL′ = n, L′[ = L′ ∩ L[F }.

Then there is a bijection

(7.2.1.1) [(V/L′[) \ (L′[F /L
′[)]/O×F

∼
// Lat(L′[)

u � // L′[ + 〈u〉.

Proof. The indicated map is well-defined and clearly injective. To show the surjectivity, we note

that L′/L′[ is free for any L′ ∈ Lat(L′[). Choose any element u ∈ L′ whose image in L′/L′[ is a

generator. Then it is clear that L′ = L′[ + 〈u〉. �

Let 〈x〉F = F x be the F -line generated by x ∈ V \ L[F . Corresponding to the (not necessarily

orthogonal) decomposition V = L[F ⊕ 〈x〉F , there are two projection maps

π[ : V // L[F , πx : V // 〈x〉F .
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Lemma 7.2.2. Let L′ ⊂ V be an OF -lattice (of rank n). Denote

L′[ = L′ ∩ L[F , L′x = L′ ∩ 〈x〉F .

The natural projection maps induce isomorphisms of OF -modules

π[(L
′)/L′[ L′/(L′[ ⊕ L′x)

∼
oo

∼
// πx(L′)/L′x.

In particular, all three abelian groups are OF -cyclic modules.

Proof. Consider the map

φ : L′ // πx(L′)/L′x.

We show that the kernel of φ is L′[ ⊕ L′x; the other assertion can be proved similarly.

Let u ∈ L′ and write u = u[ + u\ uniquely for u[ ∈ L[F , u\ ∈ 〈x〉F . Then φ(u) = u\ mod L′x.

If u ∈ ker(φ), then u\ ∈ L′. It follows that u[ = u − u\ ∈ L′, and hence u[ ∈ L′[. Therefore

u ∈ L′[ ⊕L′x and ker(φ) ⊂ L′[ ⊕L′x. Conversely, if u ∈ L′[ ⊕L′x, then u[ ∈ L′[, u\ ∈ L′x, and clearly

φ(u) = 0. This completes the proof. �

Now we assume that x ⊥ L[. We rename the projection map to the line 〈x〉F = (L[F )⊥ as π⊥.

Then we have a formula relating the volume of L′ to that of L′[ = L′ ∩L[F and of the image of the

projection π⊥ (the analog of “base × height” formula for the area of a parallelogram)

(7.2.2.1) vol(L′) = vol(L′[) vol(π⊥(L′)).

In fact, this is clear if L′ = L′[ k π⊥(L′) and in general we obtain the formula by Lemma 7.2.2:

vol(L′)

vol(L′[ k L′x)
=

vol(π⊥(L′))

vol(L′x)
.

7.3. Local constancy of ∂DenL[,V . We now resume the convention in §7.1. In particular, L[ is

now an integral lattice. When rankL = n with val(L) odd, recall that the derived local density is

(Corollary 3.5.3)

∂Den(L) =
∑

L⊂L′⊂L′∨
m(t(L′)),

where

m(a) =

(1 + q)(1− q2) · · · (1− (−q)a−1), a ≥ 2,

1, a ∈ {0, 1}.

Definition 7.3.1. For x ∈ V \ L[F , define

∂DenL[(x) := ∂Den(L[ + 〈x〉).

Then

∂DenL[(x) =
∑

L[⊂L′⊂L′∨
m(t(L′))1L′(x),(7.3.1.1)

where the sum is over all integral lattices L′ ⊂ V of rank n. Note that this is a finite sum for x in

a compact subset of V \ L[F . However, when varying x ∈ V \ L[F , infinitely many L′ can appear.
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Definition 7.3.2. Recall that we have defined the horizontal part ∂DenL[,H in Definition 6.1.2.

Now define the vertical part of the derived local density

∂DenL[,V (x) := ∂DenL[(x)− ∂DenL[,H (x), x ∈ V \ L[F .(7.3.2.1)

Obviously the functions ∂DenL[,H and ∂DenL[ are locally constant on V \L[F . Hence ∂DenL[,V
is also locally constant on V \ L[F .

Definition 7.3.3.

(a) Let L1
c(V) be the space of integrable functions that are defined on a dense open subset of V and

vanish outside a compact subset of V.

(b) Let W be a non-degenerate co-dimension one subspace of V. We say that a smooth function f

on V \W has logarithmic singularity along W near w ∈ W, there is a neighborhood Uw of w in V
such that

f(u) = C0 log |(u⊥, u⊥)|+ C1

holds for all u ∈ Uw \W, where u⊥ ∈ W⊥ denotes the orthogonal projection of u to W⊥, and

C0, C1 are constants (depending on w). We say that a smooth function f on V \W has logarithmic

singularity along W if it does so near every w ∈ W. Notice that such a function f is locally

integrable on V (i.e.,
∫
C |f(x)|dx <∞ for any compact open C ⊂ V).

Proposition 7.3.4.

(a) The functions ∂DenL[,H and ∂DenL[ lie in L1
c(V), and they have logarithmic singularity along

L[F .

(b) The function ∂DenL[,V extends to a (necessarily unique) element in C∞c (V) (we will still denote

this extension by ∂DenL[,V ), i.e., there exists an element in C∞c (V) whose restriction to the open

dense subset V \ L[F is equal to ∂DenL[,V .

Proof. Consider the set

N(L[) := {x ∈ V | 〈x〉+ L[ is integral}.(7.3.4.1)

We claim that N(L[) is a compact open subset of V. To show the claim, we rewrite the above set

as

N(L[) = {x ∈ V | (x, L[) ⊂ OF , (x, x) ∈ OF }.
Write x = x[ + x⊥ according to the orthogonal direct sum V = L[F k (L[F )⊥. Then the condition

(x, L[) ⊂ OF is equivalent to x[ ∈ (L[)∨. Since (L[)∨ is a compact subset of L[F , (x[, x[) is bounded

in F . Together with the integrality of the norm (x, x), it follows that (x⊥, x⊥) is also bounded.

Therefore x⊥ lies in a bounded subset L of the F -line (L[F )⊥. It follows that N(L[) is contained in

a bounded set (L[)∨ k L. Since N(L[) is open and closed in V, it must be compact.

Note that all three functions ∂DenL[ , ∂DenL[,H and ∂DenL[,V vanish outside N(L[). It follows

that all three vanish outside a compact subset of V, and are smooth functions on V \L[F . To show

part (a) it suffices to show both functions ∂DenL[ , ∂DenL[,H have logarithmic singularity along

L[F near each e ∈ L[F (then the integrability follows by the consideration of the support). To show

part (b), it suffices to show that ∂DenL[,V is a constant near each e ∈ L[F .
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We now consider the behavior of the three functions ∂DenL[ , ∂DenL[,H and ∂DenL[,V near each

e ∈ L[F . By the above discussion on the support, we may assume e ∈ L[F ∩N(L[).

First we consider the case e ∈ L[, and we consider its neighborhood M(L[) = L[ k 〈u〉, the

lattice defined by (7.1.0.3). Obviously the three functions are all invariant under L[-translation.

By Lemma 7.3.5, both ∂DenL[,H and ∂DenL[ have logarithmic singularity along L[F near such e.

Again by Lemma 7.3.5, when x ∈ 〈$u〉 is non-zero, we have

∂DenL[,V (x)− ∂DenL[,V ($−1x) = Den(−q, L[)− 1

vol(L[)
Den((−q)−1, L[),

which vanishes by the functional equation for Den(X,L[) evaluated at X = −q, cf. (3.6.2.2). It

follows that ∂DenL[,V (x) = ∂DenL[,V ($−1x) when x ∈ 〈$u〉 is non-zero. Therefore ∂DenL[,V is a

constant in M(L[) \ L[F .

Next we consider the case e ∈ L[F ∩ N(L[) but e /∈ L[. We denote L̃[ := 〈e〉 + L[. Choose

an orthogonal basis e1, · · · , en−1 of the lattice L[ and write e = λ1e1 + · · · + λn−1en−1. Up to

re-ordering these basis vectors, we may assume that λ1 attains the minimal valuation among all of

the coefficients λi, 1 ≤ i ≤ n− 1. Since we are assuming e /∈ L[, we have λ1 /∈ OF . Let us denote

λ := λ−1
1 ∈ OF .

Then we have

e1 = λe− λ−1
1 λ2e2 − · · · − λ−1

1 λn−1en−1 ∈ 〈λe, e2, e3, . . . , en−1〉.

Fix a basis vector en of the line (L[F )⊥. Since all three functions are invariant under L[-translation,

it suffices to consider the behavior of the function:

t ∈ OF � // ∂DenL[(e+ ten)

when t is near 0 ∈ OF , and the similar functions for ∂DenL[,H , ∂DenL[,V respectively.

Set xt := e+ ten and Mt := 〈e2, e3, · · · , en−1, xt〉. Then we have

L[ + 〈xt〉 = 〈e1, e2, e3, · · · , en−1, e+ ten〉

= 〈λten, e2, e3, · · · , en−1, e+ ten〉

= Mt + 〈λten〉.

Note that the vector space V has an orthogonal basis {e2, e3, · · · , en−1, e1 + λten, e
′
n}, where

e′n := en − σ(t)µe1 and µ = σ(λ) (en,en)
(e1,e1) ∈ F , where σ(t) denotes the Galois conjugation of

t. A straightforward computation shows that, when |t| is sufficiently small, with respect to

V = 〈e′n〉F k 〈e′n〉⊥F , the projection of en to 〈e′n〉⊥F lies in Mt, and to the line 〈e′n〉F is ute
′
n where

ut ∈ O×F is a unit (since ut → 1 as t→ 0). It follows that, when |t| is sufficiently small,

L[ + 〈xt〉 = Mt k 〈λte′n〉.

Note that, when |t| is sufficiently small, the lattice Mt has the same fundamental invariants as

L̃[ = L[ + 〈e〉 = 〈e2, e3, · · · , en−1, e〉, and (e′n, e
′
n) differs from (en, en) by a unit, and thus the

lattices Mt k 〈λte′n〉 and L̃[ k 〈λten〉 have the same fundamental invariants. Since ∂DenL[(xt) =
47



∂Den(L[+〈xt〉) depends only on the fundamental invariants of the lattice L[+〈xt〉, we obtain that,

when |t| is sufficiently small,

∂DenL[(xt) = ∂Den
L̃[

(λten).(7.3.4.2)

Now by Lemma 7.3.5, the function ∂DenL[ has logarithmic singularity near e.

Next we investigate the behavior of ∂DenL[,H (xt) when t→ 0. By (6.1.2.1), we have

∂DenL[,H (xt)− ∂Den
L̃[,H (xt) =

∑
L[⊂L′[⊂(L′[)∨

e/∈L′[, t(L′[)≤1

∑
L′[+〈xt〉⊂L′⊂L′∨

L′∩L[
F

=L′[

m(t(L′)).(7.3.4.3)

We claim that, when |t| is sufficiently small, the right hand side is a constant dependent on L[

and e but not on t. The outer sum has only finitely many terms. Therefore, to show the claim,

it suffices to show that each of the inner sums is a constant dependent on L′[ and e but not on t.

Now fix an integral lattice L′[ ⊃ L[ such that e /∈ L′[ and t(L′[) ≤ 1. We may further assume that

L′[ + 〈e〉 is integral (otherwise the inner sum for such L′[ is empty when |t| is sufficiently small).

Then L′[ must be an orthogonal sum M k 〈f〉 for some self-dual lattice M of rank n − 2, and a

rank one lattice 〈f〉. Denote by e∗ the orthogonal projection of e to the line 〈f〉F . Since L′[ + 〈e〉
is integral and e /∈ L′[, we must have e − e∗ ∈ M and f = ξe∗ for some ξ ∈ OF but ξ /∈ O×F . Let

W = 〈f, en〉F be the orthogonal complement of MF . Then the inner sum associated to L′[ is equal

to ∑
〈f,e∗+ten〉⊂L′⊂L′∨⊂W

L′∩L[
F

=〈f〉

m(t(L′)) = ∂Den(〈f, e∗ + ten〉)− ∂Den(〈$−1f, e∗ + ten〉).

Now it is easy to see that, when |t| is sufficiently small, the lattice 〈f, e∗ + ten〉 = 〈ξe∗, e∗ + ten〉
(resp., 〈$−1f, e∗ + ten〉 = 〈$−1ξe∗, e∗ + ten〉) has the same fundamental invariants as 〈ξten, e∗〉
(resp., 〈$−1ξten, e

∗〉). By Lemma 7.3.5, when |t| is sufficiently small, the difference

∂Den(〈f, e∗ + ten〉)− ∂Den(〈$−1f, e∗ + ten〉)

=∂Den(〈ξten, e∗〉)− ∂Den(〈$−1ξten, e
∗〉)

=∂Den〈e∗〉(ξten)− ∂Den〈e∗〉($
−1ξten)

=Den(−q, 〈e∗〉)

is a constant independent of t. This proves the claim. Note that ∂Den
L̃[,H (xt) = ∂Den

L̃[,H (ten)

and it has logarithmic singularity along L̃[F = L[F by Lemma 7.3.5. It follows from the claim that

the function ∂DenL[,H also has logarithmic singularity along L[F near e. Now we have completed

the proof of part (a).

By (7.3.4.2) and (7.3.4.3), let t→ 0 and denote by C the constant equal to (7.3.4.3):

∂DenL[,V (xt) = ∂DenL[(xt)− ∂DenL[,H (xt)

= ∂Den
L̃[

(λten)− ∂Den
L̃[,H (ten)− C

= (∂Den
L̃[

(λten)− ∂Den
L̃[

(ten)) + ∂Den
L̃[,V (ten)− C.
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By Lemma 7.3.5, the term (∂Den
L̃[

(λten)− ∂Den
L̃[

(ten)) is a constant dependent on L[ and e but

not on t. By the previous case (replacing L[ by L̃[) that we have considered, the term ∂Den
L̃[,V (ten)

is a constant when t→ 0. This shows that ∂DenL[,V is a constant near e, and we have completed

the proof of part (b). �

Lemma 7.3.5. Assume that x ⊥ L[ and val(x) ≥ 1 + emax(L[). Then

∂DenL[(x)− ∂DenL[($
−1x) = Den(−q, L[),

and

∂DenL[,H (x)− ∂DenL[,H ($−1x) =
1

vol(L[)
Den((−q)−1, L[).

Proof. The first part follows from the induction formula in Proposition 3.7.1

Den(X,L) = X2Den(X,L′) + (1−X)Den(−qX,L[),

where

L′ = L[ k 〈$−1x〉, L = L[ k 〈x〉.

Now we consider the second part. By the definition (6.1.2.1) of the function ∂DenL[,H , we obtain

∂DenL[,H (x)− ∂DenL[,H ($−1x) =
∑

L[⊂L′⊂L′∨,
t(L′[)≤1, L′∩〈x〉F=〈x〉

m(t(L′)),

where we recall that L′[ = L′ ∩ L[F , cf. (6.1.2.2). This sum can be rewritten as a double sum, first

over all L′ with a given L′ ∩ L[F = L′[ then over all L′[∑
L′[⊂(L′[)∨

L[⊂L′[, t(L′[)≤1

∑
L′⊂L′∨

L′∩L[
F

=L′[,L′∩〈x〉F=〈x〉

m(t(L′)).(7.3.5.1)

Fix L′[ with t(L′[) ≤ 1 and we consider the inner sum. Since t(L′[) ≤ 1, we may assume that

L′[ has an orthogonal basis e′1, · · · , e′n−1 such that val(e′1) = val(e′2) = · · · = val(e′n−2) = 0, and

a′n−1 := val(e′n−1).

By Lemmas 7.2.1 and 7.2.2, each lattice L′ in the inner sum is of the form L′[ + 〈u〉 where u

satisfies

(u, L′[) ⊂ OF , (u, u) ∈ OF .

Write u = u[ + u⊥ according to the orthogonal direct sum V = L[F k (L[F )⊥. We claim that

val(u[) ≥ 0 and val(u⊥) ≥ 1.

To prove the claim, we first note that the condition (u, L′[) ⊂ OF above is equivalent to u[ ∈
(L′[)∨. Therefore we may write u[ = λ1e

′
1 + · · · + λn−1e

′
n−1 where λi ∈ OF (1 ≤ i ≤ n − 2) and

λn−1 ∈ $−a
′
n−1OF . By Lemma 7.2.2, we have

π⊥(L′)
L′∩〈x〉F = 〈u⊥〉

〈x〉
∼
// π[(L

′)
L′[

= L′[+〈u[〉
L′[

' OF+λn−1·OF
OF

.(7.3.5.2)

This isomorphism implies that

max{0,−2 val(λn−1)} = −val(u⊥) + val(x).(7.3.5.3)
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Now if val(u[) < 0, from (u, u) ∈ OF it follows that val(u[) = val(u⊥) < 0 and val(u[) =

2 val(λn−1) + a′n−1. Hence 2 val(λn−1) < −a′n−1 (in particular, val(λn−1) < 0). It follows from

(7.3.5.3) that val(x) = a′n−1, which contradicts val(x) > an−1 ≥ a′n−1. Therefore we must

have val(u[) ≥ 0 and val(u⊥) ≥ 0. It then follows that val(λn−1e
′
n−1) ≥ 0, or equivalently

2 val(λn−1) + a′n−1 ≥ 0. By (7.3.5.3), we have either val(u⊥) = val(x) ≥ 1 or

val(u⊥) = val(x) + 2 val(λn−1) ≥ (1 + an−1)− a′n−1 ≥ 1.

Here the last inequality follows from emax(L′[) = a′n−1 ≤ emax(L[) = an−1 by (7.1.0.4) applied to

L[ ⊂ L′[. We have thus completed the proof of the claim.

Now we define L̃′[ := π[(L
′) = L′[ + 〈u[〉. Then L̃′[ is an integral lattice. By val(u⊥) ≥ 1, we

obtain

t(L′) = t(L̃′[) + 1.

Moreover, for a given integral lattice L̃′[ ⊃ L′[, the set of desired integral lattices L′ is bijective to

the set of generators of the cyclic OF -module L̃′[/L′[. Therefore the inner sum in (7.3.5.1) is equal

to

∑
L′[⊂L̃′[

m(t(L̃′[) + 1)[L̃′[ : L′[] ·

1, if L̃′[ = L′[,

(1− q−2), if L̃′[ 6= L′[,
(7.3.5.4)

where the index [L̃′[ : L′[] = vol(L̃′[)
vol(L′[)

. For the sum (7.3.5.4), we distinguish three cases.

(1) If t(L′[) = 0, i.e., a′n−1 = 0, then the sum is equal to 1.

(2) If a′n−1 > 0 is odd, then the sum is equal to

(1 + q)(1 + (q2 − 1) + · · ·+ (qa
′
n−1−1 − qa′n−1−3)) = qa

′
n−1−1(1 + q).

(3) If a′n−1 > 0 is even, then the sum is equal to

(1 + q)(1 + (q2 − 1) + · · ·+ (qa
′
n−1−2 − qa′n−1−4)) + (qa

′
n−1 − qa′n−1−2) = qa

′
n−1−1(1 + q).

Therefore the inner sum in (7.3.5.1) is equal to1, t(L′[) = 0,

(1 + q−1) 1
vol(L′[)

, t(L′[) = 1.
(7.3.5.5)

We obtain that (7.3.5.1) is equal to∑
L[⊂L′[, t(L′[)=0

1 +
∑

L[⊂L′[, t(L′[)=1

(1 + q−1)
1

vol(L′[)
=

1

vol(L[)
Den((−q)−1, L[),

by (3.6.1.2), and hence

∂DenL[,H (x)− ∂DenL[,H ($−1x) =
1

vol(L[)
Den((−q)−1, L[).

This completes the proof. �
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We introduce an auxiliary function on V \ L[F ,

∂̃DenL[(x) =
∑

L[⊂L′⊂L′∨
1L′(x).

Similar to Proposition 7.3.4, we have:

Lemma 7.3.6. The function ∂̃DenL[ lies in L1
c(V), having logarithmic singularity along L[F .

Proof. It suffices to show the logarithmic singularity near 0 ∈ V. The behavior of ∂̃DenL[ near

an arbitrary e ∈ V is then reduced to this case by the same argument as the proof of part (a)

in Proposition 7.3.4 for ∂DenL[ . More precisely, the equality (7.3.4.2) also holds for the function

∂̃DenL[ , since ∂̃DenL[(x) depends only on the fundamental invariants of the lattice L[ + 〈x〉.
Note that the function ∂̃DenL[ is invariant under L[-translation. It suffices to show that, when

x ⊥ L[F and val(x) > 2 emax(L[),

∂̃DenL[(x) = C0 val(x) + C1

for some constants C0, C1. Write the function as a double sum:

∂̃DenL[(x) =
∑

L[⊂L′[⊂(L′[)∨

∑
L′⊂L′∨

L′∩L[
F

=L′[

1L′(x).

Since the outer sum has only finitely many terms, it suffices to prove the desired logarithmic

singularity for the inner sum associated to each integral lattice L′[ ⊃ L[. Fix such an L′[. It suffices

to show that, when x ⊥ L[F and val(x) > 2emax(L′[) (we remind the reader that emax(L′[) ≤
emax(L[) by (7.1.0.4)), the cardinality

#{L′ | L′ ⊂ L′∨, L′ ∩ L[F = L′[, L′ ∩ (L[F )⊥ = 〈x〉}(7.3.6.1)

is independent of x.

Following the proof of Lemma 7.3.5, each lattice L′ in the above set is of the form L[+ 〈u〉 where

(u, L′[) ⊂ OF , (u, u) ∈ OF .

Write u = u[ + u⊥ according to the orthogonal direct sum V = L[F k (L[F )⊥. We claim that

val(u⊥) ≥ 1. In fact, by (u, L′[) ⊂ OF , we obtain u[ ∈ (L′[)∨, and hence lengthOF
L′[+〈u[〉
L′[

≤
emax(L′[). Comparing the lengths of the OF -modules in (7.3.5.2), we obtain

−val(u⊥) + val(x) = 2 lengthOF
L′[ + 〈u[〉

L′[
≤ 2 emax(L′[).

The claim follows.

It follows that the cardinality (7.3.6.1) is given by (7.3.5.4) without the weight factor m(t(L̃′[)+1),

hence independent of x. This completes the proof. �

By Proposition 7.3.4, the functions ∂DenL[ , ∂DenL[,H and ∂DenL[,V are all in L1(V), hence

Fourier transforms exist for all of them.
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Corollary 7.3.7. The Fourier transforms of ∂DenL[ and ∂DenL[,H are given by (pointwise) ab-

solutely convergent sums

∂̂DenL[,H (x) =
∑

L[⊂L′⊂L′∨, t(L′[)≤1

vol(L′)m(t(L′))1L′∨(x),(7.3.7.1)

and

∂̂DenL[(x) =
∑

L[⊂L′⊂L′∨
vol(L′)m(t(L′))1L′∨(x),(7.3.7.2)

where x ∈ V in both equalities.

Proof. By definition (1.7.0.2) we have

∂̂DenL[(x) =

∫
V

∑
L[⊂L′⊂L′∨

m(t(L′))1L′(y)ψ(trF/F0
(x, y)) dy.(7.3.7.3)

By Lemma 7.3.6 we have∫
V

∑
L[⊂L′⊂L′∨

|m(t(L′))1L′(y)ψ(trF/F0
(x, y))|dy ≤ |m(n)|

∫
V

∑
L[⊂L′⊂L′∨

1L′(y) dy

= |m(n)|
∫
V
∂̃DenL[(y) dy <∞.

Therefore we can interchange the order of the integration and the sum in (7.3.7.3). This proves

(7.3.7.2). The equality (7.3.7.1) is proved similarly. �

7.4. Fourier transform of ∂DenL[,V .

Theorem 7.4.1. Assume that x ⊥ L[ and val(x) < 0. Then

∂̂DenL[,V (x) = 0.

Proof. This follows from Lemma 7.4.2 below, and the functional equation (3.6.2.2)

Den(−q, L[ + 〈u[〉) =
1

vol(L[ + 〈u[〉)
Den((−q)−1, L[ + 〈u[〉). �

Lemma 7.4.2. Assume that x ⊥ L[ and val(x) < 0. Then

∂̂DenL[(x) = (1− q−2)−1 vol(〈x〉∨)

∫
L[F

Den(−q, L[ + 〈u[〉) du[,

and

∂̂DenL[,H (x) = (1− q−2)−1 vol(〈x〉∨)

∫
L[F

1

vol(L[ + 〈u[〉)
Den((−q)−1, L[ + 〈u[〉) du[.

Recall that 〈x〉∨ denotes the dual lattice of 〈x〉 in the line 〈x〉F . Here we use the self-dual measures

on L[F and on 〈x〉F respectively, cf. §1.7.
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Proof. First we consider the Fourier transform of ∂DenL[ . By (7.3.7.2), it is equal to the (pointwise)

absolutely convergent sum

∂̂DenL[(x) =
∑

L[⊂L′⊂L′∨, x∈L′∨
vol(L′)m(t(L′)).

For an integral lattice L′[ ⊃ L[, define

Σ(L′[, x) = {L′ ⊂ V | x ∈ L′∨, L′ ⊂ L′∨, L′[ = L′ ∩ L[F }.(7.4.2.1)

Then

∂̂DenL[(x) =
∑

L[⊂L′[⊂(L′[)∨

∑
L′∈Σ(L′[,x)

vol(L′)m(t(L′)).(7.4.2.2)

By Lemmas 7.2.1 and Lemma 7.2.2, we have a bijection

(7.4.2.3) [((〈x〉+ L′[)∨,◦/L′[) \ (L[F /L
′[)]/O×F

∼
// Σ(L′[, x)

u � // L′[ + 〈u〉.

Here, though (〈x〉 + L′[)∨,◦ is not necessarily a lattice, it is invariant under L′[-translation and

O×F -multiplication. Hence the quotient on the left hand side makes sense.

Now we follow the same argument as in the proof of Lemma 7.3.5. Write u = u[ + u⊥ according

to the orthogonal direct sum V = L[F k (L[F )⊥. Then the condition x ∈ L′∨ is equivalent to the

projection π⊥(L′) ⊂ 〈x〉∨ (inside the line (L[F )⊥ = 〈x〉F ), or equivalently, (x, u⊥) ∈ OF . Since

val(x) < 0, we must have val(u⊥) > 0 (due to 2 val((x, u⊥)) = val(x)+val(u⊥)). It follows from the

integrality of the norm (u, u) and (u⊥, u⊥) that u[ also has integral norm and hence u[ ∈ (L′[)∨,◦.

Thus we have

(〈x〉+ L′[)∨,◦ = (L′[)∨,◦ k 〈x〉∨

and a bijection with the left hand side of (7.4.2.3)

(L′[)∨,◦/L′[ × 〈x〉
∨\{0}
O×F

∼
// [(L′[)∨,◦/L′[ × (〈x〉∨ \ {0})]/O×F

sending (u[, O×F ·$mx) to the O×F -orbit of (u[, $mx) (with the diagonal O×F -action)3. We have the

resulting bijection

(L′[)∨,◦/L′[ × 〈x〉
∨\{0}
O×F

∼
// Σ(L′[, x).

The second factor 〈x〉
∨\{0}
O×F

can be further identified with the set of lattices contained in 〈x〉∨

(corresponding to 〈u⊥〉 = π⊥(L′)). We write L̃′[ := π[(L
′) = L′[ + 〈u[〉. Then L̃′[ is an integral

lattice. By val(u⊥) ≥ 1, we obtain

t(L′) = t(L̃′[) + 1,

and by (7.2.2.1),

vol(L′) = vol(L′[) vol(π⊥(L′)).

3The bijection depends on the choice of a basis vector of 〈x〉, and here we have simply chosen x.
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Therefore the inner sum in (7.4.2.2) is equal to

vol(L′[)
∑

u[∈ (L′[)∨,◦

L′[

m(t(L̃′[) + 1)
∑

N⊂〈x〉∨
vol(N)

= vol(L′[) vol(〈x〉∨)
(∑
i≥0

q−2i
) ∑
u[∈ (L′[)∨,◦

L′[

m(t(L̃′[) + 1)

= vol(L′[) vol(〈x〉∨)(1− q−2)−1
∑

u[∈ (L′[)∨,◦

L′[

m(t(L̃′[) + 1).

We now return to the sum (7.4.2.2), which is now equal to

∂̂DenL[(x) = vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)(1− q−2)−1
∑

u[∈ (L′[)∨,◦

L′[

m(t(L̃′[) + 1).(7.4.2.4)

For a given integral lattice L̃′[ such that L̃′[/L′[ is a cyclic OF -module, the number of u[ ∈ (L′[)∨,◦

L′[

such that L′[ + 〈u[〉 = L̃′[ is[L̃′[ : L′[](1− q−2) = vol(L̃′[)
vol(L′[)

(1− q−2), if L̃′[ 6= L′[,

1, if L̃′[ = L′[.

We thus obtain

∂̂DenL[(x) = vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)
∑

L′[⊂L̃′[, L̃′[/L′[ cyclic

vol(L̃′[)

vol(L′[)
m(t(L̃′[) + 1)

+ q−2(1− q−2)−1 vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1).

Here we split the contribution of the factor corresponding to L̃′[ = L′[ into two pieces q−2+(1−q−2).

Interchanging the sum over L′[ and L̃′[, we obtain

∂̂DenL[(x) = vol(〈x〉∨)
∑

L[⊂L̃′[⊂(L̃′[)∨

vol(L̃′[)m(t(L̃′[) + 1)
∑

L[⊂L′[⊂L̃′[, L̃′[/L′[ cyclic

1(7.4.2.5)

+ q−2(1− q−2)−1 vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1).

Next we consider the integral ∫
L[F

Den(−q, L[ + 〈u[〉)du[.

This can be written as a weighted sum over integral lattices M ⊂ L[F such that L[ ⊂M and M/L[

is a cyclic OF -module, with the weight factorvol(M)(1− q−2), if M 6= L[,

vol(L[), if M = L[.
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Therefore we obtain∫
L[F

Den(−q, L[ + 〈u[〉)du[ = q−2 vol(L[)Den(−q, L[)(7.4.2.6)

+ (1− q−2)
∑

L[⊂M⊂M∨,M/L[ cyclic

vol(M)Den(−q,M).

Again here we split the contribution of the factor corresponding to M = L[ into two pieces q−2 +

(1− q−2). By the formula (3.6.2.1), the first term is equal to

q−2 vol(L[)Den(−q, L[) = q−2
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1).(7.4.2.7)

Again by (3.6.2.1), the second term in (7.4.2.6) is equal to∑
L[⊂M⊂M∨,M/L[ cyclic

vol(M)Den(−q,M)

=
∑

L[⊂M⊂L′[⊂(L′[)∨,M/L[ cyclic

vol(M)
vol(L′[)

vol(M)
m(t(L′[) + 1)

=
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1) ·#{M | L[ ⊂M ⊂ L′[, M/L[ cyclic}.

Now note that we have an equality

#{M | L[ ⊂M ⊂ L′[, M/L[ cyclic} = #{M | L[ ⊂M ⊂ L′[, L′[/M cyclic}.

In fact, the right hand side is the same as

#{M∨ | L′[,∨ ⊂M∨ ⊂ L[,∨, M∨/L′[,∨ cyclic}.

and this is equal to the left hand side, due to the (non-canonical) isomorphism of finite OF -modules

L′[/L[
∼

(L[)∨/(L′[)∨.

It follows that ∑
L[⊂M⊂L′[⊂(L′[)∨,M/L[ cyclic

vol(M)Den(−q,M)(7.4.2.8)

=
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1) ·#{M | L[ ⊂M ⊂ L′[, L′[/M cyclic}.

By (7.4.2.6), (7.4.2.7) and (7.4.2.8), we obtain

∫
L[F

Den(−q, L[ + 〈u[〉)du[ =(1− q−2)
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1) ·
∑

L[⊂M⊂L′[, L′[/M cyclic

1

(7.4.2.9)

+ q−2
∑

L[⊂L′[⊂(L′[)∨

vol(L′[)m(t(L′[) + 1).
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Comparing (7.4.2.9) with (7.4.2.5) we obtain

∂̂DenL[(x) = (1− q−2)−1 vol(〈x〉∨)

∫
L[F

Den(−q, L[ + 〈u[〉)du[,

and this completes the proof of the first part concerning ∂̂DenL[ .

Similarly, let us consider the horizontal part ∂DenL[,H . By (7.3.7.1), we have a (pointwise)

absolutely convergent sum

∂̂DenL[,H (x) =
∑

L[⊂L′[⊂(L′[)∨

t(L′[)≤1

∑
L′∈Σ(L′[,x)

m(t(L′)) vol(L′).(7.4.2.10)

Here Σ(L′[, x) is the set defined by (7.4.2.1). Similar to the equation (7.4.2.4) for ∂̂DenL[ , we obtain

∂̂DenL[,H (x) = vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨

t(L′[)≤1

vol(L′[)(1− q−2)−1
∑

u[∈ (L′[)∨,◦

L′[

m(t(L̃′[) + 1).

The inner sum is equal to (7.3.5.4), hence equal to (7.3.5.5). We obtain

∂̂DenL[,H (x) = (1− q−2)−1 vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨

t(L′[)≤1

vol(L′[)

1, t(L′[) = 0,

q−1m(t(L′[) + 1) 1
vol(L′[)

, t(L′[) = 1

= (1− q−2)−1 vol(〈x〉∨)
∑

L[⊂L′[⊂(L′[)∨, t(L′[)≤1

1, t(L′[) = 0,

1 + q−1, t(L′[) = 1.

From the formula (3.6.1.2), it follows that∫
L[F

1

vol(L[ + 〈u[〉)
Den((−q)−1, L[ + 〈u[〉) du[

=
∑

L[⊂L′[⊂(L′[)∨, t(L′[)=0

∫
L[F

1L′[(u
[) du[

+
∑

L[⊂L′[⊂(L′[)∨, t(L′[)=1

q−1m(t(L′[) + 1)
1

vol(L′[)

∫
L[F

1L′[(u
[) du[

=
∑

L[⊂L′[⊂(L′[)∨, t(L′[)=0

1 +
∑

L[⊂L′[⊂(L′[)∨, t(L′[)=1

(1 + q−1).

This completes the proof of the second part concerning the horizontal part. �

8. Uncertainty principle and the proof of the main theorem

8.1. Uncertainty principle.
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8.1.1. Quadratic case. In this subsection we first let V be a (non-degenerate) quadratic space of

dimension d over a non-archimedean local field F with characteristic not equal to 2. Here we allow

the residue characteristic to be p = 2. We denote by ( , ) the symmetric bi-linear form on V. Let

V◦ (resp. V◦◦) denote the “positive cone” (resp. “strictly positive cone”), defined by

V◦ = {x ∈ V | val((x, x)/2) ≥ 0}, V◦◦ = {x ∈ V | val((x, x)/2) > 0}.(8.1.1.1)

Fix an unramified additive character ψ : F → C× and, similar to the hermitian case (cf. §1.7), we

define the Fourier transform on C∞c (V) by

f̂(x) :=

∫
V
f(y)ψ((x, y))dy, x ∈ V.(8.1.1.2)

Proposition 8.1.2. Let φ ∈ C∞c (V) satisfy

• supp(φ) ⊂ V◦◦, and

• supp(φ̂) ⊂ V◦.

Then φ = 0.

Proof. If dimV is odd, we consider the “doubling” quadratic space VkV and the function φ⊗φ ∈
C∞c (VkV). It is easy to see that supp(φ⊗φ) = supp(φ)×supp(φ), φ̂⊗ φ = φ̂⊗φ̂, V◦×V◦ ⊂ (VkV)◦,

and V◦◦ × V◦◦ ⊂ (V k V)◦◦. Therefore it suffices to consider the case when dimV is even, which

we assume from now on. We use the the Weil representation ω of SL2(F ). The group SL2(F ) acts

on C∞c (V) by the following formula

ω

(
a

a−1

)
φ(x) = χV(a)|a|d/2φ(ax),

ω

(
1 b

1

)
φ(x) = ψ

(
1

2
b (x, x)

)
φ(x),(8.1.2.1)

ω

(
1

−1

)
φ(x) = γV φ̂(x),

where χV is a quadratic character of F× associated to the quadratic space V, and γV is the Weil

constant (see [Kud97b, p.642]).

By the assumption on the support, the functions φ and φ̂ are fixed by N($−1OF ) and N(OF )

respectively, where N denotes the unipotent subgroup of the standard Borel of SL2 of upper tri-

angular matrices. Therefore φ is fixed by N($−1OF ) and N−(OF ) (the transpose of N(OF )).

However, N($−1OF ) and N−(OF ) generate SL2(F ). We sketch a proof of this well-known fact.

Using the following identity in SL2(F )(
a b

c d

)
=

(
1 a/c

1

)(
−1/c

c

)(
1 d/c

1

)
, c 6= 0,

it is easy to show that the group SL2(F ) is generated by N(F ) and any single element in SL2(F ) \

B(F ). Now we first apply the above equality to

(
1

1 1

)
(resp.

(
1

$ 1

)
) to generate

(
−1

1

)
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(resp.

(
−1/$

$

)
). Then we note that

(
−1

1

)(
−1/$

$

)
=

(
−$

−1/$

)
and this

element together with N($−1OF ) generate N(F ).

It follows that φ is fixed by SL2(F ) and therefore supp(φ) is contained in the null cone {x ∈ V :

(x, x) = 0} (e.g., by using the invariance under the diagonal torus, or N(F )). Since φ is locally

constant, it must vanish identically. �

Remark 8.1.3. The uncertainty principle is also used in the new proof by Beuzart-Plessis [BP21]

of the Jacquet–Rallis fundamental lemma.

Corollary 8.1.4. Let φ ∈ C∞c (V) satisfy

• supp(φ) ⊂ V◦◦, and

• φ̂ is a multiple of φ.

Then φ = 0.

8.1.5. Hermitian case. Now we return to the case of hermitian space with respect to a (possibly

ramified) quadratic extension F/F0 where F0 is non-archimedean local field with characteristic not

equal to 2. Define V◦ and V◦◦

V◦ = {x ∈ V | val(x) ≥ 0}, V◦◦ = {x ∈ V | val(x) > 0},(8.1.5.1)

where we recall that val(x) = val((x, x)) for the hermitian form ( , ) on V, cf. §1.7.

Proposition 8.1.6. Let φ ∈ C∞c (V) satisfy

• supp(φ) ⊂ V◦◦, and

• supp(φ̂) ⊂ V◦.
Then φ = 0.

Proof. Consider the symmetric bilinear form on the underlying F0-vector space of V,

(x, y)F0 := trF/F0
(x, y) ∈ F0, x, y ∈ V.

Then the Fourier transform on C∞c (V) defined in §1.7 using the hermitian form ( , ) on V is the same

as the one in (8.1.1.2) using ( , )F0 on the underlying F0-vector space of V. Since (x, x)F0/2 = (x, x)

for any x ∈ V, the cones defined by (8.1.1.1) and (8.1.5.1) coincide. Therefore the desired assertion

follows from Proposition 8.1.2. �

The uncertainty principle implies that, by Lemma 6.3.1, the function IntL[,V is determined by

its restriction to

V◦ \ V◦◦ = {x ∈ V | val(x) = 0}.
Ideally one would like to prove the same conclusion as Lemma 6.3.1 holds for the function ∂DenL[,V .

Then, by induction on dimV, we can prove the main Theorem 3.4.1. However, we have not

succeeded finding a direct proof the analog of Corollary 6.3.3 for ∂DenL[,V . Nevertheless, a weaker

version of the uncertainty principle suffices to prove the identity IntL[,V = ∂DenL[,V and this is

what we will actually do in the next subsection. A posteriori we can deduce that the function

∂DenL[,V also satisfies the same identity as IntL[,V does in Corollary 6.3.3.
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8.2. The proof of Theorem 3.4.1. We now prove the main Theorem 3.4.1. Fix a rank n − 1

lattice L[ ⊂ V such that L[F is non-degenerate. We want to prove an identity of functions on V\L[F

IntL[ = ∂DenL[ .

By Theorem 6.1.3, equivalently we need to show

Theorem 8.2.1. Let L[ ⊂ V be a rank n− 1 lattice such that L[F is non-degenerate. Then

(8.2.1.1) IntL[,V = ∂DenL[,V

as elements in C∞c (V).

Proof. We prove the assertion by induction on val(L[). Let (a1, a2, · · · , an−1) be the fundamental

invariants of the lattice L[, cf. §7.1. Let M = M(L[) = L[ k 〈u〉 be the lattice defined by (7.1.0.3).

Lemma 8.2.2. Let x ∈ V \L[F and let (a′1, a
′
2, · · · , a′n) be the fundamental invariants of the lattice

L[ + 〈x〉. Then the inequality

(8.2.2.1) a′1 + · · ·+ a′n−1 ≥ a1 + · · ·+ an−1

holds if and only if x ∈M .

Proof. For x ∈M , we write x = x[ + x⊥ where x[ ∈ L[ and x⊥ ⊥ L[. Then L[ + 〈x〉 = L[ + 〈x⊥〉.
Therefore we may assume that x ⊥ L[. It follows that val(x) ≥ an−1 by the definition of the lattice

M , and a′i = ai for 1 ≤ i ≤ n − 1. Hence a′1 + · · · + a′n−1 = a1 + · · · + an−1, and the equation

(8.2.2.1) holds.

We now assume that the inequality (8.2.2.1) holds. We start with a special case. If x ⊥ L[, the

fundamental invariants of the lattice L[ + 〈x〉 is a re-ordering of (a1, a2, · · · , an−1, val(x)). From

the inequality (8.2.2.1), it follows that val(x) ≥ an−1, and therefore x ∈M .

Now we consider the general case. Let {e1, · · · , en−1} be an orthogonal basis of L[ such that

(ei, ei) = $ai . Write

x = λ1e1 + · · ·+ λn−1en−1 + x⊥,

where λi ∈ F, 1 ≤ i ≤ n − 1 and x⊥ ⊥ L[. The fundamental matrix of the basis {e1, · · · , en−1, x}
of L[ + 〈x〉 is of the form

T =


$a1 (e1, x)

. . .
...

$an−1 (en−1, x)

(x, e1) · · · (x, en−1) (x, x)

 .

We now use the characterization of the sum a′1 + · · ·+ a′n−1 as the minimum among the valuations

of the determinants of all (n− 1)× (n− 1)-minors of T . The set of such minors is bijective to the

set of (i, j)-th entry: removing i-th row and j-th column to get such a minor. The valuation of the

determinant of the (n, i)-th minor is

val((ei, x))− ai + (a1 + · · ·+ an−1).
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From the inequality (8.2.2.1), it follows that

val((ei, x)) ≥ ai,

or equivalently λi ∈ OF , for all 1 ≤ i ≤ n − 1. Therefore x − x⊥ ∈ L[, and L[ + 〈x〉 = L[ + 〈x⊥〉.
Now we can assume that x ⊥ L[ and by the special case above we complete the proof. �

Now we assume that the equation (8.2.1.1)

IntL′[,V = ∂DenL′[,V

holds for L′[ such that val(L′[) < val(L[). We may further assume that L[ + 〈x〉 is integral and has

a basis (e′1, e
′
2, · · · , e′n) such that val(e′i) = a′i. Let L′[ = 〈e′1, · · · , e′n−1〉. Then we have

IntL[(x) = IntL′[(x
′), and ∂DenL[(x) = ∂DenL′[(x

′),

where x′ = e′n. By Lemma 8.2.2, if x /∈M , then we have a strict inequality

a′1 + · · ·+ a′n−1 < a1 + · · ·+ an−1.

And so val(L′[) < val(L[). By induction hypothesis, we have

IntL′[,V (x′) = ∂DenL′[,V (x′).

It follows that the support of the difference

φ = IntL[,V −∂DenL[,V ∈ C
∞
c (V)

is contained in the lattice M .

By Corollary 6.3.3, we know

ÎntL[,V (x) = − IntL[,V (x).

In particular, if val(x) < 0, then

ÎntL[,V (x) = 0.

We know a little less about ∂DenL[,V : by Theorem 7.4.1, the vanishing ∂̂DenL[,V (x) = 0 holds

when val(x) < 0 and x ⊥ L[. It follows that, when val(x) < 0 and x ⊥ L[,

φ̂(x) = 0.

Obviously the function φ is invariant under L[. By the constraints imposed by the support of φ

(being contained in M), it is of the form

φ = 1L[ ⊗ φ⊥,

where φ⊥ ∈ C∞c ((L[F )⊥) is supported on the (rank one) lattice M⊥ = 〈u〉. Then

φ̂ = vol(L[)1L[,∨ ⊗ φ̂⊥.

Here φ̂⊥ is invariant under the translation by the dual lattice M∨⊥ = 〈u∨〉, where u∨ = $−anu.

Note that val(u∨) = −an < 0. Now the Fourier transform φ̂⊥ vanishes at every x ⊥ L[ such that

val(x) < 0. It follows that φ̂⊥ vanishes identically. Therefore φ = 0. This completes the proof. �
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Part 2. Local Kudla–Rapoport conjecture: the almost self-dual case

9. Local density for an almost self-dual lattice

9.1. Local density for an almost self-dual lattice. In this section we allow F0 to be a non-

archimedean local field of characteristic not equal to 2 (but possibly with residue characteristic 2),

and F an unramified quadratic extension.

Recall that we have defined the local density for two hermitian OF -lattices L and M

Den(M,L) = lim
N→+∞

#RepM,L(OF0/$
N )

qN ·dim(RepM,L)F0

in terms of the scheme RepM,L, cf. (3.1.0.1) in Section 3.1.

Let L be a hermitian OF -lattice of rank n. For k ≥ 0, set

M = 〈1〉n−1+k k 〈$〉, M̃ = 〈1〉n+1+k,

and

L] = Lk `, ` = 〈u0〉, (u0, u0) = $.(9.1.0.2)

We then have the following “cancellation law”.

Lemma 9.1.1. Let k ≥ 0. Then

Den(M,L) =
Den(M̃, L])

Den(M̃, `)
.

Proof. For any hermitian OF -lattice L, we denote

Li = L⊗OF OF /$
i,

endowed with the reduction of the hermitian form.

Then the restriction to `i defines a map

Res: Herm(L]i , M̃i) // Herm(`i, M̃i)

ϕ � // ϕ|`i .

Let ϕ ∈ Herm(L]i, M̃i). Denote by ϕ(`i)
⊥ the orthogonal complement in M̃i of the image ϕ(`i), i.e.,

ϕ(`i)
⊥ = {x ∈ M̃i | (x, ϕ(`i)) = 0}.

Now let i ≥ 2. We claim that there is an isomorphism of hermitian modules over OF /$
i:

ϕ(`i)
⊥ ∼

// Mi .

Since the norm of u0 has valuation one, so does its image w0 := ϕ(u0) ∈ M̃i (this makes sense when

i ≥ 2). Hence w0 /∈ $M̃i, i.e., w0 mod $ 6= 0 ∈ M̃1 = M̃i ⊗OF /$i OF /$. By the non-degeneracy

of the hermitian form on the reduction M̃i, the map

M̃i
// OF /$

i

x � // (x,w0)
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is surjective, and its kernel is ϕ(`i)
⊥ by definition. The kernel is a free module over OF /$

i (since

it must be flat, being the kernel of a surjective morphism between finite free modules; alternatively,

look at the reduction mod$ and apply Nakayama’s lemma).

Now there exists w′0 ∈ M̃i such that (w′0, w0) = 1. Then {w0, w
′
0} span a self-dual submodule

of rank two, which must be an orthogonal direct summand of M̃i, again by non-degeneracy of the

hermitian form on M̃i. This reduces the assertion ϕ(`i)
⊥ ' Mi to the case rank M̃i = 2. In the

rank two case, it is easy to verify the desired isomorphism, e.g., using the basis {w0, w
′
0}. This

proves the claim.

Note that the fiber of the map Res above ϕ|`i is the set Herm(Li, ϕ(`i)
⊥) (and ϕ(`i)

⊥ depends

only on the restriction ϕ|`i). It follows from the claim that the fiber has a constant cardinality (in

particular, the map Res is surjective), namely that of Herm(Li,Mi). Hence,

#Herm(L]i , M̃i) = #Herm(Li,Mi) ·#Herm(`i, M̃i).

The result then follows from

r(L])(2r(M̃)− r(L])) = r(L)(2r(M)− r(L)) + r(`)(2r(M̃)− r(`)),

where r denotes the rank, cf. (3.1.0.2). �

Recall that by (3.2.0.3)

Den(〈1〉n−1+k, 〈1〉n−1) =

n−1∏
i=1

(1− (−q)−iX)

∣∣∣∣
X=(−q)−k

.

Theorem 9.1.2. Let Λ = 〈1〉n−1 k 〈$〉. Let k ≥ 0 and L be a hermitian OF -lattice of rank n.

Then
Den(Λ k 〈1〉k, L)

Den(〈1〉n−1+k, 〈1〉n−1)
= Den(X,L])

∣∣∣∣
X=(−q)−k

.

Proof. By (3.2.0.3), we have

Den(〈1〉n+1+k, 〈1〉1) = (1− (−q)−1X)

∣∣∣∣
X=(−q)−n−k

.

and

Den(〈1〉n+1+k, 〈1〉n+1) =

n+1∏
i=1

(1− (−q)−iX)

∣∣∣∣
X=(−q)−k

.

It follows that

Den(〈1〉n+1+k, 〈1〉n+1)

Den(〈1〉n+1+k, 〈1〉1)
=

n∏
i=1

(1− (−q)−iX)

∣∣∣∣
X=(−q)−k

= Den(〈1〉n+k, 〈1〉n).

(Alternatively, repeat the proof of Lemma 9.1.1 in the case ` a self-dual lattice of rank one.)

By Example 3.5.2, we have Den(X, `) = 1−X, and hence

Den(〈1〉n+1+k, `)

Den(〈1〉n+1+k, 〈1〉1)
= Den((−q)−n−k, `) = (1− (−q)−nX)

∣∣∣∣
X=(−q)−k

.
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It follows that

Den(〈1〉n+1+k, 〈1〉n+1)

Den(〈1〉n+1+k, `)
=

n−1∏
i=1

(1− (−q)−iX)

∣∣∣∣
X=(−q)−k

= Den(〈1〉n−1+k, 〈1〉n−1).

Finally, by Lemma 9.1.1, we obtain

Den(〈1〉n−1+k k 〈$〉, L)

Den(〈1〉n−1+k, 〈1〉n−1)
=

Den(〈1〉n+1+k, L])/Den(〈1〉n+1+k, `)

Den(〈1〉n+1+k, 〈1〉n+1)/Den(〈1〉n+1+k, `)

= Den(X,L])

∣∣∣∣
X=(−q)−k

.

This completes the proof. �

Example 9.1.3 (The case rankL = 2). If rankL = 2, Theorem 9.1.2 above specializes to

Sankaran’s formula [San17, Proposition 3.1] which we recall now. Let L = 〈$a〉 k 〈$b〉, a ≤ b,

a+ b even. Define

ε =

0, if b is even

1, if b is odd.

Then the formula loc. cit. asserts that the LHS of Theorem 9.1.2 is equal to

(1−X)(X2 − (q2 − q)X + 1)ε +
1−X

1− q−1X

{
qX(1− q)(qX)b − (qX)ε

qX − 1

+X2(q − q−1X)
X2b −X2ε

X2 − 1
+
[
−qb+1(X − 1) + qXb+1 − q−1Xb+2

] Xa+1 −Xb+1

X2 − 1

}
.(9.1.3.1)

On the other hand, this is consistent with the explicit formula for Den(X,L]) given by [Ter13a,

proof of Theorem 5.2].

Den(X,L]) =
1

1 +X

{
b+1∑
l=0

X l(ql − q1+b−lXa+1)−
b−1∑
l=0

X1+l(q2+l − q1+b−lXa+1)

}
.(9.1.3.2)

In fact, two functions on (a, b) ∈ (Z≥0)2 (not only for (a+ b) such that 2 | a+ b) are characterized

by the following properties:

• The value at (0, 0) (resp., (1, 1)) is 1−X (resp., (1−X)(X2 − (q2 − q)X + 1)).

• The term involving a is

1−X
1− q−1X

·
[
−qb+1(X − 1) + qXb+1 − q−1Xb+2

]
· X

a+1

X2 − 1

=
1

1 +X
Xa+1

{
−
b+1∑
l=0

X lq1+b−l +
b−1∑
l=0

X1+lq1+b−l

}
.

The two expressions come from (9.1.3.1) and (9.1.3.2) respectively.

• The term not involving a is a function φ in one variable b ∈ Z≥0, which satisfies a difference

equation

φ(b)− φ(b− 1) =
1

1 +X
qb+1Xb(X − 1).
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The difference equation is easy to see from (9.1.3.2), and from (9.1.3.1) by a straightforward

calculation.

Definition 9.1.4. After Theorem 9.1.2, define the (normalized) local Siegel series relative to Λ =

〈1〉n−1 k 〈$〉 as the polynomial DenΛ(X,L) ∈ Z[X] such that

DenΛ((−q)−k, L) =
Den(Λ k 〈1〉k, L)

Den(〈1〉n−1 k 〈1〉k, 〈1〉n−1)
.(9.1.4.1)

Then by Theorem 9.1.2,

DenΛ(X,L) = Den(X,L]) ∈ Z[X].(9.1.4.2)

In particular, if val(L) is even, then DenΛ(1, L) = 0. In this case, we denote the central derivative

of local density by

∂DenΛ(L) := − d

dX

∣∣∣∣
X=1

DenΛ(X,L).

9.2. Relation with local Whittaker functions. Let Λ = 〈1〉n−1 k 〈$〉 be an almost self-dual

hermitian OF -lattice. Let L be a hermitian OF -lattice of rank n. Let T = ((xi, xj))1≤i,j≤n be the

fundamental matrix of an OF -basis {x1, . . . , xn} of L, an n×n hermitian matrix over F . Associated

to the standard Siegel–Weil section of the characteristic function ϕ1 = 1Λn and the unramified

additive character ψ : F0 → C×, there is a local (generalized) Whittaker function WT (g, s, ϕ1) (see

§12.2, §12.3 for the precise definition). By [KR14, Proposition 10.1], when g = 1, it satisfies the

interpolation formula for integers s = k ≥ 0 (notice γp(V ) = −1 in the notation there),

WT (1, k, ϕ1) = (−q)n ·Den(Λ k 〈1〉2k, L).

So its value at s = 0 is

WT (1, 0, ϕ1) = (−q)−n ·Den(Λ, L) = (−q)−n ·DenΛ(L) ·Den(〈1〉n−1, 〈1〉n−1),

and its derivative at s = 0 is

W ′T (1, 0, ϕ1) = (−q)−n · ∂DenΛ(L) ·Den(〈1〉n−1, 〈1〉n−1) · log q2.

Plugging in (3.2.0.3), we obtain

WT (1, 0, ϕ1) = DenΛ(L) · (−q)−n
n−1∏
i=1

(1− (−q)−i),(9.2.0.3)

W ′T (1, 0, ϕ1) = ∂DenΛ(L) · (−q)−n
n−1∏
i=1

(1− (−q)−i) · log q2.(9.2.0.4)

10. Kudla–Rapoport cycles in the almost principally polarized case

10.1. Rapoport–Zink spaces N 1
n with almost self-dual level. We recall the construction

from [RSZ18, §5]. For a Spf OF̆ -scheme S, we consider triples (Y, ι, λ) over S as in §2.1, except

that λ is no longer principal; instead, it is required that kerλ ⊆ Y [ι($)] and has order q2. Up

to OF -linear quasi-isogeny compatible with polarizations, there is a unique such triple (Y, ιY, λY)

over Spec k̄. Let N 1 = N 1
n = N 1

F/F0,n
be the formal scheme over Spf OF̆ which represents the
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functor sending each S to the set of isomorphism classes of tuples (Y, ι, λ, ρ), where the framing

ρ : Y ×S S̄ → Y×Spec k̄ S̄ is an OF -linear quasi-isogeny of height 0 such that ρ∗((λY)S̄) = λS̄ .

The Rapoport–Zink space N 1 = N 1
n is a formal scheme, locally formally of finite type, regular, of

relative dimension n−1 and has semi-stable reduction over Spf OF̆ ([RSZ18, Theorem 5.1], [Cho18,

Theorem 1.2]). Denote

Wn = Hom◦OF (E,Y),

and endow it with the hermitian form by the formula similar to Vn (cf. §2.2). Then Wn is a split

hermitian space of dimension n. Similar to §2.3, for every non-zero x ∈ Wn we can define the

special divisor on N 1
n , denoted by Y(x) (resp. Y ′(x)), over which the special homomorphism x

(resp. λY ◦x) extends to a homomorphism ĒS → Y (resp. ĒS → Y ∨). Then, by a similar argument

to the self-dual case in [KR11, Proposition 3.5], the special divisors Y(x) and Y ′(x) are Cartier (cf.

[Cho18, Proposition 5.9], denoted by Z(x) and Y(x) in loc. cit.).

For the later use, we recall from [Cho18, Proposition 5.10]

(10.1.0.5)

Y(x) ' N 1
n−1, when val(x) = 0,

Y ′(x) ' Nn−1, when val(x) = −1.

We only indicate the construction of the second isomorphism Y ′(x) ' Nn−1, since the first one

is rather close to the self-dual case (cf. (2.11.0.1)). We may assume that (x, x) = $−1. Fix an

OF -linear isomorphism

(10.1.0.6) β : Xn−1 × E −→ Y,

such that β∗(λY) = λXn−1 ×$λE and the restriction of β to the second factor is $x ∈ Wn. Then

we have an orthogonal decomposition Wn = Vn−1 k 〈x〉F . Then we define a map δ : Nn−1 → N 1
n

sending (X[, ιX[ , λX[ , ρX[) ∈ Nn−1(S) to (X[ × E , ιX[ × ιE , λX[ ×$λE , ρX[ × ρE) ∈ N 1
n(S). Then

the homomorphism (0, λE) : E → (X[)∨ × E∨ extends λY ◦ x ∈ Wn and the map δ defines an

isomorphism δ : Nn−1 ' Y ′(x).

Definition 10.1.1. Let L ⊂ Wn be an OF -lattice of rank n and let x1, · · · , xn be an OF -basis of

L. Then we define

Int′(L) := χ
(
N 1
n ,OY(x1) ⊗L · · · ⊗L OY(xn)

)
.(10.1.1.1)

We have not justified the independence of the choice of the basis, which will be proved under a

conjectural relation betweenN 1
n and some auxiliary Rapoport–Zink spaces. It turns out that Int′(L)

is not equal to the derived local density ∂DenΛ(L) (cf. Theorem 10.5.1 below). This is a typical

phenomenon in the presence of bad reductions, cf. [KR00b, San17, RSZ17, RSZ18]. Therefore, we

will instead define a variant Int(L) of Int′(L), which will give an exact identity Int(L) = ∂DenΛ(L)

(Theorem 10.3.1).

10.2. Auxiliary Rapoport–Zink spaces. Before we present our variant, we need an auxiliary

moduli space (cf. [LRZ21]). Let (Xn+1, ιXn+1 , λXn+1) be as in §2.1. Fix an OF -linear isogeny

(10.2.0.2) α : Y× E −→ Xn+1,
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such that kerα ⊂ (Y × E)[$] and α∗(λXn+1) = λY × $λE. Let x0 ∈ Vn+1 = Hom◦OF (E,Xn+1)

be the restriction of α to the second factor. Then the assumption implies that the norm of x0 is

(x0, x0) = $, and we have an orthogonal decomposition

Vn+1 = Wn k 〈x0〉F .

We denote by

(10.2.0.3) Ñ 1
n ↪→ N 1

n ×Spf OF̆
Nn+1

the closed formal subscheme consisting of tuples (Y, ιY , λY , ρY , X, ιX , λX , ρX) such that α lifts to

an isogeny α̃ : Y × E → X. If α lifts, then α̃ is unique and satisfies ker α̃ ⊂ (Y × E)[$] and

α̃∗(λX) = λY ×$λE .
We therefore obtain a diagram

Ñ 1
n

π1

~~

π2

""

N 1
n Z(x0) // Nn+1,

(10.2.0.4)

where π1 and π2 are induced by the two projection maps in (10.2.0.3). Recall from [Ter13b] that

the formal scheme Z(x0) is regular.

Remark 10.2.1. Let Λ = 〈1〉n−1 k 〈$〉 be as before. Let Λ] be a self-dual lattice of rank n + 1

containing Λ ⊕ 〈$〉; there are q + 1 such lattices in the vector space ΛF ⊕ 〈$〉F . Then we have a

natural embedding of hermitian spaces

Wn := Λ⊗OF F ↪→ Vn+1 := Λ] ⊗OF F

and their isometry groups U(Wn) ↪→ U(Vn+1). Let K = Aut(Λ) be the stabilizer of Λ, and similarly

let K] = Aut(Λ]). Define K̃ := K ∩ K] where the intersection is taken inside the unitary group

U(Vn+1):

K̃ = K ∩K]

ww ((

K = Aut(Λ) K] = Aut(Λ]).

Intuitively, the Rapoport–Zink spaces N 1
n , Ñ 1

n , and Nn+1 correspond to the level structure K, K̃,

and K] respectively. It is easy to see that the generic fiber of the map π1 : Ñ 1
n → N 1

n is finite étale

of degree [K : K̃] = q + 1, and the generic fiber of the map π2 : Ñ 1
n → Z(x0) is an isomorphism.

Therefore, Z(x0) is a regular integral model of a finite étale covering of the generic fiber of N 1
n .

Let x ∈ Wn ⊂ Vn+1. Denote by Z[(x) the restriction of the special divisor Z(x) (on Nn+1) to

Z(x0), i.e.,

Z[(x) := Z(x0) ∩ Z(x)

viewed as a formal subscheme on Z(x0).
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Remark 10.2.2. It will be clear (cf. Theorem 10.4.3) that the generic fiber of Z[(x) (viewed as a

divisor on the generic fiber of Ñ 1
n since π2 is an isomorphism on the generic fibers) is equal to the

pull back along π1 of the generic fiber of Y(x) on N 1
n . Therefore, we may use Z[(x) as an integral

model of the pull-back of the generic fiber of Y(x).

Motivated by Remark 10.2.1, we now define a variant of Int′(L).

Definition 10.2.3. Let L ⊂ Wn be an OF -lattice of rank n and let x1, · · · , xn be a basis of L.

Then we define

Int(L;x1, · · · , xn) =
1

q + 1
χ
(
Z(x0),Z[(x1)

L
∩ · · ·

L
∩ Z[(xn)

)
,(10.2.3.1)

where the derived tensor product is taken as OZ(x0)-sheaves.

10.3. The Int = ∂Den theorem. The following theorem justifies our definition of the variant of

intersection numbers.

Theorem 10.3.1. Let L ⊆Wn be an OF -lattice of full rank n. Then, for any basis x1, · · · , xn of

L, we have

Int(L;x1, · · · , xn) =
1

q + 1
∂DenΛ(L).

In particular, Int(L;x1, · · · , xn) is independent of the choice of the basis and we therefore denote it

by Int(L).

Proof. Let x ∈Wn be non-zero. Then x ⊥ x0. By Lemma 2.8.1, we have

OZ[(x) = OZ(x) ⊗L OZ(x0)

as elements in K ′0(Z(x0)). Therefore,

χ
(
Z(x0),Z[(x1)

L
∩ · · ·

L
∩ Z[(xn)

)
= χ

(
Nn+1,Z(x0)

L
∩ Z(x1)

L
∩ · · ·

L
∩ Z(xn)

)
,

which is Int(L]). By Theorem 3.4.1, this is equal to ∂Den(L]). By (9.1.4.2) we obtain ∂Den(L]) =

∂DenΛ(L) and the proof is complete. �

Remark 10.3.2. In the notation of §9.2, it follows immediately from Theorem 10.3.1 and (9.2.0.4)

that

Int(L) =
W ′T (1, 0, ϕ1)

log q2
· (−q)n − 1

q + 1
·
n∏
i=1

(1− (−q)−i)−1.

10.4. The comparison of two divisors. We compare the two divisors Y(x) and Z[(x) after

pulling-back to Ñ 1
n along the diagram (10.2.0.4). The result is conditional on a conjectural relation

between N 1
n , Ñ 1

n and Z(x0).

Recall from (10.2.0.4) that there are two projections π1 and π2. Let Vert0(Wn) be the set of self-

dual lattices Λ in Wn. For each type 1 lattice in Vn+1 of the form Λ⊕ 〈x0〉 where Λ ∈ Vert0(Wn),

there is a closed stratum V(Λ ⊕ 〈x0〉) ⊂ N red
n+1 which consists of a superspecial point (cf. §2.7)

contained in Z(x0). Let Z(x0)ss ⊂ Z(x0) be the union of all of such superspecial points. Note that

Z(x0)ss does not contain all superspecial points on Z(x0). Define Z(x0)ns := Z(x0) \ Z(x0)ss (as

an open formal subscheme of Z(x0)).
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By the Bruhat–Tits stratification of the reduced locus of N 1
n in [Cho18], there exist a family of

(disjoint) closed formal subschemes PΛ = Pn−1 ↪→ N 1
n indexed by Λ ∈ Vert0(Wn) (cf. Remark 2.15

of loc. cit.). Denote by N 1,ss
n the (disjoint) union of them, and define N 1,ns

n := N 1
n \ N

1,ss
n .

Define Ñ 1,ss
n := π−1

2 (Z(x0)ss) and Ñ 1,ns
n := Ñ 1

n \ Ñ
1,ss
n . The following conjecture was observed

by Kudla and Rapoport in an unpublished manuscript.

Conjecture 10.4.1.

(i) The morphism π1 is finite flat of degree q+ 1, étale away from N 1,ss
n , and totally ramified along

N 1,ss
n .

(ii) The formal scheme Ñ 1
n is regular. The morphism π2 is proper and its restriction to Ñ 1,ns

n

induces an isomorphism Ñ 1,ns
n ' Z(x0)ns.

(iii) The closed formal subscheme Ñ 1,ss
n of Ñ 1

n is a Cartier divisor and isomorphic to N 1,ss
n under

π1. In particular, we may and will identify Ñ 1,ss
n with N 1,ss

n =
⊔

Λ∈Vert0(Wn) PΛ.

(iv) For Λ1, · · · ,Λn ∈ Vert0(Wn), we have

χ
(
Ñ 1
n ,PΛ1

L
∩ · · ·

L
∩ PΛn

)
=

(−1)n−1, Λ1 = · · · = Λn,

0, otherwise.
(10.4.1.1)

In [LRZ21] the authors plan to prove this conjecture, which from now on we assume to hold.

We remind the reader of our convention in §1.8.

Lemma 10.4.2. Let n ≥ 1. Let x ∈Wn be non-zero vector. Then both π−1
1 (Y(x)) and π−1

2 (Z[(x))

are Cartier divisors on Ñ 1
n . Moreover, we have π∗1(Y(x)) = π−1

1 (Y(x)) (in K
π−1

1 (Y(x))
0 (Ñ 1

n) '
K ′0(π−1

1 (Y(x)))) and π∗2(Z[(x)) = π−1
2 (Z[(x)) (in K

π−1
2 (Z[(x))

0 (Ñ 1
n) ' K ′0(π−1

2 (Z[(x)))).

Proof. We have the following observation which applies to both π1 and π2. Let π : X → Y be a

morphism between regular formal schemes such that for every z ∈ X red the induced map on local

rings π]z : OY,π(z) → OX ,z is injective. Let D be a Cartier divisor on Y. Then π−1(D) is a Cartier

divisor.

Now that both π−1
1 (Y(x)) and π−1

2 (Z[(x)) are Cartier divisors on Ñ 1
n , it follows that π∗1(OY(x)) =

Oπ−1
1 (Y(x)) and π∗2(OZ[(x)) = Oπ−1

2 (Z[(x)) (e.g., by the argument of [Zha21, Lemma B.2 (i)], which

applies even if the vertical map in loc. cit. is not a closed immersion). �

Theorem 10.4.3. Let n ≥ 1. Let x ∈ Wn be a non-zero vector and define Vert(x) := {Λ ∈
Vert0(Wn) | x ∈ Λ}. Define a locally finite Cartier divisor on Ñ 1

n

Exp(x) :=
∑

Λ∈Vert(x)

PΛ.

(Here, Exp stands for “exceptional divisor” since the map π2 behaves like a blow-up map with center

at Z(x0)ss.) Then there is an equality of Cartier divisors on Ñ 1
n

π−1
1 (Y(x)) = π−1

2 (Z[(x))− Exp(x).
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Proof. We first note that a point V(Λ k 〈x0〉) in Z(x0)ss corresponding to Λ ∈ Vert0(Wn) lies on

Z[(x) if and only if x ∈ Λ.

From the moduli interpretations, it is clear that π−1
1 (Y(x)) ⊂ π−1

2 (Z[(x)). Denote

D := π−1
2 (Z[(x))− π−1

1 (Y(x)).

Let multΛ(x) ∈ Z≥0 be the multiplicity of PΛ (as a Cartier divisor on Ñ 1
n) in D. Set

D′ := D−
∑

Λ∈Vert(x)

multΛ(x)PΛ,

Then D′ is an effective Cartier divisor and it does not contain any of the PΛ. It suffices to show

that D′ = 0 and multΛ(x) = 1 for every Λ ∈ Vert(x).

We proceed by induction on n ≥ 1. When n = 1, we know that N 1
1 ' Spf OF̆ , π2 is an

isomorphism Ñ 1
1 ' Z(x0) where both Ñ 1

1 and Z(x0) are isomorphic to a quasi-canonical lifting,

the degree q + 1 ramified cover Spf OF̆ ,1 of Spf OF̆ . Then Y(x) is non-empty unless val(x) ≥ 2

(note that val(x) is even), in which case it has OF̆ -length val(x)
2 by the theory of canonical lifting.

By [KR11], we also know that the divisor Z[(x) = Z(x) ∩ Z(x0) has OF̆ ,1-length 1 + (q + 1)val(x)
2 .

Therefore the desired equality of Cartier divisors on Ñ 1
1 follows by comparing the OF̆ ,1-lengths.

Now let n ≥ 2. We note that the case n = 2 is slightly different (and in fact easier). We

claim that, when n = 2, the divisor D′ is vertical (cf. §2.9). To show the claim, we first consider

the case: (x, x) ∈ OF and (x, x) 6= 0. By [San17, Theorem 2.9] and the finite flatness of π1

(Conjecture 10.4.1 (i)), the horizontal part of π−1
1 (Y(x)) has degree q + 1 (over OF̆ ); similarly

by Theorem 4.2.1 and Conjecture 10.4.1, one can show that the horizontal part of π−1
2 (Z[(x))

also has degree q + 1. By π−1
1 (Y(x)) ⊂ π−1

2 (Z[(x)), their horizontal parts must cancel out in D′.

We then consider the remaining case: (x, x) = 0 and x 6= 0. We apply Lemma 4.4.1 to deduce

that Z[(x) = Z(x0) ∩ Z(x) ⊂ N3 has no horizontal part (otherwise the rank two lattice 〈x, x0〉 is

embedded into the self-dual lattice L in Lemma 4.4.1; however, the orthogonal complement of 〈x0〉F
in LF is a two dimensional non-split hermitian space which has no non-zero isotropic vector). This

proves the claim. Now by [Ter13a, Theorem 0.2], the special fiber of Z(x0) (as a Cartier divisor

on Z(x0)) is the sum of V(Λ]) for all Λ] ∈ Vert3(V3) containing x0. Let Ṽ(Λ]) be the irreducible

component of π−1
2 (V(Λ])) that is not contained in Ñ 1,ss

2 . Then we may write D′ as a (locally finite)

sum of Cartier divisors

D′ =
∑

Λ]∈Vert3(V3), x0∈Λ]

multΛ](x) Ṽ(Λ]), multΛ](x) ∈ Z≥0.(10.4.3.1)

We now return to n ≥ 2. Now the basic idea is to intersect the given divisors with (many)

well-positioned special divisors that are isomorphic to N 1
n−1 or Nn−1 (cf. (10.1.0.5)). We first

determine multΛ(x) and show that, when n ≥ 3, the divisor D′ does not intersect any of the PΛ for

Λ ∈ Vert(x). We fix a Λ0 ∈ Vert(x). Since Λ0 is self-dual of rank n ≥ 2, there exists a vector e ∈ Λ0

such that val(e) = 0 and that e is linearly independent of x. We have an orthogonal decomposition

Wn = Wn−1 k 〈e〉, and let x[ ∈Wn−1 be the projection of x to Wn−1. Then x[ 6= 0. By (10.1.0.5),

the special divisor Y(e) on N 1
n is isomorphic to N 1

n−1. We consider the commutative diagrams with
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the obvious maps

Ñ 1
n−1

δ̃
��

π[1

yy

π[2

$$

N 1
n−1 ' Y(e)

��

Ñ 1
n

π1

yy

π2

$$

Z(〈e, x0〉)

��

// Z(e) ' Nn

��

N 1
n Z(x0) // Nn+1.

(10.4.3.2)

(In fact the leftmost and the rightmost squares are cartesian; but the middle square is not.) All the

vertical maps are closed immersions. The pull-back of the divisor D along the map δ̃ is the analogous

Cartier divisor D[ = (π[2)−1(Z[(x[))−(π[1)−1(Y(x[)) on Ñ 1
n−1 (cf. [Cho18, Proposition 5.11 (1, 2)]).

The pull-back of D′ along δ̃ is then a Cartier divisor

δ̃−1(D′) = D[ −
∑

Λ∈Vert(x)
e∈Λ

multΛ(x)PΛ[ ,(10.4.3.3)

where Λ[ ∈ Vert0(Wn−1) denotes the orthogonal complement of e in Λ. By induction hypothesis,

we have D[ = Exp(x[), which is a sum over Λ ∈ Vert(x[) (and Vert(x[) is bijective to the set of

Λ = Λ[ k 〈e〉 in the sum (10.4.3.3)), but with known multiplicity multΛ[(x
[) = 1. When n = 2,

by (10.4.3.1) and the fact that Ṽ(Λ]) does not intersect the image of δ̃, we have δ̃−1(D′) = 0, and

hence we can already deduce that multΛ0(x) = 1 for every Λ0 ∈ Vert(x).

When n ≥ 3, we can only deduce that multΛ0(x) ≤ 1. To see that multΛ0(x) 6= 0, we look at the

intersection number between D′ and a certain line P1 in PΛ0

χ(Ñ 1
n ,P1 L

∩ D′) = χ(Ñ 1
n ,P1 L

∩ D)−multΛ0(x)χ(Ñ 1
n ,P1 L

∩ PΛ0).

Here we choose the line P1 to be PM for some rank two self-dual sublattice M ⊂ Λ0 such that

x /∈ M⊥F . Since D′ does not contain PΛ0 , its restriction to PΛ0 is an effective Cartier divisor

and therefore the left hand side is non-negative. On the other hand, χ(Ñ 1
n ,P1

L
∩ D) = −1 is

strictly negative (e.g., by repeating (10.4.3.2) n− 2 times to reduce to the case n = 2). Therefore

multΛ0(x) 6= 0 and we deduce that multΛ0(x) = 1. This is true for every Λ0 ∈ Vert(x). It follows

that δ̃−1(D′) = 0, i.e., D′ does not intersect Ñ 1
n−1 in (10.4.3.2). This then implies that D′ does

not intersect PΛ0 for every Λ0 ∈ Vert(x). (Otherwise the intersection D′ ∩PΛ0 would be a non-zero

Cartier divisor on PΛ0 , which necessarily intersects with the hyperplane PΛ0 ∩ Ñ 1
n−1 in PΛ0 ' Pn−1

when n ≥ 3; hence D′ must intersect Ñ 1
n−1, a contradiction!)

It remains to show that D′ is locally trivial at every point z ∈ Ñ 1,ns
n (k) (i.e., the local equations

are all units). Suppose that there exists a point z ∈ Ñ 1,ns
n (k) = Z(x0)ns(k) where the local equation

defining D is not a unit. By (2.7.0.1), there exists a unique maximal vertex lattice Λ] ⊂ Vn+1 such

that z ∈ V(Λ]) ⊂ Z(〈x0, x〉)red.

We first assume that z is a non-super-general point (as a point on Nn+1, §2.7). Then the type

t(Λ]) ≤ n. Therefore there exists e ∈ Λ] such that val(e) = 0 and e is linearly independent of x.

Then 〈e, x0〉 is a vertex lattice of rank two. There are exactly two cases:
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(i) 〈e, x0〉 has type 1.

(ii) 〈e, x0〉 has type 0.

In the first case, we may assume that e ⊥ x0. Then we again consider the commutative diagrams

(10.4.3.2) and retain the notation there. Now the point z belongs to Ñ 1,ns
n−1(k). We have assumed

that locally at z the divisor D is not defined by a unit. It follows that D[ is not defined by a

unit locally at z, contradicting the induction hypothesis. In the second case, let e[ ∈ Wn be the

orthogonal projection of e to Wn. Then val(e[) = −1, and we may assume that (e[, e[) = $−1.

Then by (10.1.0.5), the special divisor Y ′(e[) on N 1
n is isomorphic to Nn−1. We consider the

commutative diagrams

Nn−1

δ̃
��xx ''

Nn−1 ' Y ′(e[)

��

Ñ 1
n

π1

xx

π2

''

Z(〈e, x0〉) ' Nn−1

��

// Z(e) ' Nn

��

N 1
n Z(x0) // Nn+1

(10.4.3.4)

where the only non-obvious map δ̃ : Nn−1 → Ñ 1
n is defined as follows. The natural morphisms

Nn−1 ' Y ′(e[) ↪→ N 1
n and Nn−1 ' Z(〈e, x0〉) ↪→ Z(x0) ↪→ Nn+1 induced a morphism Nn−1 →

N 1
n ×Nn+1, which factors through Ñ 1

n (10.2.0.3) and defines the morphism δ̃.

The rest of the proof is similar to the first case (using [Cho18, Proposition 5.11 (3, 4)] instead),

and we omit the detail. When n = 2, this already implies D′ = 0 because every curve Ṽ(Λ]) in

(10.4.3.1) must pass through some non-super-general point z ∈ Z(x0)ns(k) (there are q3 +1 of them

on V(Λ]) and only q + 1 lie in Z(x0)ss).

Finally, we assume that n ≥ 3 and z ∈ D′(k) is a super-general point. Then n + 1 is odd

and t(Λ]) = n + 1. Consider V(Λ])ns := V(Λ]) \ Z(x0)ss (the complement of a finite scheme in a

projective scheme of dimension n
2 ). The restriction of D′ to V(Λ])ns is a projective scheme and is a

Cartier divisor. We have shown that this Cartier divisor is locally trivial at all non-super-general

points. Therefore it must be contained in the open subscheme V(Λ])◦. Then this Cartier divisor

on V(Λ])ns must be trivial due to the affineness of V(Λ])◦ [Lus76, Corollary 2.8] and its dimension
n
2 ≥ 2. This completes the induction. �

10.5. The intersection number Int′(L). We are now ready to complete the computation of the

intersection number Int′(L) defined by (10.1.1.1). Note that the result is conditional on Conjecture

10.4.1.

Theorem 10.5.1. Let L ⊆Wn be an OF -lattice. Then

Int′(L) =
1

q + 1
(∂DenΛ(L)−Den(L)) .

In particular, the definition (10.1.1.1) is independent of the choice of the basis.

Remark 10.5.2. The case n = 2 is due to [San17].
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Example 10.5.3 (The case n = 1). When n = 1, let L = 〈x〉 ⊂W1. It is easy to see that

Int′(L) =


val(x)

2 , val(x) ≥ 0,

0, otherwise.

On the other hand, the local density formula shows that

∂DenΛ(L) =

1 + (q + 1)val(x)
2 , val(x) ≥ 0,

0, otherwise.

This verifies the theorem in the case n = 1.

Proof. By the projection formula for the finite flat map π1, we obtain an equality in K ′0(Y(x1) ∩
· · · ∩ Y(xn))

π1∗(π
∗
1(OY(x1))⊗L · · · ⊗L π∗1(OY(xn))) = deg(π1)OY(x1) ⊗L · · · ⊗L OY(xn),

and hence

Int′(L) =χ
(
N 1
n ,OY(x1) ⊗L · · · ⊗L OY(xn)

)
=

1

deg(π1)
χ
(
Ñ 1
n , π

∗
1(OY(x1))⊗L · · · ⊗L π∗1(OY(xn))

)
.

For two Cartier divisors D1 and D2 on a regular formal scheme X , we have OD1+D2 = OD1 +

OD2 ∈ KD1∪D2
0 (X )/F2KD1∩D2

0 (X ). This allows us to apply Lemma 10.4.2 and the equality of

Cartier divisors in Theorem 10.4.3 and to obtain an equality in K ′0(π−1
2 (Z[(x)))/F1K ′0(Exp(x))

π∗1(OY(x)) = π∗2(OZ[(x))−OExp(x).

For Λ ∈ Vert(x), let iΛ : PΛ → Ñ 1
n denote the closed immersion. For any F ∈ F1K0(PΛ) and n− 1

Cartier divisors D1, · · · , Dn−1 on Ñ 1
n , we have an equality in K0(PΛ)

F ⊗L
OÑ1

n

OD1 ⊗L
OÑ1

n

· · · ⊗L
OÑ1

n

ODn−1 = F ⊗L
OPΛ

i∗Λ(OD1)⊗L
OPΛ
· · · ⊗L

OPΛ
i∗Λ(ODn−1).

Since i∗Λ(ODi) ∈ F1K0(PΛ), the above product belongs to FnK0(PΛ) by [Zha21, B.3] (applied to

the scheme PΛ). Since dimPΛ = n− 1, we conclude that F ⊗L
OÑ1

n

OD1 ⊗L
OÑ1

n

· · · ⊗L
OÑ1

n

ODn−1 = 0.

It follows that

Int′(L) =
1

deg(π1)
χ
(
Ñ 1
n ,
(
π∗2(OZ[(x1))−OExp(x1)

)
⊗L · · · ⊗L (π∗2(OZ[(xn))−OExp(xn)

))
.

(10.5.3.1)

We apply the projection formula to the proper morphism π2 : Ñ 1
n → Z(x0)

π2∗
(
OPΛ

⊗L
OÑ1

n

π∗2(F)
)

= π2∗(OPΛ
)⊗L
OZ(x0)

F ,

where Λ ∈ Vert0(Wn) and F ∈ K0(Z(x0)). Since the first factor π2∗(OPΛ
) is supported on a

zero-dimensional subscheme of Z(x0), we have

χ
(
Ñ 1
n ,OPΛ

⊗L
OÑ1

n

π∗2(F)
)

= 0,(10.5.3.2)

for any F ∈ F1K0(Z(x0)).
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Next, we recall (10.4.1.1). Together with (10.5.3.1) and (10.5.3.2) we obtain

deg(π1) Int′(L) = χ
(
Ñ 1
n , π

∗
2(OZ[(x1))⊗

L · · · ⊗L π∗2(OZ[(xn))
)

+ (−1)n
∑

Λ∈Vert0(Wn)
L⊂Λ

(−1)n−1.

(10.5.3.3)

Apply again the projection formula for π2,

π2∗(π
∗
2(OZ[(x1))) = π2∗(OÑ 1

n
⊗OÑ1

n
π∗2(OZ[(x1)))

= π2∗(OÑ 1
n
)⊗L
OZ(x0)

OZ[(x1) ∈ K ′0(Z(x0)).

Note that π2∗(OÑ 1
n
)−OZ(x0) is supported on Z(x0)ss which is zero-dimensional. We obtain

χ
(
Ñ 1
n , π

∗
2(OZ[(x1))⊗

L · · · ⊗L π∗2(OZ[(xn))
)

=χ

(
Z(x0),Z[(x1)

L
∩ · · ·

L
∩ Z[(xn)

)
=∂DenΛ(L),

where the last equality follows from Theorem 10.3.1.

Finally, by (3.6.1.1) we have

#
{

Λ ∈ Vert0(Wn) | L ⊂ Λ
}

= Den(L).

By (10.5.3.3) and deg(π1) = q + 1, the proof is complete. �

Remark 10.5.4. In the notation of §3.3 and §9.2, it follows immediately from Theorem 10.5.1,

(3.3.0.2), (9.2.0.4) that

Int′(L) =

(
W ′T (1, 0, ϕ1)

log q2
· (−q)n − 1

q + 1
−WT (1, 0, ϕ0) · 1

q + 1

)
·
n∏
i=1

(1− (−q)−i)−1.

Part 3. Semi-global and global applications: arithmetic Siegel–Weil formula

In this part we apply our main Theorem 3.4.1 to prove an identity between the local intersection

number of Kudla–Rapoport cycles on (integral models of) unitary Shimura varieties at an inert

prime with hyperspecial level and the derivative of a Fourier coefficient of Siegel–Eisenstein series

on unitary groups (also known as the local arithmetic Siegel–Weil formula). This is achieved by

relating the Kudla–Rapoport cycles on unitary Shimura varieties to those on unitary Rapoport–Zink

spaces via the p-adic uniformization, and by relating the Fourier coefficients to local representation

densities. This deduction is more or less standard (see [KR14] and [Ter13a]), and we will state

the results for more general totally real base fields and level structures, making use of the recent

advance on integral models of unitary Shimura varieties ([RSZ20]). We will also apply the main

Theorem 10.3.1 in the almost self-dual case to deduce a similar identity at an inert prime with

almost self-dual level. Finally, combining these semi-global identities with archimedean identities

of Liu [Liu11a] and Garcia–Sankaran [GS19] will allow us to deduce the arithmetic Siegel–Weil

formula for Shimura varieties with minimal levels at inert primes, at least when the quadratic

extension is unramified at all finite places.
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11. Shimura varieties and semi-global integral models

11.1. Shimura varieties. We will closely follow [RSZ20] and [RSZ21]. In this part we switch to

global notations. Let F be a CM number field, with F0 its totally real subfield of index 2. We

fix a CM type Φ ⊆ Hom(F,Q) of F and a distinguished element φ0 ∈ Φ. We fix an embedding

Q ↪→ C and identify the CM type Φ with the set of archimedean places of F , and also with the

set of archimedean places of F0. Let V be an F/F0-hermitian space of dimension n ≥ 2. Let

Vφ = V ⊗F,φ C be the associated C/R-hermitian space for φ ∈ Φ. Assume the signature of Vφ is

given by

(rφ, rφ̄) =

(n− 1, 1), φ = φ0,

(n, 0), φ ∈ Φ \ {φ0}.

Define a variant GQ of the unitary similitude group GU(V ) by

GQ := {g ∈ ResF0/Q GU(V ) : c(g) ∈ Gm},

where c denotes the similitude character. Define a cocharacter

hGQ : C× → GQ(R) ⊆
∏
φ∈Φ

GU(Vφ)(R) '
∏
φ∈Φ

GU(rφ, rφ̄)(R),

where its φ-component is given by

hGQ,φ(z) = diag{z · 1rφ , z̄ · 1rφ̄}

under the decomposition of Vφ into positive definite and negative definite parts. Then its GQ(R)-

conjugacy class defines a Shimura datum (GQ, {hGQ}). Let Er = E(GQ, {hGQ}) be the reflex field,

i.e., the subfield of Q fixed by {σ ∈ Aut(Q/Q) : σ∗(r) = r}, where r : Hom(F,Q) → Z is the

function defined by r(φ) = rφ.

We similarly define the group ZQ (a torus) associated to a totally positive definite F/F0-hermitian

space of dimension 1 (i.e., of signature {(1, 0)φ∈Φ}) and a cocharacter hZQ of ZQ. The reflex field

EΦ = E(ZQ, {hZQ}) is equal to the reflex field of the CM type Φ, i.e., the subfield of Q fixed by

{σ ∈ Gal(Q/Q) : σ ◦ Φ = Φ}.
Now define a Shimura datum (G̃, {h

G̃
}) by

G̃ := ZQ ×Gm G
Q = {(z, g) ∈ ZQ ×GQ : NmF/F0

(z) = c(g)}, h
G̃

= (hZQ , hGQ).

Its reflex field E is equal to the composite ErEΦ, and the CM field F becomes a subfield of E via

the embedding φ0. Let K ⊆ G̃(Af ) be a compact open subgroup. Then the associated Shimura

variety ShK = ShK(G̃, {h
G̃
}) is of dimension n − 1 and has a canonical model over SpecE. We

remark that E = F when F/Q is Galois, or when F = F0K for some imaginary quadratic K/Q
and the CM type Φ is induced from a CM type of K/Q (e.g., when F0 = Q).

11.2. Semi-global integral models at hyperspecial levels. Let p be a prime number. If p = 2,

then we assume all places v of F0 above p are unramified in F . Fix an embedding ν̃ : Q → Qp.

Let ν be the place of E above p induced by ν̃. It determines places v0 of F0 and w0 of F via the

embedding φ0. To specify the level K, notice that for G := ResF0/Q U(V ) we have an isomorphism

(11.2.0.1) G̃ ' ZQ ×G, (z, g) 7−→ (z, z−1g).
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We consider the open compact subgroup of the form

K ' KZQ ×KG

under the decomposition (11.2.0.1). We assume that KZQ is the unique maximal open compact

subgroup of ZQ(Af ) and

KG =
∏
v|p

KG,v ×Kp
G.

In this subsection, we assume

(H1) v0 is inert in F (possibly ramified over p).

(H2) Vv0 is split and we take KG,v0 to be the stabilizer of a self-dual lattice Λv0 ⊆ Vv0 , a hyperspecial

subgroup of U(V )(F0,v0).

(H3) For each place v 6= v0 of F0 above p, let K◦G,v be the maximal compact subgroup of U(V )(F0,v)

given by the stabilizer of a vertex lattice Λv ⊆ Vv. We take KG,v = K◦G,v if v is nonsplit in

F . We take KG,v ⊆ K◦G,v to be any open compact subgroup if v is split in F .

(H4) Kp
G ⊆ G(Apf ) is any open compact subgroup.

(H5) For each place v 6= v0 of F0 above p such that v is split in F and KG,v 6= K◦G,v, there exists a

place w of F above v matching with the CM type Φ: if φ ∈ Hom(F,Q) induces the place w

(via ν̃ : Q ↪→ Qp), then φ ∈ Φ.

(H6) If v0 is ramified over p, then the subset {φ ∈ Φ : φ induces w0} ⊆ Hom(Fw0 ,Qp) is the

pullback of a CM type Φur ⊆ Hom(F ur
w0
,Qp) of F ur

w0
. Here F ur

w0
is the maximal subfield of Fw0

unramified over Qp.

Under these conditions, Rapoport–Smithling–Zhang [RSZ20, §4.1] and [RSZ21, §4–5] (see also

[Liu21, Proposition C.20]) construct a smooth integral model MK of ShK over OE,(ν). More

precisely, for a locally noetherian OE,(ν)-scheme S, we consider MK(S) to be the groupoid of

tuples (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ), where

(M1) A0 (resp. A) is an abelian scheme over S.

(M2) ι0 (resp. ι) is an action of OF ⊗ Z(p) on A0 (resp. A) satisfying the Kottwitz condition of

signature {(1, 0)φ∈Φ} (resp. signature {(rφ, rφ̄)φ∈Φ}).

(M3) λ0 (resp. λ) is a polarization of A0 (resp. A) whose Rosati involution induces the automor-

phism given by the nontrivial Galois automorphism of F/F0 via ι0 (resp. ι).

(M4) η̄p is a Kp
G-orbit of ApF,f -linear isometries between lisse ApF,f -sheaves

ηp : HomF (V̂ p(A0), V̂ p(A)) ' V ⊗F ApF,f .

Here V̂ p(·) denotes the ApF,f -Tate module.

(M5) η̄v0
p is a collection {η̄v}, where v 6= v0 runs over places of F0 above p such that v is split in

F and KG,v 6= K◦G,v, and each η̄v is a KG,v-orbit of Fw-linear isomorphisms between lisse

Fw-sheaves

ηv : HomOFw
(A0[w∞], A[w∞])⊗OFw Fw ' V ⊗F Fw.
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Here v = ww and w is the place above v matching with the CM type Φ by (H5), and we view

KG,v as an open subgroup of GL(Vw) ∼= U(Vv) under the decomposition Vv ∼= Vw⊕Vw. Notice

that by the Kottwitz signature condition, both A0[w∞] and A[w∞] are étale OFw -modules

(cf. [Liu21, Definition C.19]).

Such a tuple is required to satisfy the following extra conditions:

(M6) (A0, ι0, λ0) ∈Ma,ξ
0 (S). HereMa,ξ

0 is an integral model of ShK
ZQ (ZQ, {hZQ}) coming from an

axillary moduli problem depending on a choice of an nonzero coprime-to-p ideal a of OF0 and

ξ a certain similarity class of 1-dimensional hermitian F/F0-hermitian spaces ([RSZ20, §3.2]).

These axillary choices are made to ensure that the unitary group in 1-variable with a-level

structure exists and so Ma,ξ
0 is non-empty. In particular, the polarization λ0 is coprime-

to-p. We remark that when F/F0 is ramified at some finite place, one may choose a to be

the trivial ideal. Moreover, when F0 = Q, there is only one choice of ξ, and the condition

(A0, ι0, λ0) ∈Ma,ξ
0 (S) is nothing but requiring λ0 to be principal.

(M7) For each place v of F0 above p, λ induces a polarization λv on the p-divisible group A[v∞].

We require kerλv ⊆ A[ι($v)] of rank equal to the size of Λ∨v /Λv, where $v is a uniformizer

of F0,v. In particular, we require λv0 to be principal.

(M8) For the place v0, we further require the Eisenstein condition in [RSZ21, §5.2, case (2)]. We

remark the Eisenstein condition holds automatically when v0 is unramified over p,

(M9) For each place v 6= v0 of F0 above p, we further require the sign condition and Eisenstein

condition as explained in [RSZ20, §4.1]. We remark that the sign condition holds automati-

cally when v is split in F , and the Eisenstein condition holds automatically when the places

of F above v are unramified over p.

A morphism (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p )→ (A′0, ι
′
0, λ
′
0, A

′, ι′, λ′, η̄p′, η̄v0
p
′) in this groupoid is an iso-

morphism (A0, ι0, λ0)
∼−→ (A′0, ι

′
0, λ
′
0) inMa,ξ

0 (S) and an OF,(p)-linear quasi-isogeny A→ A′ inducing

an isomorphism A[p∞]
∼−→ A′[p∞], pulling λ′ back to λ, pulling η̄p′ back to η̄p and pulling η̄v0

p
′ back

to η̄v0
p .

By [RSZ20, Theorem 4.1], [RSZ21, Theorem 5.4 (c)], the functor S 7→ MK(S) is represented by

a Deligne–Mumford stack MK smooth over SpecOE,(ν). For Kp
G small enough, MK is relatively

representable over Ma,ξ
0 , with generic fiber naturally isomorphic to the canonical model of ShK

over SpecE.

11.3. Semi-global integral models at almost self-dual parahoric levels. With the same

set-up as §11.2, but replace the assumptions (H1) and (H2) by

(A1) v0 is inert in F and unramified over p.

(A2) Vv0 is nonsplit and we take KG,v0 to be the stabilizer of an almost self-dual lattice Λv0 ⊆ Vv0 ,

a maximal parahoric subgroup of U(V )(F0,v0).

For a locally noetherian OE,(ν)-scheme S, we consider MK(S) to be the groupoid of tuples

(A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ) satisfying (M1)— (M9). In particular, λv0 is almost principal instead

of principal in (M7).
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By [RSZ20, Theorem 4.7], the functor S 7→ MK(S) is represented by a Deligne–Mumford stack

MK flat over SpecOE,(ν). For Kp
G small enough, MK is relatively representable over Ma,ξ

0 , with

generic fiber naturally isomorphic to the canonical model of ShK over SpecE. Moreover, when ν is

unramified over p (e.g., all p-adic places of F are unramified over p),MK has semi-stable reduction

over SpecOE,(ν) by [RSZ20, Theorem 4.7] and [Cho18, Proposition 1.4].

11.4. Semi-global integral models at split primes. With the same set-up as §11.2, but replace

the assumption (H1) by

(S) v0 is split in F (possibly ramified over p).

For a locally noetherian OE,(ν)-scheme S, we consider MK(S) to be the groupoid of tuples

(A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ) satisfying (M1)— (M9). We further require

(MS) when p is locally nilpotent on S, the p-divisible group A[w∞0 ] is a Lubin–Tate group of type

r|w0 ([RZ17, §8]). We remark that this condition holds automatically when v0 is unramified

over p.

By [RSZ20, Theorem 4.2], as in the hyperspecial case, the functor S 7→ MK(S) is represented by

a Deligne–Mumford stack MK smooth over SpecOE,(ν). For Kp
G small enough, MK is relatively

representable over Ma,ξ
0 , with generic fiber naturally isomorphic to the canonical model of ShK

over SpecE.

11.5. Semi-global integral models with Drinfeld levels at split primes. With the same set-

up as §11.4, we may consider semi-global integral models with Drinfeld levels by further requiring

(D) (a) the place ν of E matches the CM type Φ (in the sense of [RSZ20, §4.3]): if φ ∈ Hom(F,Q)

induces the p-adic place w0 of F (via ν̃ : Q ↪→ Qp), then φ ∈ Φ. We remark that this

matching condition holds automatically when F = F0K for some imaginary quadratic

K/Q and the CM type Φ is induced from a CM type of K/Q (e.g., when F0 = Q), or

when v0 is of degree one over p.

(b) the extension Eν/Er|v0 is unramified, where Er|v0 is the local reflex field as defined in

[RSZ20, §4.1]. We remark that this condition holds automatically if all p-adic places of F

are unramified over p.

For m ≥ 0, we consider the open compact subgroup Km
G ⊆ KG such that Km

G,v0
⊆ KG,v0 is the

principal congruence subgroup modulo $m
v0

, and Km
G,v = KG,v for v 6= v0. Write Km = KZQ ×Km

G .

Notice that K0 = K. We define a semi-global integral model MKm of ShKm over OE,(ν) as

follows. For a locally noetherian OE,(ν)-scheme S, we consider MKm(S) to be the groupoid of

tuples (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p , ηw0), where (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ) ∈MK(S) and the additional

datum ηw0 is a Drinfeld level structure:

(MD) when p is locally nilpotent on S, ηw0 is an OF,w0-linear homomorphism of finite flat group

schemes

ηw0 : $−mw0
Λw0/Λw0 → HomOF,w0

(A0[wm0 ], A[wm0 ]),

which is a Drinfeld wm0 -level structure on the target (cf. [HT01, §II.2]).
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By [RSZ20, Theorem 4.5], [RSZ21, Remark 5.6] (where the second condition in (D) should be

added to ensure regularity), the functor S 7→ MKm(S) is represented by a regular Deligne–Mumford

stack MK , flat over SpecOE,(ν) and finite flat over MK , with generic fiber naturally isomorphic

to the canonical model of ShKm over SpecE.

11.6. Semi-global integral models at ramified primes. With the same set-up as §11.2, but

replace the assumption (H1) by

(R) v0 is ramified in F (so p 6= 2) and unramified over p.

For a locally noetherian OE,(ν)-scheme S, we consider MK(S) to be the groupoid of tuples

(A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ) satisfying (M1)— (M9). We further require

(MR) when p is locally nilpotent on S, the p-divisible group A[w∞0 ] satisfies the Pappas wedge

condition ([KR14, Definition 2.4], [RSZ21, §5.2, case (3)]).

By [RSZ21, Theorem 5.4 (d)], the functor S 7→ MK(S) is represented by a Deligne–Mumford stack

MK flat over SpecOE,(ν). For Kp
G small enough, MK is relatively representable over Ma,ξ

0 , with

generic fiber naturally isomorphic to the canonical model of ShK over SpecE. By [RSZ21, Theorem

6.7], it has isolated singularities and we may further obtain a regular model by blowing up (the

Krämer model, see [RSZ21, Definition 6.10]) which we still denote by MK .

12. Incoherent Eisenstein series

12.1. Siegel Eisenstein series. Let W be the standard split F/F0-skew-hermitian space of di-

mension 2n. Let Gn = U(W ). Write Gn(A) = Gn(AF0) for short. Let Pn(A) = Mn(A)Nn(A) be

the standard Siegel parabolic subgroup of Gn(A), where

Mn(A) =

{
m(a) =

(
a 0

0 tā−1

)
: a ∈ GLn(AF )

}
,

Nn(A) =

{
n(b) =

(
1n b

0 1n

)
: b ∈ Hermn(AF )

}
.

Let η : A×F0
/F×0 → C× be the quadratic character associated to F/F0. Fix χ : A×F → C×

a character such that χ|A×F0

= ηn. We may view χ as a character on Mn(A) by χ(m(a)) =

χ(det(a)) and extend it to Pn(A) trivially on Nn(A). Define the degenerate principal series to be

the unnormalized smooth induction

In(s, χ) := Ind
Gn(A)
Pn(A) (χ · | · |s+n/2F ), s ∈ C.

For a standard section Φ(−, s) ∈ In(s, χ) (i.e., its restriction to the standard maximal compact

subgroup of Gn(A) is independent of s), define the associated Siegel Eisenstein series

E(g, s,Φ) :=
∑

γ∈Pn(F0)\Gn(F0)

Φ(γg, s), g ∈ Gn(A),

which converges for Re(s) � 0 and admits meromorphic continuation to s ∈ C. Notice that

E(g, s,Φ) depends on the choice of χ.
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12.2. Fourier coefficients and derivatives. By class field theory4, we may and do choose an

additive character ψ : AF0/F0 → C× such that ψ is unramified outside Spl(F/F0) (the set of finite

places of F0 split in F ). We have a Fourier expansion

E(g, s,Φ) =
∑

T∈Hermn(F )

ET (g, s,Φ),

where

ET (g, s,Φ) =

∫
Nn(F0)\Nn(A)

E(n(b)g, s,Φ)ψ(− tr(Tb)) dn(b),

and the Haar measure dn(b) is normalized to be self-dual with respect to ψ. When T is nonsingular,

for factorizable Φ = ⊗vΦv we have a factorization of the Fourier coefficient into a product

ET (g, s,Φ) =
∏
v

WT,v(gv, s,Φv),

where the local (generalized) Whittaker function is defined by

WT,v(gv, s,Φv) =

∫
Nn(F0,v)

Φv(w
−1
n n(b)g, s)ψ(− tr(Tb)) dn(b), wn =

(
0 1n

−1n 0

)
.

and has analytic continuation to s ∈ C. Thus we have a decomposition of the derivative of a

nonsingular Fourier coefficient at s = s0,

(12.2.0.2) E′T (g, s0,Φ) =
∑
v

E′T,v(g, s0,Φ),

where

(12.2.0.3) E′T,v(g, s,Φ) = W ′T,v(gv, s,Φv) ·
∏
v′ 6=v

WT,v′(gv′ , s,Φv′).

12.3. Incoherent Eisenstein series. Let V be an AF /AF0-hermitian space of rank n. Let S (Vn)

be the space of Schwartz functions on Vn. The fixed choice of χ and ψ gives a Weil representation

ω = ωχ,ψ of Gn(A)×U(V) on S (Vn). Explicitly, for ϕ ∈ S (Vn) and x ∈ Vn,

ω(m(a))ϕ(x) = χ(m(a))|det a|n/2F ϕ(x · a), m(a) ∈Mn(A),

ω(n(b))ϕ(x) = ψ(tr b T (x))ϕ(x), n(b) ∈ Nn(A),

ω(wn)ϕ(x) = γnV · ϕ̂(x), wn =
(

0 1n
−1n 0

)
,

ω(h)ϕ(x) = ϕ(h−1 · x), h ∈ U(V).

4This should be well-known, but we include the argument for the convenience of the readers. Let ψ0 = ψQ◦trF0/Q :

AF0/F0 → C×, where ψQ : AQ/Q→ C× is the standard additive character (so ψQ,∞(x) = e2πix). Then the conductor

of ψ0 is the different ideal δF0/Q of F0/Q. LetH be the Hilbert class field of F0. Since F/F0 is ramified at infinite places,

we know that H and F are linearly disjoint over F0. It follows that Gal(H/F0) is generated by the Frobenii associated

to Spl(F/F0). Hence by class field theory, the ideal class group of F0 is generated by Spl(F/F0). In particular, we

may find a ∈ F×0 such that the ideal aδF0 is supported on Spl(F/F0). Then the character ψ(x) = ψ0(ax) works.

Moreover, by a theorem of Hecke ([Hec54, Theorem 176], see also [Arm67]), the ideal class of δF0/Q is a square. Hence

we may further choose a ∈ F×0 to be a square.
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Here T (x) = ((xi, xj))1≤i,j≤n is the fundamental matrix of x, γV is the Weil constant (see [KR14,

(10.3)]), and ϕ̂ is the Fourier transform of ϕ using the self-dual Haar measure on Vn with respect

to ψ ◦ trF/F0
.

For ϕ ∈ S (Vn), define a function

Φϕ(g) := ω(g)ϕ(0), g ∈ Gn(A).

Then Φϕ ∈ In(0, χ). Let Φϕ(−, s) ∈ In(s, χ) be the associated standard section, known as the

standard Siegel–Weil section associated to ϕ. For ϕ ∈ S (Vn), we write

E(g, s, ϕ) := E(g, s,Φϕ), ET (g, s, ϕ) := ET (g, s,Φϕ), E′T,v(g, s, ϕ) := E′T,v(g, s,Φϕ),

and similarly for WT,v(gv, s, ϕv). We say V (resp. Φϕ, E(g, s, ϕ)) is coherent if V = V ⊗F0 AF0

for some F/F0-hermitian space V , and incoherent otherwise. When E(g, s, ϕ) is incoherent, its

central value E(g, 0, ϕ) automatically vanishes (cf. [KR14, §9]). In this case, we write the central

derivatives as

∂Eis(g, ϕ) := E′(g, 0, ϕ), ∂EisT (g, ϕ) := E′T (g, 0, ϕ), ∂EisT,v(g, ϕ) := E′T,v(g, 0, ϕ).

Let T ∈ Hermn(F ) be nonsingular. Then WT,v(gv, 0, ϕv) 6= 0 only if Vv represents T (i.e., there

exists x ∈ Vnv such that T (x) = T ), hence ∂EisT,v(g, ϕ) 6= 0 only if Vv′ represents T for all v′ 6= v.

Let Diff(T,V) be the set of finite places v such that Vv does not represent T . Since V is incoherent,

by (12.2.0.2) we know that ∂EisT (g, ϕ) 6= 0 only if Diff(T,V) = {v} is a singleton, and in this case

v is necessarily nonsplit in F (cf. [KR14, Lemma 9.1]). Thus

(12.3.0.4) ∂EisT (g, ϕ) 6= 0⇒ Diff(T,V) = {v}, ∂EisT (g, ϕ) = ∂EisT,v(g, ϕ).

We say ϕv ∈ S (Vnv ) is nonsingular if its support lies in {x ∈ Vnv : detT (x) 6= 0}. By [Liu11b,

Proposition 2.1], we have

(12.3.0.5) ϕ is nonsingular at two finite places =⇒ ∂EisT (g, ϕ) = 0 for any singular T.

12.4. Classical incoherent Eisenstein series associated to the Shimura datum. Assume

that we are in the situation in §11.1. Let V be the incoherent hermitian space obtained from V so

that V has signature (n, 0)φ∈Φ and Vv ∼= Vv for all finite places Vv.

The hermitian symmetric domain for Gn = U(W ) is the hermitian upper half space

Hn = {z ∈ Matn(F∞) :
1

2i

(
z− tz̄

)
> 0}

= {z = x + iy : x ∈ Hermn(F∞), y ∈ Hermn(F∞)>0},

where F∞ = F ⊗Q R ∼= CΦ. Define the classical incoherent Eisenstein series to be

E(z, s, ϕ) := χ∞(det(a))−1 det(y)−n/2 · E(gz, s, ϕ), gz := n(x)m(a) ∈ Gn(A),

where a ∈ GLn(F∞) such that y = atā. Notice that E(z, s,Φ) does not depend on the choice of χ.

We write the central derivatives as

∂Eis(z, ϕ) := E′(z, 0, ϕ), ∂EisT (z, ϕ) := E′T (z, 0, ϕ), ∂EisT,v(z, ϕ) := E′T,v(z, 0, ϕ).
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Then we have a Fourier expansion

(12.4.0.6) ∂Eis(z, ϕ) =
∑

T∈Hermn(F )

∂EisT (z, ϕ)

By (12.3.0.4) we know that

(12.4.0.7) ∂EisT (z, ϕ) 6= 0⇒ Diff(T,V) = {v}, ∂EisT (z, ϕ) = ∂EisT,v(z, ϕ).

For the fixed open compact subgroup K ⊆ G̃(Af ), we will choose

ϕ = ϕK ⊗ ϕ∞ ∈ S (Vn)

such that ϕK ∈ S (Vnf ) is K-invariant (where K acts on V via the second factor KG) and ϕ∞ is

the Gaussian function

ϕ∞(x) = ψ∞(i trT (x)).

For our fixed choice of Gaussian ϕ∞, we write

E(z, s, ϕK) = E(z, s, ϕK ⊗ ϕ∞), ∂Eis(z, ϕK) = ∂Eis(z, ϕK ⊗ ϕ∞)

and so on for short. When T > 0 is totally positive definite, by [Liu11a, Proposition 4.5 (2)] the

archimedean Whittaker function is

WT,∞(z, 0, ϕ∞) = c∞ · qT , qT := ψ∞(tr(T z))

for some constant c∞ independent of T . It follows from (12.2.0.3) that we have a factorization

(12.4.0.8) ∂EisT,v(z, ϕK) = c∞ ·W ′T,v(1, 0, ϕK,v) ·
∏

v′ 6=v,v′-∞

WT,v′(1, 0, ϕK,v′) · qT .

13. The semi-global identity at inert primes

In this section we assume that we are in the situation of §11.2 (hyperspecial level) or §11.3

(almost self-dual level). We fix the level K as above and write M =MK for short.

13.1. p-adic uniformization of the supersingular locus of M. Let M̂ss be the completion

of the base change MOĔν
along the supersingular locus Mss

kν
of its special fiber Mkν . Here Eν

is the completion of E at ν and kν is its residue field. Assume p > 2. Then we have a p-adic

uniformization theorem ([RZ96], [Cho18, Theorem 4.3], see also the proof of [RSZ20, Theorem

8.15]),

(13.1.0.9) M̂ss ' G̃′(Q)\[N ′ × G̃(Apf )/Kp].

Here G̃′ = ZQ ×Gm G
′Q is the group associated to a F/F0-hermitian space V ′ obtained from V by

changing the signature at φ0 from (n− 1, 1) to (n, 0) and the invariant at v0 from +1 (resp. −1) to

−1 (resp. +1) (i.e., V ′v0
is a non-split (resp. split) Fw0/F0,v0-hermitian space) in the hyperspecial

case (resp. the almost self-dual case). The relevant Rapoport–Zink space N ′ associated to G̃′ is

given by

N ′ ' (ZQ(Qp)/KZQ,p)×NOĔν ×
∏
v 6=v0

U(V )(F0,v)/KG,v,
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where the product is over places v 6= v0 of F0 over p, and N is isomorphic to NFw0/F0,v0 ,n
, the

Rapoport–Zink space defined in §2.1 in the hyperspecial case5, or isomorphic to N 1
Fw0/F0,v0 ,n

, the

Rapoport–Zink space defined in §10.1 in the almost self-dual case.

13.2. The hermitian lattice V(A0, A). For a locally noetherian OE,(ν)-scheme S and a point

(A0, ι0, λ0, A, ι, λ, η̄
p) ∈M(S), define the space of special homomorphisms to be

V(A0, A) := HomOF (A0, A)⊗ Z(p),

a free OF,(p) := OF ⊗ Z(p)-module of finite rank. Then V(A0, A) carries a OF,(p)-valued hermitian

form: for x, y ∈ V(A0, A), the pairing (x, y) ∈ OF,(p) is given by

(A0
x−→ A

λ−→ A∨
y∨−→ A∨0

λ−1
0−−→ A0) ∈ EndOF (A0)⊗ Z(p) = ι0(OF,(p)) ' OF,(p).

Notice that λ−1
0 makes sense as the polarization λ0 is coprime-to-p by (M6).

Let m ≥ 1. Given an m-tuple x = [x1, . . . , xm] ∈ V(A0, A)m, define its fundamental matrix to

be

T (x) := ((xi, xj))1≤i,j≤m ∈ Hermm(OF,(p)),

an m×m hermitian matrix over OF,(p).

13.3. Semi-global Kudla–Rapoport cycles Z(T, ϕK). We say a Schwartz function ϕK ∈ S (Vmf )

is v0-admissible if it is K-invariant and ϕK,v = 1(Λv)m for all v above p such that v is nonsplit in

F . First we consider a special v0-admissible Schwartz function of the form

(13.3.0.10) ϕK = (ϕi) ∈ S (Vmf ), ϕi = 1Ωi , i = 1, . . . ,m,

where Ωi ⊆ Vf is a K-invariant open compact subset such that Ωi,v = Λv for all v above p such

that v is nonsplit in F . Given such a special Schwartz function ϕK and T ∈ Hermm(OF,(p)), define

a semi-global Kudla–Rapoport cycle Z(T, ϕK) over M as follows. For a locally noetherian OE,(ν)-

scheme S, define Z(T, ϕK)(S) to be the groupoid of tuples (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ,x) where

(1) (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ) ∈M(S),

(2) x = [x1, . . . , xm] ∈ V(A0, A)m with fundamental matrix T (x) = T .

(3) ηp(x∗) ∈ (Ω
(p)
i ) ⊆ (V(p)

f )m. Here x∗ ∈ HomF (V̂ p(A0), V̂ p(A))m is the element induced by x.

(4) ηv(x∗) ∈ (Ωi,w) ⊆ Vmw for all η̄v ∈ η̄v0
p (cf. (M5)). Here x∗ ∈ HomOFw

(A0[w∞], A[w∞])m ⊗OFw
Fw is the element induced by x.

The functor S 7→ Z(T, ϕK)(S) is represented by a (possibly empty) Deligne–Mumford stack which is

finite and unramified overM ([KR14, Proposition 2.9]), and thus defines a cycle Z(T, ϕK) ∈ Z∗(M).

For a general v0-admissible Schwartz function ϕK ∈ S (Vmf ), by extending C-linearly we obtain a

cycle Z(T, ϕK) ∈ Z∗(M)C.

5We use the convention (1, n − 1) for the signature of Rapoport–Zink spaces while the convention (n − 1, 1) for

Shimura varieties; each of these two conventions is more preferable in its respective setting. Strictly speaking, [RSZ20,

Theorem 8.15] assumes that v0 is unramified over p. This assumption can be dropped (in the hyperspecial case) due

to the Eisenstein condition in (M8). In fact, under the assumption (H6), [Mih, Definition 2.8 (ii)] specializes to the

Eisenstein condition in (M8) for signature (1, n − 1), so Mihatsch’s theorem [Mih, Theorem 3.1] is still applicable

even when v0 is ramified over p.
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13.4. Variants of semi-global Kudla–Rapoport cycles Z[(T, ϕK) at almost self-dual level.

Assume that we are in the situation of §13.3 and Λv0 is almost self-dual. We will define a variant

Z[(T, ϕK) of the semi-global Kudla–Rapoport cycle. To do so, consider a diagram of Shimura

varieties

(13.4.0.11) ShK∩K]

π1

zz

π2

$$

ShK ShK] ,

where the level at v0 is modified as in Remark 10.2.1.

More precisely, consider a F/F0-hermitian space of dimension n+ 1,

V ] := V k 〈x0〉,

where u0 = (x0, x0) is totally positive, has valuation 1 at v0 and valuation 0 for all places v 6= v0 of

F0 above p. We take the level K] ⊆ G̃](Af ) of the form as in §11.2 such that

(1) K]
G,v0

is the stabilizer of a self-dual lattice Λ]v0 ⊆ V
]
v0 ,

(2) for v 6= v0 a place of F0 above p, K]
G,v is the stabilizer of the lattice Λv k 〈x0〉 ⊆ V ]

v ,

(3) Kp ⊇ K],p ∩ G̃(Apf ).

Denote by

ShK] = ShK](G̃], {hG̃]}), ShK∩K] = ShK∩K](G̃, {hG̃})

the Shimura varieties defined in §11.1.

LetMK] be the semi-global model of ShK] over OE,(ν) as defined in §11.2. Define the semi-global

integral model MK∩K] of ShK∩K] over OE,(ν) as follows. For a locally noetherian OE,(ν)-scheme

S, define MK∩K](S) to be the groupoid of tuples (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p , A
], ι], λ], η̄],p, η̄],v0

p , α),

where

(1) (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p ) ∈MKp(K],p∩Kp)(S),

(2) (A0, ι0, λ0, A
], ι], λ], η̄],p, η̄],v0

p ) ∈MK](S),

(3) α : A×A0 → A] is an isogeny of degree qv0 such that

(a) kerα ⊆ (A×A0)[u0],

(b) α∗(λ]) = λ× u0λ0,

(c) The K],p
G -orbit of α∗(η

p× ηp0) coincides with η̄],p, where ηp0 is the ApF,f -linear map between

lisse ApF,f -sheaves given by

ηp0 : HomF (V̂ p(A0), V̂ p(A0))→ 〈x0〉F ⊗F ApF,f , idV̂ p(A0) 7−→ x0.

(d) For all η̄v ∈ η̄v0
p , the K]

G,v-orbit of α∗(ηv×η0,v) coincides with η̄]v, where η0,v is the Fw-linear

map between lisse Fw-sheaves

η0,v : HomOFw
(A0[w∞], A0[w∞])⊗OFw Fw → 〈x0〉F ⊗F Fw, idA0[w∞] 7−→ x0.
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Then the diagram (13.4.0.11) extends to semi-global integral models

MK∩K]

π1

zz

π2

%%

MK MK] .

The p-adic uniformization theorem (13.1.0.9) of [RZ96] then holds forMK∩K] withN = Ñ 1
Fw0/F0,v0 ,n

,

the auxiliary Rapoport–Zink space defined in §10.2.

Analogous to Remark 10.2.2, we obtain a cycle Z[(T, ϕK) onMK∩K] , which can serve as an inte-

gral model of the pullback of the generic fiber of Z(T, ϕK) along π1. More precisely, first assume that

ϕK is a special v0-admissible Schwartz function as in (13.3.0.10). For a locally noetherian OE,(ν)-

scheme S, define Z[(T, ϕK)(S) to be the groupoid of tuples (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p , A
], ι], λ],

η̄],p, η̄],v0
p , α,x), where

(1) (A0, ι0, λ0, A, ι, λ, η̄
p, η̄v0

p , A
], ι], λ], η̄],p, η̄],v0

p , α) ∈MK∩K](S),

(2) x = [x1, . . . , xm] ∈ V(A0, A
])m with fundamental matrix T (x) = T , and each xi is orthogonal

to α|A0 (as elements of the hermitian lattice V(A0, A
]) defined in §13.2),

(3) ηp((α−1x)∗) ∈ (Ω
(p)
i ) ⊆ (V(p)

f )m. Notice that by (2) we have α−1x ∈ Hom◦OF (A0, A)m, and

(α−1x)∗ ∈ HomF (V̂ p(A0), V̂ p(A))m is the element induced by α−1x.

(4) ηv((α
−1x)∗) ∈ (Ω

(p)
i ) ⊆ (V(p)

f )m for all η̄v ∈ η̄v0
p . Here (α−1x)∗ ∈ HomOFw

(A0[w∞], A[w∞])m

⊗OFw Fw is the element induced by α−1x.

The functor S 7→ Z[(T, ϕK)(S) is represented by a (possibly empty) Deligne–Mumford stack which

is finite and unramified over MK∩K] and thus defines a cycle Z[(T, ϕK) ∈ Z∗(MK∩K]). For a

general v0-admissible Schwartz function ϕK ∈ S (Vmf ), by extending C-linearly we obtain a cycle

Z[(T, ϕK) ∈ Z∗(MK∩K])C.

13.5. The local arithmetic intersection number IntT,v0(ϕK). Assume T ∈ Hermn(OF,(p))>0

is totally positive definite. Let t1, . . . , tn be the diagonal entries of T . Let ϕK ∈ S (Vnf ) be a special

Schwartz function as in (13.3.0.10). We have a natural decomposition (cf. [KR14, (11.2)]),

(13.5.0.12) Z(t1, ϕ1) ∩ · · · ∩ Z(tn, ϕn) =
⊔

T∈Hermn(F )

Z(T, ϕK),

here ∩ denotes taking fiber product over M, and the indexes T have diagonal entries t1, . . . , tn.

When Λv0 is self-dual, define

(13.5.0.13) IntT,ν(ϕK) := χ(Z(T, ϕK),OZ(t1,ϕ1) ⊗L · · · ⊗L OZ(tn,ϕn)) · log qν ,

where qν denotes the size of the residue field kν of Eν , OZ(ti,ϕi) denotes the structure sheaf of the

semi-global Kudla–Rapoport divisor Z(ti, ϕi), ⊗L denotes the derived tensor product of coherent

sheaves on M, and χ denotes the Euler–Poincaré characteristic (an alternating sum of lengths of

OE,(ν)-modules). Notice that the derived tensor product OZ(t1,ϕ1)⊗L · · ·⊗LOZ(tn,ϕn) has the struc-

ture of a complex of OZ(t1,ϕ1)∩···∩Z(tn,φn)-modules, hence has a natural decomposition by support

according to the decomposition (13.5.0.12).
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Similarly, when Λv0 is almost self-dual, define

(13.5.0.14) IntT,ν(ϕK) :=
1

deg π1
χ(Z[(T, ϕK),OZ[(t1,ϕ1) ⊗

L · · · ⊗L OZ[(tn,ϕn)) · log qν ,

where deg π1 is the generic degree of the generically finite morphism π1 (§13.4).

Finally, when Λv0 is self-dual or almost self-dual, define

IntT,v0(ϕK) :=
1

[E : F0]
·
∑
ν|v0

IntT,ν(ϕK).

We extend the definition of IntT,v0(ϕK) to a general v0-admissible ϕK ∈ S (Vnf ) by extending

C-linearly.

13.6. The semi-global identity. Recall that we are in the situation of §11.2 (hyperspecial level)

or §11.3 (almost self-dual level).

Theorem 13.6.1. Assume p > 2. Assume ϕK ∈ S (Vnf ) is v0-admissible (§13.3). Then for any

T ∈ Hermn(OF,(p))>0,

IntT,v0(ϕK)qT = cK · ∂EisT,v0(z, ϕK),

where cK = (−1)n

vol(K) is a nonzero constant independent of T and ϕK , and vol(K) is the volume of K

under a suitable Haar measure on G̃(Af ).

Proof. As explained in [Ter13a, Remark 7.4], this follows routinely from our main Theorem 3.4.1 in

the hyperspecial case. We briefly sketch the argument. The support of Z(T ) lies in the supersingular

locus Mss
kν

by the same proof of [KR14, Lemma 2.21]. We may then compute the left-hand-

side via p-adic uniformization §13.1 as the product of the arithmetic intersection numbers on the

Rapoport–Zink space N and a theta integral of ϕv0
K,f . The arithmetic intersection number is equal

to W ′T,v0
(1, 0, ϕK,v0) up to a nonzero constant independent of T and ϕK by our main Theorem

3.4.1 and Remark 3.4.2 (as p > 2). Since T is nonsingular, the theta integral of ϕv0
K,f evaluates to∏

v 6=v0,v-∞WT,v(1, 0, ϕK,v) up to a constant independent of T and ϕK ([Ich04, §5–6]). The result

then follows from the factorization (12.4.0.8) of the right-hand-side ∂EisT,v0 .

The identity follows in a similar way from our main Theorem 10.3.1 and Remark 10.3.2 in the

almost self-dual case. In fact, by the same proof of [San17, Theorem 4.13], it remains to check that

for Λ = 〈1〉n−1 k 〈$〉 an almost self-dual lattice and L ⊆ V any OF -lattice of full rank n, we have

the following identity

(13.6.1.1)
Den(Λ,Λ)

Den(〈1〉n−1, 〈1〉n−1)
=
∂DenΛ(L)

Int(L)
.

By Theorem 9.1.2, the left-hand-side of (13.6.1.1) is equal to Den(Λ]). By (3.6.1.1), Den(Λ]) is

equal to the number of self-dual lattices containing Λ]. Since Λ] is a vertex lattice of type 2, the

latter is equal to the number of isotropic lines in a 2-dimensional (non-degenerate) kF /k-hermitian

space, which is q + 1 (cf. Remark 10.2.1). By Theorem 10.3.1, the right-hand-side of (13.6.1.1) is

also equal to q + 1, and thus the desired identity (13.6.1.1) is proved. �
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14. Global integral models and the global identity

14.1. Global integral models at minimal levels. In this subsection we will define a global

integral model over OE of the Shimura variety ShK introduced in §11.1. We will be slightly more

general than [RSZ20, §5], allowing F/F0 to be unramified at all finite places.

We consider an OF -lattice Λ ⊆ V and let

K◦G = {g ∈ G(Af ) : g(Λ⊗OF ÔF ) = Λ⊗OF ÔF }.

Assume that for any finite place v of F0 (write p its residue characteristic),

(G0) if p = 2, then v is unramified in F .

(G1) if v is inert in F and Vv is split, then Λv ⊆ Vv is self-dual. If v is further ramified over p, then

(H6) is satisfied.

(G2) if v is inert in F and Vv is nonsplit, then v is unramified over p and Λv ⊆ Vv is almost self-dual.

(G3) if v is split in F , then Λv ⊆ Vv is self-dual.

(G4) if v is ramified in F , then v is unramified over p and Λv ⊆ Vv is self-dual.

We take K◦ = KZQ ×K◦G, where KZQ is the unique maximal open compact subgroup of ZQ(Af )

as in §11.2.

Notice the assumptions (G0)—(G4) ensure that each finite place v0 and the level KG,v0 belongs

one of the four cases considered in §11.2, §11.3, §11.4, §11.6. Define an integralMK◦ of ShK◦ over

OE as follows. For a locally noetherian OE-scheme S, we consider MK◦(S) to be the groupoid of

tuples (A0, ι0, λ0, A, ι, λ), where

(1) A0 (resp. A) is an abelian scheme over S.

(2) ι0 (resp. ι) is an action of OF on A0 (resp. A) satisfying the Kottwitz condition of signature

{(1, 0)φ∈Φ} (resp. signature {(rφ, rφ̄)φ∈Φ}).

(3) λ0 (resp. λ) is a polarization of A0 (resp. A) whose Rosati involution induces the automorphism

given by the nontrivial Galois automorphism of F/F0 via ι0 (resp. ι).

We require that the triple (A0, ι0, λ0) satisfies (M6), and for any finite place ν of E (write p its

residue characteristic), the triple (A, ι, λ) over SOE,(ν)
satisfies the conditions (M7), (M9), and

moreover (MS) when v0 is split in F and (MR) when v0 is ramified in F . We may and do choose

the axillary ideal a ⊆ OF0 in (M6) to be divisible only by primes split in F .

Then the functor S 7→ MK◦(S) is represented by a Deligne–Mumford stack MK◦ = MK◦ flat

over SpecOE . It has isolated singularities only in ramified characteristics, and we may further

obtain a regular model by blowing up (the Krämer model) which we still denote byMK . For each

finite place ν of E, the base changeMK◦,OE,(ν)
is canonically isomorphic to the semi-global integral

models defined in §11.2, §11.3, §11.4, §11.6.

14.2. Global integral models at Drinfeld levels. With the same set-up as §14.1, but now we

allow Drinfeld levels at split primes. Let m = (mv) be a collection of integers mv ≥ 0 indexed by

finite places v of F0. Further assume

(G5) if mv > 0, then v satisfies (S), and each place ν of E above v satisfies (D).
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We take Km
G ⊆ K◦G such that (Km

G )v = (K◦G)v if mv = 0 and (Km
G )v = (K◦G)mvv to be the principal

congruence subgroup mod $mv
v if mv > 0. Write Km = KZQ × Km

G . Define MKm to be the

normalization of MK◦ in ShKm(G̃, h
G̃

).

Then MKm is a Deligne–Mumford stack finite flat over MK◦ . Moreover for each finite place

ν of E, the base change MKm,OE,(ν)
is canonically isomorphic to the semi-global integral models

defined in §11.2, §11.3, §11.4, §11.5, §11.6. Thus MKm is smooth at places over v0 in (G1), (G3),

semi-stable at places over v0 in (G2) when ν is unramified over p, and regular at places over v0 in

(G4), (G5). In particular, assume all places ν over v0 in (G2) are unramified over p, then MKm is

regular. When m is sufficiently large, MKm is relatively representable over Ma,ξ
0 .

14.3. Global Kudla–Rapoport cycles Z(T, ϕK). We continue with the same set-up as §14.2.

From now on write K = Km and M =MKm for short. Let ϕK = (ϕi) ∈ S (Vmf ) be K-invariant.

Let t1, . . . , tm ∈ F . Let Z(ti, ϕi) be the (possibly empty) Kudla–Rapoport cycle on the generic fiber

of M (defined similarly as in §13.3) and let Z(ti, ϕi) be its Zariski closure in the global integral

model M. Then we have a decomposition into the global Kudla–Rapoport cycles Z(T, ϕK) over

M (cf. [KR14, (11.2)]),

Z(t1, ϕ1) ∩ · · · ∩ Z(tm, ϕm) =
⊔

T∈Hermm(F )

Z(T, ϕK),

here ∩ denotes taking fiber product over M, and the indexes T have diagonal entries t1, . . . , tm.

14.4. The arithmetic intersection number IntT (ϕK). For nonsingular T ∈ Hermn(F ), define

IntT (ϕK) :=
∑
v

IntT,v(ϕK)

to be the sum over all finite places v of F of local arithmetic intersection numbers defined as in

§13.5. By the same proof of [KR14, Lemma 2.21], this sum is nonzero only if Diff(T,V) = {v} is a

singleton, and in this case v is necessarily nonsplit in F . Hence

(14.4.0.2) IntT (ϕK) 6= 0 =⇒ Diff(T,V) = {v} and IntT (ϕK) = IntT,v(ϕK).

14.5. The global Kudla–Rapoport conjecture for nonsingular Fourier coefficients. As-

sume that we are in the situation of §14.2. We say ϕK ∈ S (Vmf ) is inert-admissible if it is

v-admissible at all v inert in F (§13.3). When ϕK is inert-admissible, the base change of the

global Kudla–Rapoport cycle Z(T, ϕK) to SpecOE,(ν) above an inert prime agrees with the semi-

global Kudla–Rapoport cycle defined in §13.3. We say a nonsingular T ∈ Hermn(F ) is inert if

Diff(T,V) = {v} where v is inert in F and not above 2.

Theorem 14.5.1. Assume ϕK ∈ S (Vnf ) is inert-admissible. Let T ∈ Hermn(F ) be inert. Then

IntT (ϕK)qT = cK · ∂EisT (z, ϕK),

where cK = (−1)n

vol(K) as in Theorem 13.6.1.

Proof. Since T is inert, we know that T > 0, and moreover by (14.4.0.2) and (12.4.0.7) both sides

are contributed non-trivially only by the term at Diff(T,V) = {v}. Since ϕK is inert-admissible,
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both sides are zero unless T ∈ Hermn(OF,(p)) (p the residue characteristic of v). So we can apply

Theorem 13.6.1 to obtain IntT,v(ϕK)qT = cK · ∂EisT,v(z, ϕK). �

Corollary 14.5.2. Kudla–Rapoport’s global conjecture [KR14, Conjecture 11.10] holds.

Proof. We take F0 = Q and K = K◦. We also take the axillary ideal a to be trivial (see (M6)).

Then the global integral model MK◦ agrees with the moduli stack MV in [KR14, Proposition

2.12]. The test function ϕ in [KR14] satisfies ϕK = 1(Λ̂)n and ϕ∞ is the Gaussian function, so ϕK

is inert-admissible. The assumption Diff0(T ) = {p} with p > 2 in [KR14, Conjecture 11.10] ensures

that T is inert. The result then follows from Theorem 14.5.1. �

15. The arithmetic Siegel–Weil formula

15.1. Complex uniformization. Assume we are in the situation of §11.1. Under the decom-

position (11.2.0.1), we may identify the the G̃(R)-conjugacy class {h
G̃
} as the product {hZQ} ×∏

φ∈Φ{hG,φ}. Notice {hZQ} is a singleton as ZQ is a torus, and {hG,φ} is also a singleton for φ 6= φ0

as hG,φ is the trivial cocharacter. For φ = φ0 the cocharacter is given by hG,φ0(z) = diag{1n−1, z̄/z},
and {hG,φ0} is the hermitian symmetric domain

Dn−1
∼= U(n− 1, 1)/(U(n− 1)×U(1)).

We may identify Dn−1 ⊆ P(Vφ0)(C) as the open subset of negative C-lines in Vφ0 , and G̃(R) acts

on Dn−1 via its quotient PU(Vφ0)(R). We may also identity it with the open (n− 1)-ball

Dn−1
∼−→ {z ∈ Cn−1 : |z| < 1}, [z1, . . . , zn] 7−→ (z1/zn, . . . , zn−1/zn),

under the standard basis of Vφ0 . In this way we obtain a complex uniformization (via φ0),

(15.1.0.1) ShK(C) = G̃(Q)\[Dn−1 × G̃(Af )/K].

15.2. Green currents. Write D = Dn−1 for short. Let x ∈ Vφ0 be a nonzero vector. For any

z ∈ D, we let x = xz + xz⊥ be the orthogonal decomposition with respect to z (i.e., xz ∈ z and

xz⊥ ⊥ z). Let R(x, z) = −(xz, xz). Define

D(x) = {z ∈ D : z ⊥ x} = {z ∈ D : R(x, z) = 0}.

Then D(x) is nonempty if and only if (x, x) > 0, in which case D(x) is an analytic divisor on D.

Define Kudla’s Green function to be

g(x, z) = −Ei(−2πR(x, z)),

where Ei(u) = −
∫∞

1
eut

t dt is the exponential integral. Then g(x,−) is a smooth function on D\D(x)

with a logarithmic singularity along D(x). By [Liu11a, Proposition 4.9], it satisfies the (1, 1)-current

equation for D(x),

ddc[g(x)] + δD(x) = [ω(x)],

where ω(x,−) = e2π(x,x)ϕKM(x,−), and ϕKM(−,−) ∈ (S (Vφ0) ⊗ A1,1(D))U(Vφ0
)(R) is the Kudla–

Millson Schwartz form ([KM86]). Here we recall d = ∂ + ∂̄, dc = 1
4πi(∂ − ∂̄) and ddc = − 1

2πi∂∂̄.
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More generally, let x = (x1, . . . , xm) ∈ V m
φ0

such that its fundamental matrix T (x) = ((xi, xj))1≤i,j≤m

is nonsingular. Define

D(x) = D(x1) ∩ · · · ∩ D(xm),

which is nonempty if and only if T (x) > 0. Define Kudla’s Green current by taking star product

g(x) := [g(x1)] ∗ · · · ∗ [g(xm)].

It satisfies the (m,m)-current equation for D(x),

ddc(g(x)) + δD(x) = [ω(x1) ∧ · · · ∧ ω(xm)].

Here we recall that

[g(x)] ∗ [g(y)] := [g(x)] ∧ δD(y) + [ω(x)] ∧ [g(y)].

15.3. The local arithmetic Siegel–Weil formula at archimedean places. Let T ∈ Hermm(F )

be nonsingular. Let ϕK ∈ S (Vmf ) be K-invariant. Let Z(T, ϕK) be the (possibly empty) Kudla–

Rapoport cycle on the generic fiber ShK . Then

Z(T, ϕK)(C) =
∑

x∈G̃(Q)\Vm(F )
T (x)=T

∑
g̃∈G̃x(Af )\G̃(Af )/K

ϕK(g̃−1x) · Z(x, g̃)K ,

where we define the cycle on ShK(C) via the complex uniformization (15.1.0.1),

Z(x, g̃)K = G̃x(Q)\[D(x)× G̃x(Af )g̃K/K],

and G̃x ⊆ G̃ is the stabilizer of x. Define a Green current for Z(T, ϕK)(C) by

g(yφ0 , T, ϕK , z, g̃) :=
∑

x∈Vm(F )
T (x)=T

ϕK(g̃−1x) · g(x · a, z), (z, g̃) ∈ D × G̃(Af ),

where a ∈ GL(Vφ0) ∼= GLn(C) and yφ0 = atā. Define the archimedean arithmetic intersection

number (depending on the parameter yφ0) to be

IntT,φ0(yφ0 , ϕK) :=
1

2

∫
ShK(C)

g(yφ0 , T, ϕK).

Replacing the choice of φ0 by another φ ∈ Φ (§11.1) gives rise to a Shimura variety ShφK conjugate

to ShK , associated to a hermitian space V φ whose signature at φ0, φ are swapped compared to V .

Thus we can define in the same way the archimedean intersection number for any φ ∈ Φ,

(15.3.0.2) IntT,φ(yφ, ϕK) :=
1

2

∫
ShφK(C)

g(yφ, T, ϕK).

Theorem 15.3.1. Assume ϕK ∈ S (Vnf ) is K-invariant. Let T ∈ Hermn(F ) be nonsingular and

φ ∈ Φ. Then

IntT,φ(y, ϕK)qT = cK · ∂EisT,φ(z, ϕK),

where cK = (−1)n

vol(K) as in Theorem 13.6.1.
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Proof. By the main archimedean result of [Liu11a, Proposition 4.5, Theorem 4.17] (the archimedean

analogue of our main Theorem 3.4.1) and the standard unfolding argument, we can express the

integral (15.3.0.2) as a product involving the derivative W ′T,φ(gz, 0, ϕK)qT and the product of values∏
v 6=φWT,v(gz, 0, ϕK) from the Siegel–Weil formula, up to a nonzero constant independent of T .

The result then follows from the factorization (12.2.0.3) of Fourier coefficients and comparing the

constant with that of Theorem 13.6.1. See the proof of [Liu11a, Theorem 4.20] and the proof in

the orthogonal case [BY21, Theorem 7.1] for details. When V is anisotropic (e.g., when F0 6= Q),

the result also follows from [GS19, (1.19)] for r = p+ 1 = n in the notation there. �

15.4. Arithmetic degrees of Kudla–Rapoport cycles. Let us come back to the situation of

§14.2. Let T ∈ Hermn(F ) be nonsingular. Let ϕK = (ϕi) ∈ S (Vnf ) be K-invariant. Define the

arithmetic degree (depending on the parameter y = (yφ)φ∈Φ)

(15.4.0.1) d̂egT (y, ϕK) := IntT (ϕK) +
∑
φ∈Φ

IntT,φ(yφ, ϕK)

to be the sum of all nonarchimedean and archimedean intersection numbers. Define the generating

series of arithmetic degrees of Kudla–Rapoport cycles to be

d̂eg(z, ϕK) :=
∑

T∈Hermn(F )
detT 6=0

d̂egT (y, ϕK)qT .

It is related to the usual arithmetic degree on arithmetic Chow groups as we now explain.

For nonzero t1, . . . , tn ∈ F , we have classes in the Gillet–Soulé arithmetic Chow group (with C-

coefficients) of the regular Deligne–Mumford stack MK ([GS90, Gil09]),

Ẑ(y, ti, ϕi) := (Z(ti, ϕi), g(y, ti, ϕi)) ∈ Ĉh
1

C(MK).

We have an arithmetic intersection product on n copies of Ĉh
1

C(MK),

〈 , · · · , 〉GS : Ĉh
1

C(MK)× · · · × Ĉh
1

C(MK)→ Ĉh
n

C(MK),

and when MK is proper over OE , a degree map on the arithmetic Chow group of 0-cycles,

d̂eg : Ĉh
n

C(MK)→ C.

We may compose these two maps and obtain a decomposition

d̂eg〈Ẑ(y, t1, ϕ1), · · · , Ẑ(y, tn, ϕn)〉GS =
∑
T

d̂egT (y, ϕK),

where the matrices T have diagonal entries t1, . . . , tn. The terms corresponding to nonsingular T

agree with (15.4.0.1), at least in the hyperspecial case at inert primes.

15.5. The arithmetic Siegel–Weil formula when F/F0 is unramified. Assume that we are

in the situation of §14.2.

Theorem 15.5.1 (Arithmetic Siegel–Weil formula). Assume that F/F0 is unramified at all finite

places and split at all places above 2. Assume that ϕK ∈ S (Vnf ) is inert-admissible (§14.5) and

nonsingular (§12.3) at two places split in F . Then

d̂eg(z, ϕK) = cK · ∂Eis(z, ϕK),
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where cK = (−1)n

vol(K) as in Theorem 13.6.1.

Remark 15.5.2. The assumption that F/F0 is unramified at all finite places implies that F0 6= Q
and hence the Shimura variety ShK is projective and the global integral model MK is proper over

OE . Moreover, this assumption forces that the hermitian space V to be nonsplit at some inert

place, and thus it is necessary to allow almost self-dual level at some inert place (as we did in

(G2)).

Remark 15.5.3. The Schwartz function ϕK satisfying the assumptions in Theorem 15.5.1 exists

for a suitable choice of K since we allow arbitrary Drinfeld levels at split places.

Proof. Since ϕK is nonsingular at two places, by (12.3.0.5) we know that only nonsingular T

contributes non-trivially to the sum (12.4.0.6). For a nonsingular T , by (12.4.0.7) we know that

Diff(T,V) = {v} for v nonsplit in F . By the assumption on F/F0, we know that either T is inert

or v is archimedean. The result then follows from Theorem 14.5.1 and Theorem 15.3.1 depending

on T is inert or v is archimedean. �
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