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1 Introduction

The Hardy-Littlewood asymptotic formula builds on the past few works of work. Waring’s problem was to
prove that every non-negative integer can be expressed as a sum of a bounded number of kth powers. We
can let 7 s(N) denote the number of representations of N as the sum of s positive kth powers. Thus, we

can re-express Waring’s problem as
Tk,s(N) > 0.

for some s and for all sufficiently large N.

At its core, the Hardy-Littlewood asymptotic formula attempts to find an asymptotic formula for 74 (V).
We will see that while there is an explicit formula for & = 1, that there is no easy way to compute (or even
estimate) 74 s(IN) for k > 2. Hardy and Littlewood manage to obtain an asymptotic formula for ry (V) for
all k > 2 and s > so(k). In particular, I will prove the Hardy-Littlewood asymptotic formula for s > 2% + 1.
For N > 2’“, let

P = [N'/¥] (1

and

P
F(a) =Y e(am®), (II)

where (II) represents the generating function for representing N as the sum of kth powers. Building on
what we saw in last week’s talk, we can use the circle method to estimate the following integral to derive
the Hardy-Littlewood asymptotic formula:

res(N) = /0 Fla) e(~Na) da (1)

To find an estimate, we need to do a few steps. First, we have to decompose the interval [0, 1] into two
disjoint sets—-the major arc M and minor arcs m , where M is the set of all real numbers a € [0, 1] that
can be approximated by rational numbers, whereas the m contains the numbers « € [0, 1] that can’t. Then,
we will compute the integral over the major arc using the ”singular integral” J(NN) and the ”singular series”
&(N), and use Weyl’s inequality and Hua’s lemme to compute the integral over the minor arcs.

Intuitive understanding of what we’re doing;:

Imagine we have a certain number N, and we want to see how many ways we can split it into a sum of
other numbers raised to their k-th power. To do so, we use generating functions. Each part of the series
here corresponds to different ways to split up the number N. When we analyze this on the complex plane,
we can imagine ”"walking” in the unit circle. This ”walk” has two parts: "major” parts, where the behavior
is predictable, and "minor” parts, where it’s more erratic. We can then use Cauchy’s theorem to arrive at
an approximation for ry s(N)



2 The Hardy-Littlewood Decomposition

When trying to compute integral (IIT), we realize that it cannot be computed explicitly in terms of elementary
functions. Instead, we will approach it by decomposing the interval into two disjoint sets.

2.1 The Major Arcs
The intuition behind what we seek here is to find the set of all real numbers a € [0, 1] that can be "well-

approximated” by rational numbers, the definition of which will be explained shortly.

Let N > 2F = P = [N'/*] > 2. Now, choose variables v, ¢, a such that:

0< <1
v < =
)

1<qg< P
(a,q) =1

Now let

Mig.0) = {a 0] la -2 < )

and, correspondingly,

M: U UM((],G),

1<q<P? a=0

where M(q,a) is a major arc, and M is the set of all major arcs. We then observe that

M(1,0) = [o, P,}] ,

1
M(171) = |:1 - Pk:—v’1:| 9

and, more generally, when ¢ > 2

a 1 a 1
M(Qa ll) - |:q - Pk—v’ 6 + Pk_U:|

Now, the definition of ”well-approximated” is clear: the major arcs consist of all real numbers « € [0, 1]
that are within distance P"~* to a rational number that has a denominator smaller than P”. We can also
show that the major arcs M(q, a) are all pairwise disjoint. To do so, take o € M(q,a) N M(q',a’), where

oot Z—: = |aq’ — d’q| > 1. Then we have

1 1
2 S7/
P2v = qq
a ad
N
q q
a a’
_a+' - =
q q
2
*Pk—v’

which is clearly impossible whenever P > 2 and k > 2, which concludes the proof.



2.2 The Minor Arcs

Having defined the major arcs M, the work of the minor arcs m is significantly easier. We simply define

m=10,1] - M

2.3 The Measure of the Arcs

We now take a moment to discuss the measures of the minor and major arcs. Since we have shown that the
major arcs are pairwise disjoint, we can simply find the measure of M by summing up the individual major
arcs. We note that the measure of a single major arc M is equivalent to the size of the interval

a 1 a 1
gipk—v’E+Pk—v ’

which is just

2
Pk—v

We can then find the sum of all major arcs. Since each major arc was constructed around a rational
number £, where (a,q) = 1, we can use Euler’s Totient Function ¢(q) to count the number of possible unique
fractions % that form the ”centers” of the major arcs. As such, we can calculate the total measure of M to be

HM) = Y 60) X s = e S M)

1<q<Pv 1<qg<pPv

Then, we can bound (M by noting that ¢(g) is at most ¢, and so we get

M) = o S 0 < ey Y

1<q<pPv 1<q<Ppv

With some simple algebra, we can once again bound this by

2 2 2 PU(PY+1) 2
M) =5 D DS m Y IS m < B3
1<g<Pv 1<g<Pv

We can then define the measure of minor arcs to be

2

M(m)zlfﬂ(/\/l)>1*m

Interestingly, some of you may have noticed that as P tends to infinity, u(M) tends to 0 and, as a
consequence, i(m) tends to 1. This may seem troublesome, as the minor arcs m behaves erratically, but we
will show in the next section that it can be bounded relatively easily such that its contribution is negligible



3 Bounding the Minor Arc

In this section, I will show that the integral over the minor arcs is small.

Theorem 4.1: Let k > 2 and s > 25 + 1. Then there exists 51 > 0 such that
/ F(a)e(—Na)da = O(P*~*=°%1),

where the constant depends only on k and s.

To bound the minor arc, let us first recall Dirichlet’s theorem:

Theorem 4.2 (Dirichlet): Let o and @ be real numbers, Q > 1. Then there exists integers a and q

where
1<¢<Q, (a,q) =1

and

Let us take Q = P*=? = for every o € R, there is a fraction % such that

1<g< P  (a,q)=1

and

Thus, if a € m, then we necessarily have ¢ > P”. Recall this was a condition for being in the minor arc,
you can visit pg. 128 for another in-depth proof that ¢ € (P?, Pk="].

The next step involves Weyl’s inequality and Hua’s lemma, both illustrated here:

Weyl’s inequality Let f(x) = ax® + ... be a polynomial of degree k > 2 with real coefficients, and
suppose that o has the rational approrimation o such that

where ¢ > 1 and (a,q) = 1. Let

Let K =21 and e > 0. Then

K
S(f)y < N ¢ (Nt ¢ '+ N*kq)l/ ,

where the implied constant depends on k and €.




Hua’s lemma For k > 2, let

N
@) = Z e(an®)

n=1
Then .
/ IT()Pdo < N2~ 3+,
0

k. we have

Using Weyl’s inequality with f(z) = ax
F(O{) <<P1+€(P71+q71+P7kq)1/K
< Pl—i—a(P—l —I—P_U +P—kpk—v)1/K
< P1+sfv/k

This allows us to apply Hua’s lemma with T'(«) = F(«)

‘ / (—Na)da

_ ‘ /m F(a)"2F(a)%e(~Na)da
< [ 1P@)I ) o

< max |F(a)|*~ 2/ |F(a)]*de

aem

< <P1+E—U/K> B P2—n+6

s—K—0
= P 1,

where

v(s — 2K)
K
if € > 0 is chosen sufficiently small. This completes the proof.

51 = —(s—2k+1)e>0

This may have seemed very confusing, but the overall logic here is that Dirichlet’s Theorem gives us a way
to measure how close our number « is to rational numbers with small denominators, Weyl’s inequality then
tells us that the sums of those numbers are small, and Hua’s Lemma confirms that the negligible contribution
is true for the entire integral.

4 The Major Arc

Now that we have established the negligible contribution of the minor arcs, we turn to estimate the integral
along the major arcs. It turns out that the integral can be expressed roughly as the product of two compo-
nents: the singular series &(N, Q) and the singular integral J*(N). The full proof is highly technical, so I
will only introduce the important definitions and state the lemmas. If you wish, the full proof is in pages
129-133 in the textbook.

We first introduce some auxiliary functions

and



From this, we will show that if « lies in the major arc M(q, a), then F'(«) is the product of S(g,a)/q and
v(a — a/q) with a small error term.
We know that S(g,a) < ¢. Using Weyl’s inequality again, we have

S(q,a) < ¢'~1/K+e

- S(Qqa a) < q—l/K+a

We now illustrate 2 lemmas that will allow us to complete the proof:

Lemma 4.1: If |3] < 1/2, then

v(B) < min(P, |8|71/*)

Lemma 4.2: Let q and a be integers such that 1 < ¢ < P?, and 0 < a < ¢, and (a,q) = 1. If

a € M(q,a), then
F(a) = (S%@) v <a - Z) +0(P?)

Theorem 4.3 Let

o £, T ()

1<¢g<Qa mod g
(a,9)=1

and

ro)= [ w@et-Na)s

_pv—k

Let M denote the set of major arcs. Then
/ F(a)’e(~Na)da = (N, P)J*(N) + O(Ps~+7%),
M

where 62 = (1 —5v)/k > 0.

Proof of Theorem 4.3 Let a € M(g,a) and f =a — 7.
Let

V=V(a,q,a) = S(qq, @) <v(a — g) — v(a)) = S(q’a)v(ﬂ).

Since |S(q,a)| < g, we have |V| <« kv(8) by Lemma 4.1. Let F = F*(«). Then |F| < P. Since F —v =
O(P??) by Lemma 4.2, it follows that

Fo =V = (F=V)(F ' + F*2V 4. Vo

< PPpTt = pritR
Since (M) < P3=Fk it follows that

/ |F:> _ Vs|d0é < PSU—sz—1+2U _ Ps—k—(SQ,
M

where 6o =1 — 5v > 0.



Therefore,

/M F(a)*e(—Na)da

:/ V(a,q,a)e(—Na)da_|_O(Ps—k752)
M

Z Z / (o, ¢, a)e(—Na)da + O(P*~F02),

1<g<P?a mod q (q,a)
(a,q)=1

For ¢ > 2, we have
/ V(a,q,a)’e(—Na)da
M(q,a)

a/q+P"7F
= / V(a,q,a)’e(—Na)da

a/q+Pv—k

v—k

_ / V(B +a/q,q,0)%e(~N(5 +a/q))dp

— pv—k

P‘U k
- / V(8 + a/a,q,0)e(~NB)e(~Na/q)dp

pPv—k

(S(q )> (—Na/q)/v v(B)*e(~NB)dp

—v

_ (W)Sa—zva/q)ﬁ(m.

q

For ¢ =1 we have V(a,1,0) = v(a) and V (e, 1,1) = v(ae — 1). Therefore,

/ V(a,q,a)se(—Noc)doz—F/ V(a,q,a)’e(—Na)da
M(1,0) M(1,1)

pok 1
:/0 v(a) e(fNoz)daJr/linik v(a —1)°e(—=Na)da

pv k pv k
:/ v(ﬁ)se(—Nﬂ)dﬂ+/ v(B)’e(—NB)dp

0 0
= J*(N).

Therefore,

/MF(a)se(—Na)daz >y (S(q’“)fe( N”’) J*(N)+0 (P=F%).

1<g<Pva mod ¢q q q
(a,9)=1

= G(N, P")J*(N) + O (P*F%).

This completes the proof. While technical, the general idea here is to look at two functions. First, &(N, Q),
where we sum over all ¢ up to @ such that (a,q) = 1, taking a function S(g,a) raised to an exponent s
and multiplying by a complex exponential. Second, J*(NV), an integral over a function v(f3) similar to F'(«),
which can be thought of as smoothing out the discrete jumps in G.



5 Calculating the Major Arc

5.1 The Singular Integral

To estimate the singular integral J*(IV), we will first look at a slightly easier integral J(N) and use it to
explicitly estimate J*(N). We consider

1/2
) = [ w(are(-om)as
—1/2
Theorem 5.1: There exists 03 > 0 such that
J(N) < ps=*

and

J*(N) = J(N) + O(P*~F9)

Proof of Theorem 5.1 By Lemma 4.1,

J(N) < / " min(P, |8|~"/*)*dB
0 b)

1/N 1/2
_ / min(P, |8~ V/*)*dB + / min(P, |5|~V/*)*dg
0 1/N

1/N 1/2
:/ PedB+ Bk
0 1/N
< psk
and
J(N) = J*(N) = / v(B)*e(~NB)dp
PUTFL|BI<1/2

1/2
< / lv(8)°dB

pv—k
1/2

< / B=s/kdp
pPv—k

< P(k—v)s/(k—l)

— Ps—k—53

The motivation for doing so is that J*(IV) is hard to estimate due to the v(8) in it, which is difficult to
evaluate as 8 approaches 0. However, by moving the domain of integration, and noting that v(53) is bounded
by min(P, |8|~/*), we see that v(/3)* is bounded by |3|~*/*. Furthermore, J(N) is easier to estimate because
its domain restrictions avoid singularities and other erratic behavior that J*(N) has.

Now, we can calculate J(N) with one more lemma, the proof of which is available on pages 134-135.

Lemma 5.1 Let o and S be real numbers such that 0 < f < 1 and a > 5. Then

N-—1
-1 _ )l — yat+B-1 F(O‘)F(ﬂ) a—1
D mPTHN —m)eTh = NPT e+ O(NT,

m=1

where the implied constant depends only on (.




Theorem 5.2 If s > 2, then

J(N)=T (1 + 1>S T (f)_l N1 10 (N(s—l)/k—1> .

Proof of Theorem 5.2 Let

1/2

Js(N) = v(B)’e(=Np)dp

—1/2

for s > 1. We shall compute this integral by induction on s. Since

v(B)=>

mY/*=te(Bm).

T =

it follows that

mi=1 mg=1
and so
N N 1/2
TN =k 3 e 3 Gmeem ) [ ey, - N)8)a8
mi=1 mg=1 -1/2

:kj_s Z (ml...ms)l/k_l_

1<maq,..., ms<N
1<m;<N

In particular, for s = 2, we apply Lemma 5.1 with « = = 1/k and obtain

N-1
JQ(N) — k_2 Z ml/k‘—l(N _ m)l/k—l

m=1

_ @meramel

ram oM

_ F(1+1/k)2 2/k—1 1/k—1
—WN/" + O(NYEY,

This proves the result in the case where s = 2. If s > 2 and the theorem holds for s, then

1/2
Jo(N) = / o(8)Hle(~NB)dp

—1/2

1/2
- / o(B)o(B)*e(~NB)dB



m=1
DL+ 1/K)° S L g .
_ - N s/k—1
T(s/k) k" (N —m)
N—-1 1
+0 <mz_:1 %ml/k—l(N m)(s—l)/k—l)

Applying Lemma 5.3 to the main term (with o = s/k and 8 = 1/k) and the error term (with o = (s—1)/k
and 8 = 1/k), we obtain

N-1
Lo 1kt Jk=1 _ (1/k)L(1/k)T (S/k) +1)/k—1 Jk—1
—-m (N —m)?® (s + O(N? )
2k T (s + 1)/k)
and
N-1
%ml/k 1 N m)(s 1)/k—1 O(Ns/k_l).
m=1
This gives

Jora(N) = (1/B)L(/R)T(5/k) DL+ 1/R)* (oimy i o

s/k—1
L((s+1)/k) T(s/k) (N*F7)
_ DA+ /R oy ke o/ho1
TGrm Y +O(NYE7).

This completes the induction. And thus, we have shown how to estimate J(N), and we know that J*(N)
is within a very small error term away from J(N).

5.2 The Singular Series

With the singular integral taken care of, we now turn to the singular series (N, Q). This section is highly

technical, and many of the proofs (of the 7 lemmas, for example) can be found in pages 138-145. First,
though, recall Theorem 4.3, where we introduced the function

> Ax(g)

1< ¢<@Q

- % ()

with

We then define the singular series as



Let’s back up a little bit to check for intuition. The function Ay (q) is a weighted count of solutions to a
congruence equation modulo g. S(g, a) is an exponential sum that counts how the k-th terms are distributed
modulo ¢, i.e. each term in S(g, a) relates to a solution of the congruence ¥ = N (mod ¢). The weighting is
—Na

then given by the exponential function e ( . Our next job, after defining the singular series, is to show
that &(N) can be well-approximated by & (N, P?), and thus bound &(N).

Let

1
0<e< —
c sK

Since we assumed s > 2* +1 = 2K + 1, we have

1
%—1—5521—1—?—55:14—54,

where
1

04 = ' se > 0.
By Weyl’s inequality, recall

S(q3 a) < qfl/k+6

q
which tells us that
1
An(g) < —1 —

qs/k—sa < q1+64’

which tells us that the series Y An(g) converges absolutely and uniformly with respect to N, which
means there is a constant co = ca(k, ) such that

|B(N)| < c2
and moreover that

G(N) —6(N,P") = 3 An(q)
q>Pv

1
< Z q1+64
q>Pv

< PV,
The following lemmas will allow us to build up towards the major proof of this section, where we will
show that &(N) is a positive real number for all N and that there exists a positive constant ¢; = ¢1(k, s)

such that

Cc1 <®(N) < C2

11



Lemma 5.2 Let (¢,7) = 1. Then

S(qr,ar +bq) = S(q,a)S(r,b).

Lemma 5.3 If (¢,r) = 1, then

An(gr) = An(g)An(r),

that is, the function Ay (g) is multiplicative.

Lemma 5.4 Let s > 2F + 1. For every prime p, the series
o0
xn(p) =1+>_ Ax(p")
h=1

converges, and

o My(")
n(p) =l 2565

Lemma 5.5 If s > 2F + 1, then
S(N) = [[xn(@)-
p

Moreover, there exists a constant co depending only on k and s such that
0< @(N) < C2

for all N, and there exists a prime py depending only on k£ and s such that

for all N > 1.

k

Lemma 5.6 Let m be an integer not divisible by p. If the congruence z® = m (mod p?) is solvable,

then the congruence y* = m (mod p”) is solvable for every h > 7.

Lemma 5.7 Let p be prime. If there exist integers a1, ..., as, not all divisible by p, such that
a! +...+ad*=N (modp"),

then
1

xn(p) > W > 0.

Lemma 5.8 If s > 2k for k£ odd or s > 4k for k even, then

xn(p) > p" 79 > 0.

12




And now we are finally ready to prove the theorem!

Theorem 5.6 There exist positive constants ¢; = c¢1(k, s) and ca = ca(k, s) such that
c1 < @(N) < Co.

Moreover, for all sufficiently large integers N |

B(N,PY) = &(N) + O(P~v%).

This result pretty much follows directly from the aforementioned lemmas; the only part not yet proved
is the lower bound for &(N). However, we have seen that there exists a prime py = po(k, s) such that

N | W

%s I xv) <

P>po
for all N > 1. Since
xn(p) = p?7) >0

for all primes p and all N, it follows that

6(N) - [[xn(p) > % I xv( = % [[r"=a>o0.

p<po P<po

which (finally) concludes the proof.

6 Proving the Hardy-Littlewood Formula

We are now finally ready to prove the Hardy-Littlewood Asymptotic Formula:

The Hardy-Littlewood Theorem Let & > 2 and s > 2F + 1. Let r,s(N) denote the number of
representations of N as the sum of s kth powers of positive integers. There exists 6 = d(k,s) > 0 such
that

k k

where the implied constant depends only on k and s, and &(NV) is an arithmetic function such that

rks(N) = &(N)T <1 + 1>S r (f)fl Ni—1l 4 O(N&—179),

1 < B(N) < e

for all N, where ¢; and ¢ are positive constants that depend only on k and s.

13




Proof. Let 6y = min(1, dy, d2, d5,04). By all the past theorems, we have
1
TEs(N) = / F(a)’e(—aN)da
0

_ /M F(a)e(~aN)da + / F(a)*e(—aN)da

m

=6(N,P")J"(N)+ O(ps—k—éz) + O(Ps_k_‘;l)

= (B(N) + O(P™°))(J(N) + O(P*~F7%)) + O(P*~+%)
+ O(PsF0n)

= 6(N)J(N) +O(P*~F%)

(s=1)

=&(N) (1 + 1>Sr (f)_l NE~1 4 O(NFT)

k k
Lo (NEma)

— 6(N)T (1 + i) r (%)71 N4 0 (NE1-0)

where § = 0p/k. This completes the proof.

7 Appendix

7.1 Where does the integral for r; ;(/N) come from?

Recall the original form of the circle method:

ras(N) = ! /|z|—p ﬁj(vzzjdz

T 2mi

for any p in (0, 1).
Vinogradov greatly simplified and improved the circle method. He observed that in order to study
r4,s(IN), it is possible to replace the power series f(z) with the polynomial

pz)= Y =

a<NeA

Then
S N m
plz)* =3 i (m)m,

m=0

where rfﬁg (m) is the number of representations of m as the sum of s elements of A not exceeding N. In

particular, since the elements of A are nonnegative, we have r%?;) (m) =r4s(m) for m < N and r%\;)(m) =0
for m > sN. If we let

2z =e(a) = ¥,

then we obtain the trigonometric polynomial

and

14



From the basic orthogonality relation for the functions e(na),
1 .
1 ifm=
/ e(ma)e(—na)da = 1 e
0 0 ifm#n,

we obtain )
rAys(N):/ F(a)’e(—Na)da.
0

7.2 What is O?

O is commonly referred to as ”Big-O” notation, and is used in asymptotic functions as an error term. Here
are a few more points to ensure everyone understands:

e Upper Bound: When we say f(z) = O(h(z)) as ¢ — oo, we mean that there exists some positive
constant M and some value zg such that for all z > x¢, the absolute value of f(z) is bounded above
by M times the absolute value of h(x), i.e., |f(x)] < M|h(z)]|.

e Informal Interpretation: Informally, you can think of f(x) as not growing faster than h(x) times
some constant factor when z is large.

e Error Term: In asymptotic expansions, O(h(x)) often represents the error term of an approximation,
indicating that the error does not grow faster than some multiple of h(x).

e Not Exact Bounds: It’s important to note that O(h(z)) does not give an exact bound but rather
an order of magnitude. For example, if f(z) = 3z? + O(z), this means that the part of f(x) that is
not 3x2 grows no faster than some constant times x.

7.3 Other notational items

e ¢(z) is simply the exponential function in the complex plane, with

6(1‘) —_ 6271'1‘:1:

e I'(x) is the gamma function, which is defined for all numbers in the complex plane excluding the
non-positive integers. For the positive integers n

L(n)=(n—1),

and for the rest of the complex plane with a positive real part,

I‘(z):/ t*~le~tdt.
0
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