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Let $X$ is a manifold with measure $m ; H$ is an auxiliary Hilbert space. Fock space:

$$
\mathcal{H}=\sum_{k=0}^{\infty} H_{s y m}^{\otimes k}=E X P H
$$

Suppose that $K$ is another Hilbert space; $X$ is manifold with measure $d x$; if

$$
H=L^{2}(X ; K) \equiv L^{2}(X) \bigotimes K \equiv \int_{X}^{\oplus} K_{x} d x ; \quad K_{x} \sim K
$$

then we can write (using multiplicative property of EXP):

$$
\mathcal{H}=\operatorname{EXP}\left\{\int_{X}^{\oplus} K_{x} d x\right\} \equiv \int_{X}^{\otimes} K_{x} d x
$$

BY DEFINITION this is a continuous tensor product of the Hilbert spaces.
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$$
E X P L^{2}(X ; K)=\mathcal{L}^{2}(S(X) ; \nu)
$$

where right side is $L^{2}$ over white noise (gaussian) law $\nu$ (for 1-dimensional case - derivative of the brownian motion). many-particles decomposition, creation and annihilation operators, product-vectors etc.
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Define the cone $\mathcal{K}$ is the cone of all the finite discrete measures on $X$ :

$$
\mathcal{K}(X)=\{\gamma\} ; \gamma=\left\{x_{s}, c_{s}\right\}_{s=1}^{\infty}=\sum_{s} c_{s} \delta_{x_{s}}
$$

here $c_{1} \geq, c_{2}, \geq \ldots \geq 0 ; \quad \sum_{s} c_{s}<\infty ; \quad x_{s} \in X$.
Define a new Hilbert space:

$$
\mathcal{H}=\int_{\gamma \in C(X)} \bigotimes_{s=1}^{\infty} H_{x_{s}, c_{s}} d \mathcal{L}(\gamma)
$$

Here we use only countable tensor product and integration over the space of configurations.
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Let $G$ is group of type $\mathbb{R}^{*}<G_{0}\left(\mathbb{R}^{*}=\mathbb{R}_{+}\right)$
Let also $\pi_{r}, r \in \mathbb{R}^{*}$ is a unitary representation of the group $G_{0}$ in the Hilbert space $K_{r}$.
Suppose that for different $r$ representations $\pi_{r}$ are NOT equivalent but are equivariant: there exist ISOMETRY $T_{r}: K_{r} \rightarrow K_{1}$ such that:
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\pi_{r}(.)=\pi_{1}\left(T_{r .}\right)
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When $r \rightarrow 0$ representation $\pi_{r} \rightarrow I d$ - tends to identity representation.
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$$

with point-wise multiplications.
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STEP 1. Choose trajectory(=configuration)
$\gamma=\sum c_{s} \delta_{x_{s}} ; \quad \sum_{s} c_{s}<\infty \quad c_{1} \geq \cdots \geq 0$ For each $\gamma$ define a Hilbert space which is countable tensor product of $\bigotimes_{s} K_{c_{s}}$ in which we have presentation of $\times_{x_{s}} G_{0}$. Consider the numbers $c_{s}>0$ and define the COUNTABLE tensor product $\otimes_{s} K_{c_{s}}$ Let current $g(x) \in G_{O}, x \in X$
Now we correspond to the configuration $\gamma$ and current $g($.$) the$ operator in the space $\otimes_{s} K_{c_{s}}$ :

$$
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$$
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## Construction of the representation of the current group

STEP 2. The element of the group $\mathbb{R}^{* X} \ni r(x)$ change the charges of

$$
\gamma=\sum c_{s} \delta_{x_{s}} \mapsto \sum r\left(x_{s}\right) c_{s} \delta_{x_{s}}
$$

So tensor products $\bigotimes_{s} K_{c_{s}}$ over configuration $\gamma$ goes to tensor product $\bigotimes_{s} K_{r\left(x_{s}\right) c_{s}}$ over configuration of $\gamma^{r}().($.$) , consequently we$ change operators $\Pi_{\gamma}(g()$.$) of representations \bigotimes_{s} \pi_{c_{s}}$ in the space $\bigotimes_{s} K_{c_{s}}$ onto operators $\Pi_{\gamma^{r}(.)}(g()$.$) . This is possible because of$ equivariance of representations of $\pi_{r}$.

## Integration

## Integration
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## Integration

STEP 3. Now we can integrate over all configurations $\gamma$ over generalize Lebesgue measure $\mathcal{L}$ :

$$
\mathcal{H}=\int_{\gamma \in \mathcal{K}(X)} \bigotimes_{s=1}^{\infty} K_{x_{s}, c_{s}} d \mathcal{L}(\gamma)
$$

IMPORTANT. Measure $\mathcal{L}$ is invariant with respect to multiplication on $r(x)$ iff $\int \ln r(x)=0$.
We obtain the representation $\Pi$ of the group $G^{X}$.
Theorem
The representation $\Pi$ is irreducible.
Доказательство.
The group $\mathbb{R}^{* X}$ has ergodic action on $\mathcal{K}(X)$.
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## Example: $O(n, 1), U(n, 1)$ and parabolic its subgroups.

Maximal parabolic subgroup $P \subset O(n, 1)$ is isomorphic to the group of triples

$$
(r, u, c), \quad \text { where } \quad r \in \mathbb{R}^{*}, \quad u \in O(n-1), \quad c \in \mathbb{R}^{n-1}
$$

with multiplication

$$
\left(r_{1}, u_{1} c_{1}\right)\left(r_{2}, u_{2}, c_{2}\right)=\left(r_{1} r_{2}, u_{1} u_{2}, c_{1}+r c_{2} u\right)
$$

So this group $P$ is semisimple product

$$
P=\mathbb{R}^{*} \curlywedge P_{0}, \quad \text { where } \quad P_{0}=O(n-1) \curlywedge \mathbb{R}^{n-1}
$$

and elements $r \in \mathbb{R}^{*}$ acts on $P_{0}$ as the automorphisms $(u, c) \mapsto(u, c)^{r}=(u, r c)$.

Extension on $O(n, 1), U(n, 1)$

## Extension on $O(n, 1), U(n, 1)$

Theorem
Consider $K_{r}=L^{2}\left(B_{r}\right)$, where $B_{r}$ is Euclidean of the radius $r$ with usual representation $\pi_{r}$ of the motion group $P_{0}=M_{n-1}$. Then the construction above gives the unitary representation of the current group $P^{X}$ of the bounded measurable functions on the manifold $X$ with values in the parabolic group $P$, and this representation naturally extends onto current group $O(n, 1)^{X}$.

## Extension on $O(n, 1), U(n, 1)$

Theorem
Consider $K_{r}=L^{2}\left(B_{r}\right)$, where $B_{r}$ is Euclidean of the radius $r$ with usual representation $\pi_{r}$ of the motion group $P_{0}=M_{n-1}$. Then the construction above gives the unitary representation of the current group $P^{X}$ of the bounded measurable functions on the manifold $X$ with values in the parabolic group $P$, and this representation naturally extends onto current group $O(n, 1)^{X}$. The case of the group $U(n, 1)$ is similar.
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## Non-Fock Factorization and Black Noise.

Difficult Task: To construct factorization without product (=vacuum) vectors (or with rare set of its).
("Extremely Non-Additive conjunction")
Examples for $\mathrm{d}=0, \mathrm{~d}=1$. A.Versik \& B.Tsirel'son (1998), $\mathrm{d}=2$ : S.Smirnov-O.Schramm (2009). (Percolation model)
$d=0$-The simplest (zero-dimensional) example:
A CANTOR set $X=\prod_{1}^{\infty}\{0,1,2\}$ - the set of the infinite path in the triadic tree $\mathbb{T}_{3}$ with one root.
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The Hilbert space is $\mathcal{H}=Ł^{2}(X)$ with a measure $\mu$.

$$
\mathcal{H}=\lim _{\leftarrow}\left\{\left(\mathbb{C}^{2}\right)^{\otimes 3^{n}}, \psi_{n}\right\}
$$

The imbedding

$$
\psi_{n}: H_{n}=\mathbb{C}^{2^{3^{n-1}}} \rightarrow H_{n+1}=\mathbb{C}^{2^{3^{n}}}, n=1, \ldots
$$

is tensor product of one imbedding $(n=1)$

$$
\psi: \mathbb{C}^{2} \rightarrow \mathbb{C}^{8}
$$
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## Formulas

The map $\psi$ is linear map corresponded to map $2->8\left(8=2^{3}\right)$ :
Basis in $\mathbb{C}^{2}-e_{1}, e_{2}$, in $\mathbb{C}^{8}-e^{1} \ldots e^{8}$. Each vertex of cube corresponds to vector of basis:

$$
\begin{aligned}
& e_{1} \sim(0), e_{2} \sim(1) ; e^{1} \sim(0,0,0), e^{2} \sim(1,0,0), e^{3} \sim(0,1, O), e^{4} \sim(0,0,1 \\
& e^{5} \sim(1,1,0), e^{6} \sim(1,0,1), e^{7} \sim(0,1,1), e^{8} \sim(1,1,1) \\
& f\left(e^{1}\right)=f\left(e^{2}\right)=f\left(e^{3}\right)=f\left(e^{4}\right)=e_{1} \quad f\left(e^{5}\right)=f\left(e^{6}\right)=f\left(e^{7}\right)=f\left(e^{8}\right)= \\
& \quad \psi\left(e_{1}\right)=e^{1}+\ldots+e^{4} ; \quad \psi\left(e_{2}\right)=e^{5}+. .+e^{8}
\end{aligned}
$$

## Formulas

The map $\psi$ is linear map corresponded to map $2->8\left(8=2^{3}\right)$ :
Basis in $\mathbb{C}^{2}-e_{1}, e_{2}$, in $\mathbb{C}^{8}-e^{1} \ldots e^{8}$. Each vertex of cube corresponds to vector of basis:

$$
\begin{aligned}
& e_{1} \sim(0), e_{2} \sim(1) ; e^{1} \sim(0,0,0), e^{2} \sim(1,0,0), e^{3} \sim(0,1, O), e^{4} \sim(0,0,1 \\
& e^{5} \sim(1,1,0), e^{6} \sim(1,0,1), e^{7} \sim(0,1,1), e^{8} \sim(1,1,1) \\
& f\left(e^{1}\right)=f\left(e^{2}\right)=f\left(e^{3}\right)=f\left(e^{4}\right)=e_{1} \quad f\left(e^{5}\right)=f\left(e^{6}\right)=f\left(e^{7}\right)=f\left(e^{8}\right)= \\
& \quad \psi\left(e_{1}\right)=e^{1}+\ldots+e^{4} ; \quad \psi\left(e_{2}\right)=e^{5}+. .+e^{8}
\end{aligned}
$$

## Theorem

The factorization of the $L^{2}$ by cylindric sets over space of the pathes of triadic tree has no product vectors besides constant and consequently defines a Non-Fock factorization.
Discussion.
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