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Abstract

We prove Welters’ trisecant conjecture: an indecomposable principally polar-
ized abelian variety X is the Jacobian of a curve if and only if there exists a trisecant
of its Kummer variety K.X/.

1. Introduction

Welters’ remarkable trisecant conjecture formulated first in [27] was moti-
vated by Gunning’s celebrated theorem ([8]) and by another famous conjecture: the
Jacobians of curves are exactly the indecomposable principally polarized abelian
varieties whose theta-functions provide explicit solutions of the so-called KP equa-
tion. The latter was proposed earlier by Novikov and was unsettled at the time
of the Welters’ work. It was proved later by T. Shiota [25] and until recently has
remained the most effective solution of the classical Riemann-Schottky problem.

Let B be an indecomposable symmetric matrix with positive definite imagi-
nary part. It defines an indecomposable principally polarized abelian variety X D
Cg=ƒ, where the lattice ƒ is generated by the basis vectors em 2 Cg and the
column-vectors Bm of B . The Riemann theta-function �.z/D �.zjB/ correspond-
ing to B is given by the formula

(1.1) �.z/D
X
m2Zg

e2�i.z;m/C�i.Bm;m/; .z;m/Dm1z1C � � �Cmgzg :

The Kummer variety K.X/ is an image of the Kummer map

(1.2) K WZ 2X 7�! f‚Œ"1; 0�.Z/ W � � � W‚Œ"2g ; 0�.Z/g 2 CP2
g�1;

where ‚Œ"; 0�.z/D �Œ"; 0�.2zj2B/ are level two theta-functions with half-integer
characteristics ".

A trisecant of the Kummer variety is a projective line which meets K.X/ at
least at three points. Fay’s well-known trisecant formula [7] implies that if B is

Research is supported in part by National Science Foundation under the grant DMS-04-05519.

485



486 IGOR KRICHEVER

a matrix of b-periods of normalized holomorphic differentials on a smooth genus
g algebraic curve � , then a set of three arbitrary distinct points A1; A2; A3 on
� defines a one-parametric family of trisecants parametrized by a fourth point of
the curve A4 ¤ A1; A2; A3. In [8] Gunning proved under certain nondegeneracy
assumptions that the existence of such a family of trisecants characterizes Jacobian
varieties among indecomposable principally polarized abelian varieties.

Gunning’s geometric characterization of the Jacobian locus was extended by
Welters who proved that the Jacobian locus can be characterized by the existence
of a formal one-parametric family of flexes of the Kummer varieties [26], [27]. A
flex of the Kummer variety is a projective line which is tangent to K.X/ at some
point up to order 2. It is a limiting case of trisecants when the three intersection
points come together.

In [1] Arbarello and De Concini showed that the Welters’ characterization is
equivalent to an infinite system of partial differential equations representing the
so-called KP hierarchy, and proved that only a finite number of these equations is
sufficient. In fact, the KP theory and the earlier results of Burchnall, Chaundy and
the author [4], [5], [9], [10] imply that the Jacobian locus is characterized by the
first N D gC 1 equations of the KP hierarchy, only. Novikov’s conjecture that just
the first equation (N D 1!) of the hierarchy is sufficient for the characterization of
the Jacobians is much stronger. It is equivalent to the statement that the Jacobians
are characterized by the existence of length 3 formal jet of flexes.

In [27] Welters formulated the question: if the Kummer-Wirtinger variety
K.X/ has one trisecant, does it follow that X is a Jacobian? In fact, there are
three particular cases of the Welters’ conjecture, which are independent and have
to be considered separately. They correspond to three possible configurations of
the intersection points .a; b; c/ of K.X/ and the trisecant:

(i) all three points coincide .aD b D c/,
(ii) two of them coincide .aD b ¤ c/;
(iii) all three intersection points are distinct .a¤ b ¤ c ¤ a/.
The affirmative answer to the first particular case (i) of the Welters’ question

was obtained in the author’s previous work [16]. (Under various additional assump-
tions in various forms it was proved earlier in [3], [12], [21].) The aim of this paper
is to prove, using the approach proposed in [16], the two remaining cases of the
trisecant conjecture. It seems that the approach is very robust and can be applied to
the variety of Riemann-Schottky-type problems. For example, in [15] it was used
for the characterization of principally polarized Prym varieties of branched covers.

Our first main result is the following statement.

THEOREM 1.1. An indecomposable, principally polarized abelian variety .X;�/
is the Jacobian of a smooth curve of genus g if and only if there exist nonzero
g-dimensional vectors U ¤ A .mod ƒ/; V , such that one of the following equiva-
lent conditions holds:
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(A) The differential-difference equation

(1.3) .@t �T Cu.x; t//  .x; t/D 0; T D e
@x

is satisfied for

(1.4) uD .T � 1/v.x; t/; v D�@t ln �.xU C tV CZ/

and

(1.5)  D
�.AC xU C tV CZ/

�.xU C tV CZ/
expCtE ;

where p;E are constants and Z is arbitrary.
(B) The equations

(1.6)
@V‚Œ"; 0� ..A�U/=2/� e

p‚Œ"; 0� ..ACU/=2/CE‚Œ"; 0� ..A�U/=2/D 0

are satisfied for all " 2 1
2
Z
g
2 . Here and below @V is the constant vector field on Cg

corresponding to the vector V .

(C) The equation
(1.7)
@V Œ�.ZCU/ �.Z �U/� @V �.Z/D Œ�.ZCU/ �.Z �U/� @

2
V V �.Z/ .mod �/

is valid on the theta-divisor ‚D fZ 2X j �.Z/D 0g.

Equation (1.3) is one of the two auxiliary linear problems for the 2D Toda
lattice equation, which can be regarded as a discretization of the KP equation. The
idea to use it for the characterization of Jacobians was motivated by ([16]), and
the author’s earlier work with Zabrodin ([20]), where a connection of the theory
of elliptic solutions of the 2D Toda lattice equations and the theory of the elliptic
Ruijsenaars-Schneider system was established. In fact, Theorem 1.1 in a slightly
different form was proved in ([20]) under the additional assumption that the vector
U spans an elliptic curve in X .

The equivalence of (A) and (B) is a direct corollary of the addition formula
for the theta-function. The statement (B) is the second particular case of the trise-
cant conjecture: the line in CP2

g�1 passing through the points K..A�U/=2/ and
K..ACU/=2/ of the Kummer variety is tangent toK.X/ at the pointK..A�U/=2/.

The “only if” part of (A) follows from the author’s construction of solutions
of the 2D Toda lattice equations [13]. The statement (C) is actually what we use
for the proof of the theorem. It is stronger than (A). The implication (A)! (C)
does not require the explicit theta-functional formula for  . It is enough to require
only that equation (1.3) with u as in (1.4) has local meromorphic in x solutions
which are holomorphic outside the divisor �.UxCV t CZ/D 0.

To put it more precisely, let �.x; t/ be a holomorphic function of x in some
domain D, where it has a simple root �.t/. If �.�.t/˙1; t/¤ 0, then the condition
that equation (1.3) with u D .T � 1/v, where v.x; t// D �@t ln �.x; t/, has a
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meromorphic solution with the only pole in D at � implies

(1.8) R�D P� Œ2v0.t/� v.�C 1; t/� v.�� 1; t/� ;

where “dots” stands for the t-derivatives and v0 is the coefficient of the Laurent
expansion of v.x; t/ at �, i.e.

(1.9) v.x; t/D
P�

x� �
C v0.t/CO..x� �//:

Formally, if we represent � as an infinite product,

(1.10) �.x; t/D c.t/
Y
i

.x� xi .t//;

then equation (1.8) can be written as the infinite system of equations

(1.11) Rxi D
X
j¤i

Pxi Pxj

�
2

.xi � xj /
�

1

.xi � xj C 1/
�

1

.xi � xj � 1/

�
:

If � is a rational, trigonometric or elliptic polynomial, then the system (1.11) co-
incides with the equations of motion for the rational, trigonometrical or elliptic
Ruijsenaars-Schneider systems, respectively. Equation (1.11) is analogues to the
equations derived in [3] and called in [16] the formal Calogero-Moser system.

Simple expansion of � at the points of its divisor Z 2 ‚ W �.Z/ D 0 shows
that for � D �.UxCV t CZ/ equation (1.8) is equivalent to (1.7).

The proof of the theorem goes along the same lines as the proof of Theorem 1.1
in [16]. In order to stress the similarity we almost literally copy some parts of [16].
At the beginning of the next section we derive equations (1.8) and show that they
are sufficient conditions for the local existence of formal wave solutions. The
formal wave solution of equation (1.3) is a solution of the form

(1.12)  .x; t; k/D kxekt

 
1C

1X
sD1

�s.x; t/ k
�s

!
:

The ultimate goal is to show the existence of the wave solutions such that coeffi-
cients of the series (1.12) have the form �s D �s.UxCV t CZ/, where

(1.13) �s.Z/D
�s.Z/

�.Z/
;

and �s.Z/ is a holomorphic function. The functions �s are defined recursively by
differential-difference equations .TU � 1/ �sC1 D @V �s C u�s , where TU D e@U

and @U is a constant vector-field defined by the vector U .
In the case of differential equations the cohomological arguments, that are

due to Lee-Oda-Yukie, can be applied for an attempt to glue local solutions into
the global ones (see details in [2], [25]). These arguments were used in [25] and
revealed that the core of the problem in the proof of Novikov’s conjecture is a priori
nontrivial cohomological obstruction for the global solvability of the corresponding
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equations. The hardest part of the Shiota’s work was the proof that the certain bad
locus †�‚, which controls the obstruction, is empty.1

In the difference case there is no analog of the cohomological arguments and
we use a different approach. Instead of proving the global existence of solutions we,
to some extend, construct them by defining first their residue on the theta-divisor.
It turns out that the residue is regular on ‚ outside the singular locus † which is
the maximal TU -invariant subset of ‚, i.e. †D

T
k2Z T

k
U‚.

As in [16], we do not prove directly that the bad locus is empty. Our first step is
to construct certain wave solutions outside the bad locus. We call them �-periodic
wave solutions. They are defined uniquely up to t -independent TU -invariant factor.
Then we show that for each Z … † the �-periodic wave solution is a common
eigenfunction of a commutative ring AZ of ordinary difference operators. The
coefficients of these operators are independent of ambiguities in the construction
of  . For the generic Z the ring AZ is maximal and the corresponding spectral
curve � is Z-independent. The correspondence j W Z 7�!AZ and the results of
the works [22], [11], where a theory of rank 1 commutative rings of difference
operators was developed, allow us to make the next crucial step and prove the
global existence of the wave function. Namely, on .X n†/ the wave function
can be globally defined as the preimage j � BA under j of the Baker-Akhiezer
function on � and then can be extended on X by usual Hartogs’ arguments. The
global existence of the wave function implies that X contains an orbit of the KP
hierarchy, as an abelian subvariety. The orbit is isomorphic to the generalized
Jacobian J.�/D Pic0.�/ of the spectral curve ([25]). Therefore, the generalized
Jacobian is compact. The compactness of J.�/ implies that the spectral curve is
smooth and the correspondence j extends by linearity and defines the isomorphism
j WX ! J.�/.

In the last section we present the proof of the last “fully discrete” case of the
trisecant conjecture.

THEOREM 1.2. An indecomposable, principally polarized abelian variety .X;�/
is the Jacobian of a smooth curve of genus g if and only if there exist nonzero
g-dimensional vectors U ¤ V ¤ A ¤ U .modƒ/ such that one of the following
equivalent conditions holds:

(A) The difference equation

(1.14)  .m; nC 1/D  .mC 1; n/Cu.m; n/ .m; n/

is satisfied for

(1.15) u.m; n/D
�..mC 1/U C .nC 1/V CZ/ �.mU CnV CZ/

�.mU C .nC 1/V CZ/ �..mC 1/U CnV CZ/

1The author is grateful to Enrico Arbarello for an explanation of these deep ideas and a crucial
role of the singular locus †, which helped him to focus on the heart of the problem.
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and

(1.16)  .m; n/D
�.ACmU CnV CZ/

�.mU CnV CZ/
empCnE ;

where p;E are constants and Z is arbitrary.
(B) The equations

(1.17)

‚Œ"; 0�

�
A�U �V

2

�
C ep‚Œ"; 0�

�
ACU �V

2

�
D eE‚Œ"; 0�

�
ACV �U

2

�
are satisfied for all " 2 1

2
Z
g
2 .

(C) The equation
(1.18)
�.ZCU/ �.Z�V / �.Z�UCV /C�.Z�U/ �.ZCV / �.ZCU�V /D0 .mod �/

is valid on the theta-divisor ‚D fZ 2X j �.Z/D 0g.

Equation (1.14) is one of the two auxiliary linear problems for the so-called bi-
linear discrete Hirota equation (BDHE). The “only if” part of (A) follows from the
author’s work [14]. Under the assumption that the vector U spans an elliptic curve
in X , theorem 1.2 was proved in [17], where the connection of the elliptic solutions
of BDHE and the so-called elliptic nested Bethe ansatz equations was established.

2. �-periodic wave solutions

To begin with, let us show that equations (1.8) are necessary for the existence
of a meromorphic solution of equation (1.3), which is holomorphic outside of the
theta-divisor.

Let �.x; t/ be a holomorphic function of the variable x in some translational
invariant domain DDTD�C, where T W x! xC1. We assume that � is a smooth
function of the parameter t . Suppose that � in D has a simple root �.t/ such that

(2.1) �.�.t/C 1; t/ �.�.t/� 1; t/¤ 0:

LEMMA 2.1. If equation (1.3) with the potential u D .T � 1/v, where v D
�@t ln �.x; t/ has a meromorphic in D solution  .x; t/, with the simple pole at
x D �, and regular at �� 1, then equation (1.8) holds.

Proof. Consider the Laurent expansions of  and v in the neighborhood of
one of �:

v D
P�

x� �
C v0C : : : ;(2.2)

 D
˛

x� �
CˇC : : : :(2.3)

(All coefficients in these expansions are smooth functions of the variable t .) Sub-
stitution of (2.2),(2.3) in (1.3) gives an infinite system of equations. We use only
the following three of them.
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The vanishing of the residue at � of the left-hand side of (1.3) implies

(2.4) P̨ D P�ˇC˛.v0� v.�C 1; t//:

The vanishing of the residue and the constant terms of the Laurent expansion of
(1.3) at �� 1 are equivalent to the equations

˛ D P� .�� 1; t/ ;(2.5)

@t .�� 1; t/D ˇC Œv.�� 1; t/� v0� .�� 1; t/ :(2.6)

Taking the t -derivative of (2.5) and using equations (2.4), (2.6) we get (1.8).
Let us show that equations (1.8) are sufficient for the existence of local mero-

morphic wave solutions which are holomorphic outside of the zeros of � . In the
difference case a notion of local solutions needs some clarification.

In the lemma below we assume that a translational invariant domain D is a
disconnected union of small discs, i.e.

(2.7) DD[i2Z T
iD0; D0 D fx 2 C j x� x0j< 1=2g:

LEMMA 2.2. Suppose that �.x; t/ is holomorphic in a domain D of the form
(2.7) where it has simple zeros, for which condition (2.1) and equation (1.8) hold.
Then there exist meromorphic wave solutions of equation (1.3) that have simple
poles at zeros of � and are holomorphic everywhere else.

Proof. Substitution of (1.12) into (1.3) gives a recurrent system of equations

(2.8) .T � 1/�sC1 D P�sCu�s:

Under the assumption that D is a disconnected union of small disks, �sC1 can be
defined as an arbitrary meromorphic function in D0 and then extended on D with
the help of (2.8). If � is a zero of � , then in this way we get a meromorphic function
�sC1, which a priori has poles at the points �k D �� k for all nonnegative k. Our
goal is to prove by induction that in fact (2.8) has meromorphic solutions with
simple poles only at the zeros of � .

Suppose that �s has a simple pole at x D �

(2.9) �s D
rs

x� �
C rs0C rs1.x� �/C � � � :

The condition that �sC1 has no pole at �� 1 is equivalent to the equation

(2.10) Rs D P��s.�� 1; t/;

where by definition

(2.11) Rs D rs.v.�C 1; t/� v0/C P�rs0� Prs :

Equation (2.10) with Rs given by (2.11) is our induction assumption. We need to
show that the next equation holds also. From (2.8) it follows that

rsC1 D P��s.�� 1; t/ ;(2.12)

�sC1.�� 1; t/� rsC1;0 D�P�s.�� 1; t/.v.�� 1; t/� v0/�s.�� 1; t/ :(2.13)
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These equations imply

(2.14) RsC1D P��sC1.��1; t/�. R�C P�.v.�C1; t/Cv.��1; t/�2v0//�s.��1; t/

and the lemma is proved.
If �0sC1 is a particular solution of (2.8), then the general solution is of the form

�sC1.x; t/D csC1.x; t/C �
0
sC1.x; t/ where csC1.x; t/ is a T -invariant function of

the variable x, and an arbitrary function of the variable t . Our next goal is to fix a
translation-invariant normalization of �s .

Let us show that in the periodic case v.x C N; t/ D v.x; t/ D �@t�.x; t/,
N 2 Z, the periodicity condition for �sC1.x C N; t/ D �sC1.x; t/ uniquely de-
fines t -dependence of the functions cs.x; t/ (compare with the normalization of
the Bloch solutions of differential equations used in [19]). Assume that �s�1 is
known and satisfies the condition that there exists a periodic solution �0s of the
corresponding equation. Let ��sC1 be a solution of (2.8) for �0s . Then the function
�0sC1 D ��sC1 C x@tcs C csv is a solution of (2.8) for �s D �0s C cs . A choice
of T -invariant function cs.x; t/ does not affect the periodicity property of �s , but
it does affect the periodicity in x of the function �0sC1.x; t/. In order to make
�0sC1.x; t/ periodic, the function cs.x; t/ should satisfy the linear differential equa-
tion

(2.15) N@tcs.x; t/C �
�
sC1.xCN; t/� �

�
sC1.x; t/D 0:

That defines cs.x; t/ uniquely up to a t-independent T -invariant function of the
variable x.

In the general case, when U is not a point of finite order in X , the solution of
the normalization problem for the coefficients of the wave solutions requires the
global existence of these coefficients along certain affine subspaces.

Let YU be the Zariski closure of the group fUk j k 2 Zg in X . As an abelian
subvariety, it is generated by its irreducible component Y 0U , containing 0, and by
the point U0 of finite order in X , such that U �U0 2 Y 0U ; NU0D �0 2ƒ. Shifting
Z if needed, we may assume, without loss of generality, that 0 is not in the singular
locus TU†D†�‚. Then YU \†D∅, because any TU -invariant set is Zariski
dense in YU . Note that for sufficiently small t the affine subvariety YU CV t does
not intersect †, as well.

Consider the restriction of the theta-function onto the subspace CCV t � Cg :

(2.16) �.z; t/D �.zCV t/; z 2 C:

Here and below C is a union of affine subspaces, CD[r2Z.C
d C rU0/, where Cd

is a linear subspace that is the irreducible component of ��1.Y 0U /, and � W Cg !
X D Cg=ƒ is the universal cover of X .

The restriction of equation (1.7) onto YU gives the equation
(2.17)
@t .�.zCU; t/ �.z�U; t// @t�.z; t/D �.zCU; t/ �.z�U; t/ @

2
tt�.z; t/ .mod �/;
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which is valid on the divisor Tt D fz 2 C j �.z; t/D 0g. For fixed t , the function
u.z; t/ has simple poles on the divisors Tt and TtU D Tt �U .

LEMMA 2.3. Let equation (2.17) for �.z; t/ holds and let �1; : : : ; �d be a set
of linear independent vectors of the sublattice ƒ0U D ƒ \ Cd � Cg . Then for
sufficiently small t , equation (1.3) with the potential u.Ux C z; t/, restricted to
x D n 2 Z; has a unique, up to a z-independent factor, wave solution of the form
 D kxekt�.UxC z; t; k/ such that:

(i) the coefficients �s.z; t/ of the formal series

(2.18) �.z; t; k/D ebt

 
1C

1X
sD1

�s.z; t/ k
�s

!
are meromorphic functions of the variable z 2 Cd with a simple pole at the divi-
sor Tt ,

(2.19) �s.z; t/D
�s.z; t/

�.z; t/
:

(ii) �.z; t; k/ is quasi-periodic with respect to the lattice ƒU

(2.20) �.zC�; t; k/D �.z; t; k/ B �.k/; � 2ƒU

and is periodic with respect to the vectors �0; �1; : : : ; �d ; i.e.,

(2.21) B �i .k/D 1; i D 0; : : : ; d:

Proof. The functions �s.z/ are defined recursively by the equations

(2.22) �U �sC1 D P�sC .uC b/ �s:

Here and below �U stands for the difference derivative e@U � 1. The quasi-
periodicity conditions (2.20) for � are equivalent to the equations

(2.23) �s.zC�; t/� �s.z; t/D

sX
iD1

B �
i �s�i .z; t/ ; �0 D 1:

A particular solution of the first equation �U �1 D uC b is given by the formula

(2.24) �01 D�@V ln � C l1.z/ b;

where l1.z/ is a linear form on C such that l1.U /D 1. It satisfies the monodromy
relations (2.23) with

(2.25) B�1 D l1.�/ b� @V ln �.zC�/C @V ln �.z/ :

If U0¤ 0, then the space of linear forms on C is .dC1/-dimensional. Therefore, the
equation l1.U /D 1 and .dC1/ normalization conditions B�i

1 D 1; i D 0; 1; : : : ; d;

define uniquely the constant b, the form l1, and then the constants B�1 for all
�2ƒU . Note that if U0D 0, then the space of linear forms on Cd is d -dimensional,
but the normalization condition B�0

1 becomes trivial.
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Let us assume that the coefficient �s�1 of the series (2.18) is known, and that
there exists a solution �0s of the next equation, which is holomorphic outside of the
divisor Tt , and which satisfies the quasi-periodicity conditions (2.23). We assume
also that �0s is unique up to the transformation �s D �0s C cs.t/, where cs.t/ is a
time-dependent constant. As it was shown above, the induction assumption holds
for s D 1.

Let us define a function �0sC1.z/ on Tt with the help of the formula

(2.26) �0sC1 D�@t�s.z; t/� b�s.z; t/C
@t�.zCU; t/

�.zCU; t/
�s.z; t/; z 2 Tt ;

where �sD �.UxCV tCz/�s . Note that the restriction of �s on Tt does not depend
on cs.t/. Simple expansion of � and �s at the generic point of Tt shows that the
residue in U -line of the right-hand side of (2.26) is equal to RsC1, where Rs is
defined by (2.11). The induction assumption (2.10) of Lemma 2.2 is equivalent to
the statement: if �s is a solution of equation (2.22) for s� 1, then the function �0sC1,
given by (2.26) is equal to

(2.27) �0sC1 D�@t�.z; t/
�s.z�U; t/

�.z�U; t/
; z 2 Tt :

Let us show that �0sC1 is holomorphic on Tt . Equations (2.26) and (2.27) imply
that �0sC1 is regular on Tt n†�, where †� D Tt \TtU \Tt

�U . Let z0 be a point
of †�. By the assumption, YU does not intersect †. Hence, Tt , for sufficiently
small t , does not intersect †, as well. Therefore, there exists an integer k > 0 such
that zk D z0 � kU is in Tt , and �.zkC1; t / ¤ 0. Then, from equation (2.27) it
follows that �0sC1 is regular at the point z D zk . Using equation (2.26) for z D zk ,
we get that @t�.zk�1; t /�s.zk; t / D 0. The last equality and the equation (2.27)
for z D zk�1 imply that �0sC1 is regular at the point zk�1. Regularity of �0sC1 at
zk�1 and equation (2.26) for z D zk�1 imply @t�.zk�2; t /�s.zk�1; t /D 0. Then
equation (2.27) for z D zk�2 implies that �0sC1 is regular at the point zk�2. By
continuing these steps we get finally that �0sC1 is regular at zD z0. Therefore, �0sC1
is regular on Tt .

Recall that an analytic function on an analytic divisor in Cd has a holomorphic
extension onto Cd ([24]). The space C is a union of affine subspaces. Therefore,
there exists a holomorphic function ��.z; t/; z 2 C; such that ��sC1jTt D �0sC1.
Consider the function ��sC1 D �

�
sC1=� . It is holomorphic outside of the divisor Tt .

From (2.23) it follows that it satisfies the relations

(2.28) ��sC1.zC�/��
�
sC1.z/D f

�
sC1.z/C

sX
iD1

B �
i �sC1�i .z; t/ ;

where f �sC1.z/ is a holomorphic function of z 2 C. It satisfies the twisted homo-
morphism relations

(2.29) f
�C�
sC1 .z/D f

�
sC1.zC�/Cf

�
sC1.z/;
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i.e., it defines an element of the first cohomology group of ƒU with coefficients
in the sheaf of holomorphic functions, f 2H 1

gr.ƒU ;H
0.C;O//. The same argu-

ments, as that used in the proof of the part (b) of the Lemma 12 in [25], show that
there exists a holomorphic function hsC1.z/ such that

(2.30) f �sC1.z/D hsC1.zC�/� hsC1.z/C
QB�sC1;

where QB�sC1 is a constant. Hence, the function �sC1 D ��sC1Ch has the following
monodromy properties

(2.31) �sC1.zC�/��sC1.z/D QB
�
sC1C

sX
iD1

B �
i �sC1�i .z; t/:

Let us try to find a solution of (2.22) in the form �0sC1 D �sC1C �sC1. That gives
us the equation

(2.32) �U �sC1 D gs;

where

(2.33) gs D��U �sC1C P�
0
s C .uC b/�

0
s C @tcsC .uC b/cs:

From (2.23), (2.31) it follows that gs is periodic with respect to the lattice ƒU , i.e.,
it is a function on YU . Equation (2.28) and the statement of Lemma 2.2 implies that
it is a holomorphic function. Therefore, gs is constant on each of the irreducible
components of C:

(2.34) g s.z0C rU0/D g
.r/
s ; z0 2 Cd � C:

Hence, the general solution of equation (2.32), such that the corresponding solution
�sC1 of (2.22) satisfies the quasi-periodicity conditions, is given by the formula

(2.35) �sC1.z0C rU0/D lsC1.z0/C

r�1X
iD0

.g.i/s � as/C csC1;

where lsC1.z0/ is a linear form on Cd ; the constant as equals as D lsC1.U �U0/.
The normalization condition (2.21) for B�i

sC1 D 1; i D 0; : : : ; d defines uniquely
lsC1 and @tcs , i.e. the time-dependence of cs.t/. The induction step is completed
and thus the lemma is proven.

Note that a simple shift z ! z CZ, where Z … †; gives �-periodic wave
solutions with meromorphic coefficients along the affine subspaces ZCC. These
wave solutions are related to each other by constant factors. Therefore choosing,
in the neighborhood of any Z …†; a hyperplane orthogonal to the vector U and
fixing initial data on this hyperplane at t D 0; we define the corresponding series
�.zCZ; t; k/ as a local meromorphic function of Z and the global meromorphic
function of z 2 C.
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3. Commuting difference operators

In this section we show that �-periodic wave solutions of equation (1.3), con-
structed in the previous section, are common eigenfunctions of rings of commuting
difference operators.

LEMMA 3.1. Let the assumptions of Theorem 1.1 hold. Then, there is a unique
pseudo-difference operator

(3.1) L.Z/D T C

1X
sD0

ws.Z/T
�s

such that

(3.2) L.UxCV t CZ/ D k  ;

where  D kxekt�.Ux C Z; t; k/ is a �-periodic wave solution of (1.3). The
coefficients ws.Z/ of L are meromorphic functions on the abelian variety X with
poles along the divisors T �iU ‚D‚� iU; i � s.

Proof. The construction of L is standard for the theory of 2D Toda lattice
equations. First we define L as a pseudo-difference operator with coefficients
ws.Z; t/, which are functions of Z and t .

Let  be a �-periodic wave solution. The substitution of (2.18) in (3.2) gives
a system of equations that recursively define ws.Z; t/, as difference polynomials
in the coefficients of  . The coefficients of  are local meromorphic functions of
Z, but the coefficients of L are well-defined global meromorphic functions of on
Cg n†, because different �-periodic wave solutions are related to each other by a
factor, which does not affect L. The singular locus is of codimension � 2. Then
Hartogs’ holomorphic extension theorem implies that ws.Z; t/ can be extended to
a global meromorphic function on Cg .

The translational invariance of u implies the translational invariance of L.
Indeed, for any constant s the series �.VsCZ; t � s; k/ and �.Z; t; k/ correspond
to �-periodic solutions of the same equation. Therefore, they coincide up to a TU -
invariant factor. This factor does not affect L. Hence, ws.Z; t/D ws.V t CZ/.

For any �0 2ƒ, the �-periodic wave functions corresponding to Z and ZC�0

are also related to each other by a TU -invariant factor. Hence, ws are periodic with
respect to ƒ, and therefore, are meromorphic functions on the abelian variety X .
The lemma is proved.

Consider now the strictly positive difference parts of the operators Lm. Let
Lm
C

be the difference operator such that Lm� DLm�Lm
C
DFmCF

1
mT
�1CO.T �2/.

By definition the leading coefficient Fm of Lm� is the residue of Lm:

(3.3) Fm D resT Lm; F 1m D resT Lm T:

From the construction of L it follows that Œ@t �T Cu;Ln�D 0. Hence,

(3.4) Œ@t �T Cu;L
m
C�D�Œ@t �T Cu;L

m
� �D .�UFm/ T:
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Indeed, the left-hand side of (3.4) shows that the right-hand side is a difference
operator with nonvanishing coefficients only at the positive powers of T . The
intermediate equality shows that this operator is at most of order 1. Therefore, it
has the form fmT . The coefficient fm is easy expressed in terms of the leading
coefficient Lm� . Note that the vanishing of the coefficient at T 0 implies the equation

(3.5) @V Fm D�U F
1
m;

which we will use later.
The functions Fm.Z/ are difference polynomials in the coefficients ws of L.

Hence, Fm.Z/ are meromorphic functions on X . Next statement is crucial for the
proof of the existence of commuting differential operators associated with u.

LEMMA 3.2. The abelian functions Fm have at most simple poles on the divi-
sors ‚ and ‚U .

Proof. We need a few more standard constructions from 2D Toda theory. If  
is as in Lemma 3.1, then there exists a unique pseudo-difference operator ˆ such
that

(3.6)  Dˆkxekt ; ˆD 1C

1X
sD1

's.UxCZ; t/T
�s:

The coefficients of ˆ are universal difference polynomials in �s . Therefore,
's.zCZ; t/ is a global meromorphic function of z 2 C and a local meromorphic
function of Z …†. Note that LDˆTˆ�1.

Consider the dual wave function defined by the left action of the operator ˆ�1:
 C D

�
k�xe�kt

�
ˆ�1. Recall that the left action of a pseudo-difference operator

is the formal adjoint action under which the left action of T on a function f is
.f T /D T �1f . If  is a formal wave solution of (1.3), then  C is a solution of
the adjoint equation

(3.7) .�@t �T
�1
Cu/ C D 0:

The same arguments, as before, prove that if equations (1.8) for poles of v hold
then �Cs have simple poles at the poles of T v. Therefore, if  is as in Lemma 2.3,
then the dual wave solution is of the form  C D k�xekt�C.UxCZ; t; k/, where
the coefficients �Cs .zCZ; t/ of the formal series

(3.8) �C.zCZ; t; k/D e�bt

 
1C

1X
sD1

�Cs .zCZ; t/ k
�s

!
are �-periodic meromorphic functions of the variable z 2 C with the simple pole
at the divisor T �1U Tt .

The ambiguity in the definition of  does not affect the product

(3.9)  C D
�
k�xe�ktˆ�1

� �
ˆkxekt

�
:
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Therefore, although each factor is only a local meromorphic function on Cg n†,
the coefficients Js of the product

(3.10)  C D �C.Z; t; k/ �.Z; t; k/D 1C

1X
sD1

Js.Z; t/ k
�s

are global meromorphic functions of Z. Moreover, the translational invariance of
u implies that they have the form Js.Z; t/D Js.ZCV t/. The factors in the left-
hand side of (3.10) have the simple poles on‚�V t and‚�U �V t . Hence, Js.Z/
is a meromorphic function on X with the simple poles at ‚ and T �1U ‚D‚U .

From the definition of L it follows that

(3.11) resk
�
 C.Ln /

�
k�1dk D resk

�
 Ckn 

�
k�1dk D Jn:

On the other hand, using the identity

(3.12) resk
�
k�xD1

� �
D2k

x
�
k�1dk D resT .D2D1/ ;

we get
(3.13)

resk. 
CLn /k�1dk D resk

�
k�xˆ�1

� �
Lnˆkx

�
k�1dk D resTLn D Fn:

Therefore, Fn D Jn and the lemma is proved.
Let yF be a linear space generated by fFm; mD 1; : : :g. It is a subspace of the

2g -dimensional space of the abelian functions that have at most simple poles at ‚
and ‚U . Therefore, for all but Og D dim yF positive integers n, there exist constants
ci;n such that

(3.14) Fn.Z/C

n�1X
iD1

ci;nFi .Z/D 0:

Let I denote the subset of integers n for which there are no such constants. We
call this subset the gap sequence.

LEMMA 3.3. Let L be the pseudo-difference operator corresponding to a
�-periodic wave function  constructed above. Then, for the difference operators

(3.15) Ln D LnCC

n�1X
iD1

ci;nLn�iC D 0; n … I;

the equations

(3.16) Ln  D an.k/ ; an.k/D k
n
C

1X
sD1

as;nk
n�s;

where as;n are constants, hold.

Proof. First note that from (3.4) it follows that

(3.17) Œ@t �T Cu;Ln�D 0:
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Hence, if  is a �-periodic wave solution of (1.3) corresponding to Z …†, then
Ln is also a �-periodic solution of the same equation. That implies the equation
Ln D an.Z; k/ , where a is TU -invariant. The ambiguity in the definition of
 does not affect an. Therefore, the coefficients of an are well-defined global
meromorphic functions on Cg n†. The @U - invariance of an implies that an, as a
function of Z, is holomorphic outside of the locus. Hence it has an extension to a
holomorphic function on Cg . It is periodic with respect to the lattice ƒ. Hence an
is Z-independent. Note that as;n D cs;n; s � n. The lemma is proved.

The operator Lm restricted to the points x D n can be regarded as a Z-para-
metric family of ordinary difference operators LZm, whose coefficients have the
form

(3.18) LZm D T
m
C

m�1X
iD1

ui;m.UnCZ/T
m�i ; m … I:

COROLLARY 3.1. The operators LZm commute with each other,

(3.19) ŒLZn ; L
Z
m�D 0; Z …†:

From (3.16) it follows that ŒLZn ; L
Z
m� D 0. The commutator is an ordinary

difference operator. Hence, the last equation implies (3.19).

4. The spectral curve

A theory of commuting difference operators containing a pair of operators
of co-prime orders was developed in ([11], [22]). It is analogous to the theory
of rank 1 commuting differential operators ([4], [5], [9], [10], [22]). (Relatively
recently this theory was generalized to the case of commuting difference operators
of arbitrary rank in [18].)

LEMMA 4.1. Let AZ ; Z …†; be a commutative ring of ordinary difference
operators spanned by the operators LZn . Then there is an irreducible algebraic
curve � of arithmetic genus Og D dim yF, such that for a generic Z the ring AZ

is isomorphic to the ring A.�; PC; P�/ of the meromorphic functions on � with
the only pole at a smooth point PC, vanishing at another smooth point P�. The
correspondence Z ! AZ defines a holomorphic map of X n† to the space of
torsion-free rank 1 sheaves F on �

(4.1) j WXn† 7�! Pic.�/:

Proof. As shown in ([22], [11]) there is a natural correspondence

(4.2) A ! f�;P˙;Fg

between commutative rings A of ordinary linear difference operators containing a
pair of monic operators of co-prime orders, and sets of algebraic-geometrical data
f�;P˙; Œk

�1�1;Fg, where � is an algebraic curve with a fixed first jet Œk�1�1 of
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a local coordinate k�1 in the neighborhood of a smooth point PC 2 � and F is a
torsion-free rank 1 sheaf on � such that

(4.3) h0.�;F.nPC�nP�//D h
1.�;F.nPC�nP�/D 0:

The correspondence becomes one-to-one if the rings A are considered modulo
conjugation A0 D g.x/Ag�1.x/.

The construction of the correspondence (4.2) depends on a choice of initial
point x0 D 0. The spectral curve and the sheaf F are defined by the evaluations of
the coefficients of generators of A at a finite number of points of the form x0Cn.
In fact, the spectral curve is independent on the choice of x0, but the sheaf does
depend on it, i.e. FD Fx0

.
Using the shift of the initial point it is easy to show that the correspondence

(4.2) extends to the commutative rings of operators whose coefficients are mero-
morphic functions of x. The rings of operators having poles at x D 0 correspond
to sheaves for which the condition (4.3) for nD 0 is violated.

The algebraic curve � is called the spectral curve of A. The ring A is isomor-
phic to the ring A.�; PC; P�/ of meromorphic functions on � with the only pole
at the puncture PC and which vanish at P�. The isomorphism is defined by the
equation

(4.4) La 0 D a 0; La 2A; a 2 A.�; PC; P�/:

Here  0 is a common eigenfunction of the commuting operators. At x D 0 it is a
section of the sheaf F˝O.PC/.

Let �Z be the spectral curve corresponding to AZ . It is well-defined for all
Z … †. The eigenvalues an.k/ of the operators LZn defined in (3.16) coincide
with the Laurent expansions at PC of the meromorphic functions an 2A.�Z ; P˙/.
They are Z-independent. Hence, the spectral curve is Z-independent, as well,
� D �Z . The first statement of the lemma is thus proven.

The construction of the correspondence (4.2) implies that if the coefficients of
operators A holomorphically depend on parameters then the algebraic-geometrical
spectral data are also holomorphic functions of the parameters. Hence j is holo-
morphic away of ‚. Then using the shift of the initial point and the fact, that Fx0

holomorphically depends on x0, we get that j holomorphically extends on ‚ n†,
as well. The lemma is proved.

Remark. Recall, that a commutative ring A of linear ordinary difference op-
erators is called maximal if it is not contained in any bigger commutative ring. As
in the differential case (see details in [16]), it is easy to show that for the generic
Z the ring AZ is maximal.

Our next goal is to finally prove the global existence of the wave function.

LEMMA 4.2. Let the assumptions of the Theorem 1.1 hold. Then there exists
a common eigenfunction of the operators LZn of the form  D ekx�.UxCZ; k/
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such that the coefficients of the formal series

(4.5) �.Z; k/D 1C

1X
sD1

�s.Z/ k
�s

are global meromorphic functions with a simple pole at ‚.

Proof. It is instructive to consider first the case when the spectral curve �
of the rings AZ is smooth. Then, as shown in ([11]), the corresponding common
eigenfunction of the commuting differential operators (the Baker-Akhiezer func-
tion), normalized by the condition  0jxD0 D 1, is of the form

(4.6) y 0 D
O�. yA.P /C yUxC yZ/ O�. yZ/

O�. yUxC yZ/ O�. yA.P /C yZ/
ex�.P/:

Here O�. yZ/ is the Riemann theta-function constructed with the help of the matrix
of b-periods of normalized holomorphic differentials on �; yA W � ! J.�/ is the
Abel map; � is the abelian integral corresponding to the third kind meromorphic
differential d� with the residues ˙1 at the punctures P˙ and 2�i yU is the vector
of its b-periods.

Remark. Let us emphasize that the formula (4.6) is not the result of a solution
of some difference equations. It is a direct corollary of analytic properties of the
Baker-Akhiezer function y 0.x; P / on the spectral curve:

(i) y 0 is a meromorphic function on the universal cover zG of f� nP˙g with the
monodromy around P˙ equals e˙2�ix; the pole divisor of y 0 is of degree Qg and is
x-independent. It is nonspecial, if the operators are regular at the normalization
point x D 0;

(ii) in the neighborhood of P0 the function y 0 has the form (1.12) (with t D 0).

From the Riemann-Rokh theorem it follows that, if y 0 exists, then it is unique.
It is easy to check that the function y 0 given by (4.6) has all the desired properties.

The last factors in the numerator and the denominator of (4.6) are x-independent.
Therefore, the function

(4.7) y BA D
O�. yA.P /C yUxC yZ/

O�. yUxC yZ/
ex�.P/

is also a common eigenfunction of the commuting operators.
In the neighborhood of PC the function y BA has the form

(4.8) y BA D k
x

 
1C

1X
sD1

�s. yZC yUx/

O�. yUxC yZ/
k�s

!
; k D e�;

where �s. yZ/ are global holomorphic functions.
According to Lemma 4.1, we have a holomorphic map yZ D j.Z/ of X n†

into J.�/. Consider the formal series  D j � y BA. It is globally well-defined out
of †. If Z …‚, then j.Z/ … y‚ (which is the divisor on which the condition (4.3)
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is violated). Hence, the coefficients of  are regular out of ‚. The singular locus
is at least of codimension 2. Hence, using once again Hartogs’ arguments we can
extend  on X .

If the spectral curve is singular, we can proceed along the same lines using
a proper generalization of (4.7). Note that in ([16]) we used the generalization
of (4.7) given by the theory of Sato �-function ([23]). In fact, the general theory
of the tau-function is not needed for our purposes. It is enough to consider only
algebro-geometric points of the Sato Grassmanian.

Let p W yG 7�! � be the normalization map, i.e. a regular map of a smooth
genus Qg algebraic curve yG to the spectral curve � which is one-to-one outside
the preimages Oqk of singular points � . The normalized common eigenfunction y 0
of commuting operators can be regarded as a multi-valued meromorphic function
on yG nP˙ with the monodromy e˙2�ix around the punctures P˙. The divisor
D D

P
s s of the poles of y 0 is of degree QgC d � Og, where Og is the arithmetic

genus of � . The expansions of y at the points Oqk are in some linear subspace
of codimension d in the space

L
k O Oqk

. If we fix local coordinates zk in the
neighborhoods of Oqk , then the latter condition can be written as a system of n
linear constraints

(4.9)
X
k;j

cik;s@
s
zk
y 0jqk

D 0; i D 1; : : : ; d:

The constants Oci
k;j

are defined up to the transformations Oci
k;s
!
P
i g
i 0

i Oc
i
k;s

, where

gi
0

i is a nondegenerate matrix.
The analytical properties of the function y 0 imply that it can be represented

in the form

(4.10) y 0 D

dX
iD0

ri .x;D/
O�. yA.P /C yUxC yZi /

O�. yA.P /C yZi /
ex�.P/:

Here Zi D Z� � yA. QgCi /, where Z� D R�
P Qg�1
sD1
yA.s/ and R is the vector of

the Riemann constants.
The coefficients ri in (4.10) are defined by the linear equations (4.9) and the

normalization of the leading term in the expansion (1.12) of y 0 at PC. Keeping
track of the x-dependent terms one can write the eigenfunction of the commuting
operators in the form

(4.11) y BA D

nX
iD0

Ri O�. yA.P /C yUxC yZi /;

where the coefficients Ri depend on x, but are P -independent. The equations (4.9)
imply

(4.12)
nX

jD0

Mi;jRj D 0;
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where the entries of the .d � .d C 1//-dimensional matrix Mij are equal to

(4.13) Mij D

X
k;s

C i
k;s@

s
zk

O�. yA.P.zk//C yUxC yZj /jzkD0:

The coefficients C j
k;s

in (4.13) can be expressed in terms of D and the coefficients
ci
k;s

in (4.9). They and the divisor D can be regarded as parameters defining the
sheaf F in (4.2).

Let us define a function �.x; P IF/ as the determinant of the .dC1/�.dC1/-
dimensional matrix

(4.14) �.x; P IF/D det

0BB@
O�. yA.P /C yUxC yZ0/ � � � O�. yA.P /C yUxC yZd /

M1;0 � � � M1;d

� � �

Mn;0 � � � Md;d

1CCA :
Then, the common eigenfunction of the commuting operators can be represented
in the form

(4.15) y BA D
�.x; P IF/

�.x; PCIF/
ex�.P/:

The rest of the arguments proving the lemma are the same, as in the smooth case.

LEMMA 4.3. There exist g-dimensional vectors Vm D fVm;kg and constants
vm such that the abelian functions Fm D resTLm are equal to

(4.16) Fm.Z/D vmC�U
�
@Vm

ln �.Z/
�
;

where @Vm
D
Pg

kD1
Vm;k@zk

.

Proof. The proof is identical to that of Lemma 3.6 in [16]. Recall that the
functions Fn are abelian functions with simple poles at the divisors ‚ and ‚U . In
order to prove the statement of the lemma it is enough to show that Fn D�UQn,
where Qn is a meromorphic function with a pole along ‚. Indeed, if Qn exists,
then, for any vector � in the period lattice, we have Qn.ZC�/DQn.Z/C cn;�.
There is no abelian function with a simple pole on ‚. Hence, there exists a constant
qn and two g-dimensional vectors ln; Vn, such thatQnD qnC.ln; Z/C.Vn; h.Z//,
where h.Z/ is a vector with the coordinates @zi

ln � . Therefore, Fn D .ln; U /C
.Vn; �U /h.

Let  .x;Z; k/ be the formal Baker-Akhiezer function defined in the previous
lemma. Then the coefficients 's.Z/ of the corresponding wave operator ˆ are
global meromorphic functions with poles on ‚.

The left and right action of pseudo-difference operators are formally adjoint,
i.e., for any two operators the equality�

k�xD1
� �

D2k
x
�
D k�x

�
D1D2k

x
�
C .T � 1/

�
k�x

�
D3k

x
��

holds. Here D3 is a pseudo-difference operator whose coefficients are difference
polynomials in the coefficients of D1 and D2. Therefore, from (3.9)–(3.13) it
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follows that

(4.17)  C D 1C

1X
sD2

Fs�1k
�s
D 1C�

 
1X
sD2

Qsk
�s

!
:

The coefficients of the series Q are difference polynomials in the coefficients 's
of the wave operator. Therefore, they are global meromorphic functions of Z with
poles on ‚. The lemma is proved.

In order to complete the proof of our main result we need one more standard
fact of the 2D Toda lattice theory: flows of the 2D Toda lattice hierarchy define
deformations of the commutative rings A of ordinary linear difference operators.
The spectral curve is invariant under these flows. There are two sets of 2D Toda
hierarchy flows. Each of them is isomorphic to the KP hierarchy. For a given
spectral curve � the orbits of the KP hierarchy are isomorphic to the generalized
Jacobian J.�/D Pic0.�/, which is the equivalence classes of zero degree divisors
on the spectral curve. (see [25], [20], [11], [23]).

The part of 2D hierarchy we are going to use is a system of commuting
differential equation for a pseudo-difference operator L

(4.18) @tnLD ŒLnCCFn;L�D�ŒL
n
��Fn;L� :

The coefficient w0 of L in (3.1) equals

(4.19) w0 D��U �1 D�u:

Therefore, (4.18) and equations (3.5), (4.16) imply

(4.20) @tnuD��UF
1
n D�@V Fn D�@V Œ�U @Vn

ln �.Z/ ;

where Vn is the vector defined in (4.16).
Equation (4.20) identifies the tangent vector @tn to the orbit of the KP hier-

archy with the tangent vector @Vn
to the abelian variety X . Hence, for a generic

Z …†, the orbit of the KP flows of the ring AZ is in X , i.e. it defines an holomor-
phic imbedding:

(4.21) iZ W J.�/ 7�!X:

From (4.21) it follows that J.�/ is compact.
The generalized Jacobian of an algebraic curve is compact if and only if the

curve is smooth ([6]). On a smooth algebraic curve a torsion-free rank 1 sheaf is
a line bundle, i.e. Pic.�/D J.�/. Then (4.1) and the dimension arguments imply
that iZ is an isomorphism and the map j is inverse to iZ . Theorem 1.1 is proved.

5. Fully discrete case

In this section we present the proof of Theorem 1.2. As above, we begin with
the proof of the implication .A/ 7�! .C /. We would like to mention that equation
(1.18) can be derived as a necessary condition for the existence of a solution of
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(1.14), which is meromorphic in any of the variables m; n or in their linear combi-
nations. For further use, let us introduce the variables

(5.1) x Dm�n; � DmCn� 1 :

In these variables equation (1.14) takes the form

(5.2)  .x� 1; �/D  .xC 1; �/Cu.x; �/ .x; � � 1/ :

Let �.x; �/ be a holomorphic function of the variable x in some translational in-
variant domain DD TD 2 C, where T W x! xC 1. Suppose that for each � the
function � in D has a simple root �.�/ such that

(5.3) �.�.�/C 1; � � 1/ �.�.�/� 1; � � 1/¤ 0:

LEMMA 5.1. If equation (5.2) with the potential

(5.4) uD
�.x; �C 1/ �.x; � � 1/

�.x� 1; �/ �.xC 1; �/

has a meromorphic in D solution  .x; �/ such that it has a simple pole at �.�/,
and regular at �.�C 1/� 1; �.�C 1/C 1, then the equation

(5.5)
�.�C 1; �C 1/ �.�� 2; �/ �.�C 1; � � 1/

�.�� 1; �C 1/ �.�C 2; �/ �.�� 1; � � 1/
D�1 ; �D �.�/

holds.

Proof. The substitution in (5.2) of the Laurent expansion (2.3) for  (with
coefficients depending on �), and the expansion

(5.6) �.x; �/D v0.�/ .x� �.�//CO..x� �.�//
2/

give the following system of equations.
From the vanishing of the residues at �C 1 and �� 1 of the left-hand side of

(5.2) we get

˛.�/D
�.�C 1; �C 1/ �.�C 1; � � 1/

�.�C 2; �/ v0.�/
 .�C 1; � � 1/;(5.7)

�˛.�/D
�.�� 1; �C 1/ �.�� 1; � � 1/

�.�� 2; �/ v0.�/
 .�� 1; � � 1/:(5.8)

The evaluation of (5.2) at x D �.�C 1/ gives the equation

(5.9)  .�.�C 1/� 1; �/D  .�.�C 1/C 1; �/:

Equations (5.7), (5.8), and (5.9) directly imply (5.5). The lemma is proved.
Equation (5.5) for � of the form �.mU CnV CZ/ coincides with (1.18), i.e.,

the implication .A/ 7�! .C / is proved.
The next step is to show that equations (5.5) are sufficient for local existence

of wave solutions with coefficients having poles only at zeros of � . The wave
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solutions of (5.2) are solutions of the form

(5.10)  .x; �; k/D k�

 
1C

1X
sD1

�s.x; �/ k
�s

!
:

LEMMA 5.2. Suppose that �.x; �/ is holomorphic in a domain D of the form
(2.7) where it has simple zeros, for which condition (5.3) and equation (5.5) hold.
Then there exist meromorphic wave solutions of equation (5.2) that have simple
poles at zeros of � and are holomorphic everywhere else.

Proof. Substitution of (5.10) into (5.2) gives a recurrent system of equations

(5.11) �sC1.x� 1; �/� �sC1.xC 1; �/D u.x; �/ �s.x; � � 1/:

Under the assumption that D is a disconnected union of small disks, �sC1 can be
defined as an arbitrary meromorphic function in D0 and then extended on D with
the help of (5.11). Our goal is to prove by induction that (5.11) has meromorphic
solutions with simple poles only at the zeros of � .

Suppose that �s.x; �/ has a simple pole at x D �.�/D �

(5.12) �s D
rs

x� �
C rs0C � � � :

The condition that �sC1.x; �/ has no pole at �C 1 is equivalent to the equation

(5.13) rsC1.�/D
�.�C 1; �C 1/ �.�C 1; � � 1/

v0 �.�C 2; �/
�s.�C 1; � � 1/:

The condition that �sC1.x; �/ has no pole at �� 1 is equivalent to the equation

(5.14) �rsC1.�/D
�.�� 1; �C 1/ �.�� 1; � � 1/

v0 �.�� 2; �/
�s.�� 1; � � 1/:

Using (5.11) for s� 1, and the equation u.�; � � 1/D 0, we get

(5.15) �s.�� 1; � � 1/D �s.�C 1; � � 1/:

Then, equation (5.5) implies that the two different expressions for rsC1.�/ obtained
from (5.13) and (5.14) do in fact coincide. The lemma is proved.

Normalization problem. As before, our goal is to show that wave solutions
can be defined uniquely up to a constant factor with the help of certain quasi-
periodicity conditions. That requires the global existence of the wave functions
along certain affine subspaces. In what follows we use affine subspaces in the
direction of the vector 2W D U � V . The singular locus †, which controls the
obstruction for the global existence of the wave solution on X , is the maximal
TU�V -invariant subset of the theta-divisor, and which is not TU or TV -invariant

(5.16) †D
�
Z
ˇ̌̌ �.k.U �V /CZ/

�.ZCU/
D 0;

�.k.U �V /CZ/

�.ZCV /
D 0 8 k 2 Z

�
:
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Surprisingly it turns out that in the fully discrete case the proof of the statement
that the singular locus is in fact empty can be obtained at much earlier stage than
in the continuous or semi-continuous cases.

Let Y D h.U �V / ki be the Zariski closure of the group f.U �V / k j k 2 Zg

in X . It is generated by its irreducible component Y 0, containing 0, and by the
point W0 of finite order in X , such that 2W �W0 2 Y 0; NW0 D �0 2ƒ. Shifting
Z if needed, we may assume, without loss of generality, that 0 is not in the singular
locus. Then Y \†D∅.

Let �.z; �/ be a function defined by the formula

(5.17) �.z; �/D �
�
zC

�

2
.U CV /

�
; z 2 C:

Here and below C is a union of affine subspaces, which are preimages of irreducible
components of Y under the projection � W Cg !X D Cg=ƒ.

The restriction of equation (1.18) onto Y gives the equation

(5.18)
�.zCW; �C 1/ �.z� 2W; �/ �.zCW; � � 1/

�.z�W; �C 1/ �.zC 2W; �/ �.z�W; � � 1/
D�1 ;

which is valid on the divisor T� D f z 2 C j �.z; �/D 0g.
The function

(5.19) uD
�.z; �C 1/ �.z; � � 1/

�.z�W; �/ �.zCW; �/

is periodic with respect to the lattice ƒW Dƒ\C. The latter is generated by the
sublattice ƒ0W Dƒ\Cd , where Cd is a linear subspace in Cg , that is preimage of
Y 0W , and the vector �0 D NW0 2ƒ. For fixed �, the function u.z; t/ has simple
poles on the divisors T� ˙W .

LEMMA 5.3. Let �.z; �/ be a sequence of nontrivial holomorphic functions
on C such that u.z; �/ given by (5.19) is periodic with respect to ƒW . Suppose that
equation (5.18) holds. Then there exist wave solutions  .z; �; k/D k��.z; �; k/
of the equation

(5.20)  .z�W; �; k/D  .zCW; �; k/Cu.z; �/ .z; � � 1; k/ ;

such that:
(i) the coefficients �s.z; �/ of the formal series

(5.21) �.z; �; k/D 1C

1X
sD1

�s.z; �/ k
�s

are meromorphic functions of the variable z 2 C with simple poles at the divisor
T� , i.e.

(5.22) �s.z; �/D
�s.z; �/

�.z; �/

where �s.z; �/ is now a holomorphic function;
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(ii) �s.z; �/ satisfy the following monodromy properties

(5.23) �s.zC�; �/� �s.z; �/D

sX
iD1

B �
i; ��sCi �s�i .z; �/ ; � 2ƒW ;

where B �
i; � are z-independent.

Proof. The functions �s.z; �/ are defined recursively by the equations

(5.24) �sC1.z�W; �/� �sC1.zCW; �/D u.z; �/ �s.z; � � 1/:

We will now prove lemma by induction in s. Let us assume inductively that for
r � s the functions �r are known and satisfy (5.23). Then, we define the residue
of �sC1 on T� by formulae

�0sC1.z; �/D
�.zCW; �C 1/ �s.zCW; � � 1/

�.zC 2W; �/
; z 2 T� ;(5.25)

��0sC1.z; �/D
�.z�W; �C 1/ �s.z�W; � � 1/

�.z� 2W; �/
; z 2 T� ;(5.26)

which, as follows from (5.13) and (5.14), coincide. The expression (5.25) is cer-
tainly holomorphic when �.z C 2W / is nonzero, i.e. is holomorphic outside of
T� \ .T� � 2W /. Similarly from (5.26) we see that �0sC1.z; �/ is holomorphic
away from T� \ .T� C 2W /.

We claim that �0sC1.z; �/ is holomorphic everywhere on T� . Indeed, by defini-
tion of Y , the closure of the abelian subgroup generated by 2W is everywhere dense.
Thus for any z 2T� there must exist someN 2N such that z�2.NC1/W 62T� ; let
N moreover be the minimal suchN . From (5.26) it then follows that �0sC1.z; �/ can
be extended holomorphically to the point z� 2NW . Thus expression (5.25) must
also be holomorphic at z� 2NW ; since its denominator vanishes there, it means
that the numerator must also vanish. But this expression is equal to the numerator
of (5.26) at z� 2.N � 1/W ; thus �0sC1 defined from (5.26) is also holomorphic at
z�2.N �1/W (the numerator vanishes, and the vanishing order of the denominator
is one, since we are exactly talking about points on its vanishing divisor). Note that
we did not quite need the fact z � 2.N C 1/W 62 T� itself, but the consequences
of the minimality of N , i.e., z � 2kW 2 T� , 0 � k � N , and the holomorphicity
of �0sC1.z; �/ at z� 2NW . Therefore, in the same way, by replacing N by N � 1,
we can then deduce holomorphicity �0sC1.z; �/ at z � 2.N � 2/W and, repeating
the process N times, at z.

Recall once again that an analytic function on an analytic divisor in Cd has
a holomorphic extension to all of Cd ([24]). Therefore, there exists a holomor-
phic function z�sC1.z; �/ extending the �0sC1.z; �/. Consider then the function
�sC1.z; �/D z�sC1.z; �/=�.z; �/, holomorphic outside of T� .



CHARACTERIZING JACOBIANS VIA TRISECANTS OF THE KUMMER VARIETY 509

From (5.23) and (5.25) it follows that the function

(5.27) f �sC1.z; �/D �sC1.zC�; �/��sC1.z; �/�
sX
iD1

B �
i; ��1�sCi �sC1�i .z; �/

vanishes at the divisor T� . Hence, it is a holomorphic function. It satisfies the
twisted homomorphism relations

(5.28) f
�C�
sC1 .z; �/D f

�
sC1.zC�; �/Cf

�
sC1.z; �/;

i.e., it defines an element of the first cohomology group of ƒ0 with coefficients in
the sheaf of holomorphic functions, f 2H 1

gr.ƒ0;H
0.Cd ;O//. Once again using

the same arguments, as that used in the proof of the part (b) of the Lemma 12 in
[25], we get that there exists a holomorphic function hsC1.z; �/ such that

(5.29) f �sC1.z; �/D hsC1.zC�; �/� hsC1.z; �/C
zB�sC1; � ;

where zB�;sC1; � is z-independent. Hence, the function �sC1 D �sC1ChsC1 has the
following monodromy properties

(5.30) �sC1.zC�; �/� �sC1.z; �/D zB
�
sC1;� C

sX
iD1

B �
i; ��1�sCi �sC1�i .z; �/ :

Let us consider the function RsC1 defined by the equation

(5.31) RsC1 D �sC1.z�W; �/� �sC1.zCW; �/�u.z; �/ �s.z; � � 1/ :

Equations (5.25) and (5.26) imply that the right-hand side of (5.31) has no pole at
T�˙W . Hence, RsC1.z; �/ is a holomorphic function of z. From (5.23) and (5.30)
it follows that it is periodic with respect to the lattice ƒW , i.e., it is a function
on Y . Therefore, RsC1 is a constant (z-independent) on each of the connected
components of C.

Hence, the function

(5.32) �sC1.z; �/D �sC1.z; �/C lsC1.z; �/C csC1.�/ ;

where csC1.�/ is a constant, and lsC1 is a linear form such that

lsC1.2W; �/D�RsC1.�/

is a solution of (5.24). It satisfies the monodromy relations (5.23) with

(5.33) B �
sC1; � D

zB �
sC1; � C lsC1.�; �/ :

The induction step is completed and thus the lemma is proven.
On each step the ambiguity in the construction of �sC1 is a choice of linear

form lsC1.z; �/ and constants csC1.�/. As in Section 2, we would like to fix
this ambiguity by normalizing monodromy coefficients B�i; � for a set of linear
independent vectors �0; �1; : : : ; �d 2ƒW . It turns out that in the fully discrete case
there is an obstruction for that. This obstruction is a possibility of the existence of
periodic solutions of (5.24), �sC1.zC�; �/D �sC1.z; �/; �2ƒW ; for 0� s� r�1.
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Note that there are no periodic solutions of (5.24) for all s. Indeed, the func-
tions �s.z; �/ as solutions of nonhomogeneous equations are linear independent.
Suppose not. Take a smallest nontrivial linear relation among �s.z; �/, and apply
(5.24) to obtain a smaller linear relation. The space of meromorphic functions on
Y with simple pole at T� is finite-dimensional. Hence, there exists minimal r such
that equation (5.24) for s D r has no periodic solutions.

LEMMA 5.4. Let �0; �1; : : : ; �d be a set of linear independent vectors in ƒW .
Suppose equation (5.24) has periodic solutions for s < r and has a quasi-periodic
solution �r whose monodromy relations for �j have the form

(5.34) �r.zC�j ; �/� �r.z; �/D b
�j ; j D 0; : : : ; d;

where b�i are constants such that there is no linear form l.z/ on Y with l.�j /D
b�j and l.2W /D 0. Then for all s, equation (5.24) has solutions of the form (5.22)
satisfying (5.23) with B�j

i; � D b
�j ıi;r , i.e.,

(5.35) �s.zC�j ; �/� �s.z; �/D b
�j �s�r.z; �/:

Proof. We will now prove the lemma by induction in s � r . Let us assume
inductively that �s�r is known, and for 1� i � r there are solutions Q�s�rCi of (5.24)
satisfying (5.23) with B�j

i; � D b
�j ıi;r . Then, according to the previous lemma, there

exists a solution Q�sC1 of (5.24) having the form (5.22) and satisfying monodromy
relations (5.23), which for �j have the form

(5.36) Q�sC1.zC�j ; �/� Q�sC1.z; �/D b
�j Q�s�rC1.z; �/CB

�j

sC1; � :

If �s�r is fixed, then the general quasi-periodic solution �s�rC1 with the normalized
monodromy relations is of the form

(5.37) �s�rC1.z; �/D z�s�rC1.z; �/C cs�rC1.�/ ;

where cs�rC1 are constants on each component of C. It is easy to see that under
the transformation (5.37) the functions z�s�rCi get transformed to

(5.38) �s�rCi .z; �/D z�s�rCi .z; �/C cs�rC1.� � i C 1/ �i�1.z; �/ :

This transformation does not change the monodromy properties of �s�rCi for i � r ,
but changes the monodromy property of �sC1:

(5.39) �sC1.zC�j ; �/� �sC1.z; �/

D b�j �s�rC1.z; �/C b
�j .cs�rC1.� � r/� cs�rC1.�//CB

�j

sC1; � :

Recall that z�sC1 was defined up to a linear form lsC1.z; �/ which vanishes on 2W .
Therefore the normalization of the monodromy relations for �sC1 uniquely defines
this form and the differences .cs�rC1.� � r/� cs�rC1.�//. The induction step is
completed and the lemma is thus proven.
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Note the following important fact: if �s�r is fixed then �s�rC1, such that
there exists quasi-periodic solution �sC1 with normalized monodromy properties,
is defined uniquely up to the transformation:

(5.40) �s�rC1.z; �/ 7�! �s�rC1.z; �/Ccs�rC1.�/; cs�rC1.�Cr/Dcs�rC1.�/:

Our next goal is to show that the assumption of Lemma 5.4 holds for some r , and
then to prove that the singular locus † is in fact empty.

Shifting z ! Z C z, we get, as a direct corollary of Lemma 5.3, that: if
Z … [s�1iD0.†0 � iV /, where †0 D

T
k2Z T

k
U�V‚ ; then there exist holomorphic

functions �s.ZC z/, which are local functions of the variable Z 2 Cg and global
function of the variable z 2 C, such that the equations

(5.41)
�s.Z/

�.Z/
�
�s.ZCU �V /

�.ZCU �V /
D
�.ZCU/ �s�1.Z �V /

�.Z/ �.ZCU �V /

hold, and the functions �s D �s=� satisfy the monodromy relations

(5.42) �s.ZC zC�/� �s.ZC z/D

sX
iD1

B �
i .Z/ �s�i .ZC z/ ; � 2ƒW :

If �s�1 is fixed then �s is unique up to the transformations

(5.43) �s.ZC z/! �s.ZC z/C ls.Z; z/C cs.Z/;

where ls is a linear form in z such that ls.Z;U � V / D 0, and cs.Z/ are z-
independent.

Let r be the minimal integer such that �1; : : : ; �r�1 are periodic functions of
z with respect to ƒW , and there is no periodic solution �r of (5.41). As it was
noted above, the functions �s are linear independent. Hence, r � h0.Y; � jY /.

If �r�1 is periodic, then the monodromy relation for �r has the form

(5.44) �r.ZC zC�/� �r.ZC z/D B
�
r .Z/ ; � 2ƒW :

The function B�r is independent of the ambiguities in the definition of �i ; i < r ,
and therefore, it is a well-defined holomorphic function of Z 2X outside of the set
[r�1iD1.†� iV /. The latter is of codimension at least 2. Hence, by Hartogs’ theorem
B�r .Z/ extends to a holomorphic function on X . Hence, it is a constant B�r .Z/D
b�. We supposed that the function �r can not be made periodic by transformation
(5.43). Therefore, there is no linear form on C such that l.�/D b�; l.U �V /D 0,
and the initial assumption of Lemma 5.4 is proved.

LEMMA 5.5. If equation (1.18) is satisfied, then the singular locus † 2‚ is
empty.

Proof. The functions �1.Z C z/ are defined as solutions of (5.41) along C.
The restriction of �1.Z/ on ‚ is given by the formulae (5.25), (5.26) for s D 0.
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That is,

(5.45) �1 D
�.ZCU/ �.Z �V /

�.ZCU �V /
D�

�.Z �U/ �.ZCV /

�.Z �U CV /
:

Let us first show that † is invariant under the shift by rV (or equivalently
by rU ), where r is defined above (minimal integer such that there is no periodic
solution �r of (5.41)). The functions �1.ZC z/ are defined as solutions of (5.41)
along C, and a priori there are no relations between �1 defined for Z and its trans-
lates Z � iV . As shown in Lemma 5.4, the requirement that there exists �rC1 with
normalized monodromy relations, defines �1 uniquely, up to the transformations
(5.43) with l1D0 and with rV -periodic c1, i.e., c1.Z/D c1.ZCrU /D c1.ZCrV /.

Let Z be in † and ZC rV is not. Then �1 can be defined as a holomorphic
function in the whole neighborhood of .ZC rV /. Therefore, �1.Z/ can be defined
as a single-valued holomorphic function of Z outside of †. Hence, by Hartogs’
arguments it can be extended across †. The contradiction proves that †D†C rV .

By definition, † is not invariant under the shift by V . Hence, it is empty
or r > 1. Let Z 2 †, then the r.h.s of equation (5.41) for �1.Z C V / vanishes.
Therefore, �1 is a constant along †CV . Using the transformation (5.43) we can
make it be equal to zero on †CV , �1.ZCV /D 0; Z 2†. The same arguments
applied consecutively show that we may assume that �i .ZC iV /D 0; i � r � 2.
For i D r � 1, using in addition the equation �.ZC rU /D 0 (which is due to the
fact †D†C rU ), we get that, up to the transformation (5.43), the function �r�1
has vanishing order on †C .r � 1/V such that the right-hand side of equation for
�r on †C rV is zero. Hence, �r can be defined as holomorphic function in the
neighborhood of †C rV , and restricted on †C rV is a constant. That contradicts
the assumption b� ¤ 0, and thus the lemma is proven.

As shown above, if † is empty, then the functions �s can be defined as global
holomorphic functions of Z 2 Cg . Then, as a corollary of the previous lemmas we
get the following statement.

LEMMA 5.6. Let equation (1.18) for �.Z/ holds. Then there exists a formal
solution

(5.46) � D 1C

1X
sD1

�s.Z/ k
�s

of the equation

(5.47) k�.ZCV; k/D k�.ZCU; k/Cu.Z/ �.Z; k/ ;

with

(5.48) u.Z/D
�.ZCU CV / �.Z/

�.ZCU/ �.ZCV /
;

such that:
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(i) the coefficients �s of the formal series � are of the form �s D �s=� , where
�s.Z/ are holomorphic functions;

(ii) �.Z; k/ is quasi-periodic with respect to the lattice ƒ and for the basis
vectors �j in C g its monodromy relations have the form

(5.49) �.ZC�j /D .1C b
�j k�1/ �.Z; k/; j D 1; : : : ; g;

where b�j are constants such that there is no linear form on Cg vanishing at �j
and U �V , i.e., l.�j /D �.U �V /D 0;

(iii) � is unique up to the multiplication by a constant in Z factor.

Commuting difference operators. The formal series �.Z; k/ defines a unique
pseudo-difference operator

(5.50) L.Z/D T C

1X
sD0

ws.Z/ T
�s; T D e@m ;

such that the equation

(5.51)

 
T C

NX
sD0

ws.ZCmU CnV / T
�s

!
 D k 

holds. Here  D knCm�.nV C mU C Z; k/. The coefficients ws.Z/ of L

are meromorphic functions on the abelian variety X with poles along the divisors
T �iU ‚D‚� iU; i � sC 1.

From equations (5.47) and (5.51) it follows that

(5.52)
�
.�1Li / T1� .�Li / T � Œu;Li �

�
 D 0;

where �1Li and �Li are pseudo-difference operator in T , whose coefficients are
difference derivatives of the coefficients of Li in the variables n and m respectively.
Using the equation .T1�T �u/ D 0, we get

(5.53)
��
�1Li

�
T �

�
�Li

�
T C

�
�1Li

�
u� Œu;Li �

�
 D 0:

The operator in the left-hand side of (5.53) is a pseudo-difference operator in the
variable m. Therefore, it has to be equal to zero. Hence, we have the equation

(5.54)
�
�0Li

�
T C

�
�VLi

�
u� Œu;Li �D 0; �0 D e

@V � e@U :

As before, we denote by Li
C

the strictly positive difference part of the operator Li .
Then,
(5.55)�
�0LiC

�
T C

�
�VLiC

�
u� Œu;LiC�D�

�
�0Li�

�
T �

�
�VLi�

�
uC Œu;Li��:

The left-hand side of (5.55) is a difference operator with nonvanishing coefficients
only at the positive powers of T . The right-hand side is a pseudo-difference opera-
tor of order 1. Therefore, it has the form fiT . The coefficient fi is easy expressed



514 IGOR KRICHEVER

in terms of the leading coefficient Li�. Finally we get the equation

(5.56)
�
�0LiC

�
T C

�
�VLiC

�
u� Œu;LiC�D�.�0Fi / T;

where Fi D res Li . The vanishing of the coefficient at T 0 in the right-hand side
of (5.55) implies the equation

(5.57) �0F
1
i D� .�V Fi / u; F

1
i D res LiT ;

analogous to (3.5).

LEMMA 5.7. The abelian functions Fi have at most simple poles on the divi-
sors ‚ and ‚U .

The wave solution  defines the unique operator ˆ such that

(5.58)  DˆknCm; ˆD 1C

1X
sD1

's.UmCV nCZ/T
�s:

The dual wave function

(5.59)  C D k�n�m

 
1C

1X
sD1

�Cs .UmCV nCZ/ k
�s

!
is defined by the formula

(5.60)  C D k�n�m T1ˆ
�1 T �11 :

It satisfies the equation

(5.61) .T �11 �T
�1
�u/ C D 0;

which implies that the functions �Cs .Z/ have the form

�Cs .Z/D �
C
s .Z/=�.ZCU CV /;

where �Cs are holomorphic functions. Therefore, the functions Js.Z/ such that

(5.62) . CT1/  D kC

1X
sD1

Js.UmCV nCZ/ k
�sC1

are meromorphic function on X with the simple poles at ‚ and T �1U ‚D‚U .
From the definition of L it follows that

(5.63) resk
�
. CT1/ .L

n /
�
k�2dk D resk

�
. C T1/  

�
kn�2dk D Jn:

On the other hand, using the identity (3.12) we get

resk.. 
C T1/Ln / k�2dk D resk

�
k�n�mˆ�1

� �
LnˆknCm

�
k�1dk(5.64)

D resTLn D Fn:

Therefore, Fn D Jn and the lemma is proved.
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The rest of the proof of Theorem 1.2 is identical to that in the proof of The-
orem 1.1. Namely: Lemma 5.7 directly implies that for the generic Z 2X linear
combinations of operators Li

C
span commutative rings AZ of ordinary difference

operators. They define a spectral curve � with two smooth points P˙ and a map
(4.1). The global existence of the wave function implies equations (4.16).

Equation (4.18) defines the KP hierarchy deformations of these rings. From
(4.18), (4.19), and equation (5.24) for s D 0 we get

(5.65) @tnw0 D�UF
1
n ; w0 D��U �1; uD�0�1 :

Then, (4.16) and (5.57) imply

(5.66) @ tn lnuD�U�V .@Vn
ln �/:

By definition, u is given by the formula (1.15), i.e., lnuD�U�V ln � . Therefore,
equation (5.66) identifies @tn with @Vn

. Hence, the orbit of the KP flows is in X .
Hence the generalized Jacobian J.�/ of the spectral curve is compact and the
spectral curve is smooth. As in the previous case these arguments complete the
proof of the theorem.
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Irene I. Bouw and Martin Möller. Teichmüller curves, triangle groups,

and Lyapunov exponents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139–185
Igor Rodnianski and Jacob Sterbenz. On the formation of singularities

in the critical O.3/ � -model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187–242
Yuan-Pin Lee, Hui-Wen Lin and Chin-Lung Wang. Flops, motives, and

invariance of quantum rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243–290
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