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Initially, the present paper has been stimulated by the problem of the construction of 
the integrable cases of the equation 

--~ ÷ e (Ex + u (x)) ~ = ~ ,  ( 1 )  

where u(x) is a periodic function. Equation (i) describes the behavior of an electron in 
the physically important case of a periodic lattice, to which one has applied a constant ex- 
terior electric field E. 

The nonstationary SchrDdinger equation 

• a a~ (Ex (x, t)) ~ O, (2) 

where u(x, t) is a periodic function with respect to x and t with periods TI and T2, respec- 
tively, has been investigated in [I]. If the topological charge, i.e., the flux through the 
elementary cell 

TI T, 

(1)---- f I (E-~-E°(x't))dxdt=ET1T' 
0 0 

(Eo(x, t) is a periodic electric field with zero mean, Eo = --~xU(X, t)), satisfies the integer- 

value condition e~ = 2~N, then one can introduce the "electric Bloch solutions." These solu- 
tions of (2) are proper for the group of translations 

TI~ (x, t) = ~ (x ~- T1, t) exp (--ieEt), 
T* 2 ~ (x, t) = ~ (x,  t + T2). 

As shown i n  [ 1 ] ,  even  i n  t h e  s i m p l e s t  e x a m p l e s ,  t h e  a n a l y t i c  p r o p e r t i e s  o f  t h e  " e l e c t r i c  
B loch  s o l u t i o n s "  a r e  e x t r e m e l y  i n t e r e s t i n g  and so f a r  t h e y  were  n o t  i n v e s t i g a t e d  a t  a l l .  We 
n o t e  t h a t  i f  u does  n o t  depend  on t ,  t h e n ,  i n  g e n e r a l ,  t h e  f a m i l y  o f  B loch  s o l u t i o n s  i s  t w o -  
d i m e n s i o n a l ,  u n l i k e  t h e  c a s e  E = 0. 

E q u a t i o n  (1) h a s  b e e n  examined  a l s o  i n  c o n n e c t i o n  w i t h  t h e  p r o b l e m  o f  t h e  i n t e g r a t i o n  o f  
t h e  c y l i n d r i c a l  K o r t e w e g - d e  V r i e s  (KdV) e q u a t i o n .  Fo r  a s u f f i c i e n t l y  f a s t  d e c r e a s i n g  p o t e n t i a l  
u ,  t h e  d i r e c t  and t h e  i n v e r s e  s p e c t r a l  t r a n s f o r m s  h a v e  b e e n  c o n s t r u c t e d  i n  [2 -4 ]  ( s e e  a l s o  
[5 ,  6 ] ) .  A s e r i e s  o f  e x a c t  s o l u t i o n s  o f  t h e  c y l i n d r i c a l  KdV e q u a t i o n  (and t h e  c o r r e s p o n d i n g  
i n t e g r a b l e  c a s e s  ( 1 ) ) ,  d e c r e a s i n g  a t  i n f i n i t y ,  h a v e  b e e n  c o n s t r u c t e d  i n  [ 2 - 6 ,  37] w i t h  t h e  
a i d  o f  t h e  Darboux--B~cklund t r a n s f o r m a t i o n  ( s e e  [ 3 6 ] ) .  I n  a l l  t h e s e  i n v e s t i g a t i o n s ,  t h e  
s t a r t i n g  p o i n t  h a s  b e e n  t h e  A i r y  f u n c t i o n s ,  i . e . ,  t h e  s o l u t i o n s  o f  t h e  e q u a t i o n  (1) f o r  u = 0.  
These  f u n c t i o n s  can  be  c o n s t r u c t e d  w i t h  t h e  a i d  o f  t h e  w e l l - k n o w n  L a p l a c e  method [ 7 ] .  

I n  t h e  p r e s e n t  p a p e r  we g i v e  an a l g e b r o g e o m e t r i c  v a r i a n t  o f  a g e n e r a l i z a t i o n  o f  t h e  
Laplace method, using to a large extent the idea of "finite-zone integration," an outline of 
which can be found in [i, 8-15]. This generalization allows us to construct the integrable 
cases of Eq. (i) with e = 0. The corresponding potentials u(x) tend, as Ixl ÷ ~, to periodic 
or quasiperiodic finite-zone potentials uo of the Sturm--Liouville operator [8, 9]. Moreover, 
the solutions of (i) are expressed in the form of quadratures of differentials on a Riemann 
surface F of the Bloch functions corresponding to the finite-zone Sturm-Liouville operator. 
These differentials, called in the sequel differentials of Laplace type, are determined 
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uniquely by their specific analytic properties on F. 

It turns out that the multiparameter generalization of the differentials of Laplace 
type allow us to construct for the equations of type Kadomtsev-Petviashvili (KP) new classes 
of solutions, depending on the functional parameters. Solutions of another type of the KP 
equations, also depending on the functional parameters, have been constructed in [12, 16, 17] 
with the aid of the methods of the theory of multidimensional holomorphic bundles over alge- 
braic curves. These are the so-called finite-zone solutions of rank I > i. 

To the extent to which the finite-zone solutions of rank 1 are generalizations of the 
multisoliton solutions of the KP equation, the solutions, given by the construction of the 
present paper, are generalizations of the solutions, depending on the functional parameters, 
constructed in [18]. In a sufficiently seneral situation, the obtained solutions tend to the 
finite-zone solutions of rank 1 as Ix, y| + ~. It should be noted that the "phase" of the 
finite-zone solution depends on the exit direction at infinity. 

As called to the author's attention by V. E. Zakharov, such a behavior of the solutions 
indicates that they must describe the behavior of the "dislocations" in a periodic lattice. 
I would like to use this opportunity to express my gratitude to him and to S. P. Novikov for 
their interest in this paper and for their help with their advice. 

The distribution of the material in the paper is the following. In the first section we 
introduce the differentials of Laplace type and we carry out the construction of the solutions 
of the KP type equations. In the second section we give explicit formulas in terms of theta 
functions for differentials of Laplace type and we find the asymptotic behavior of the con- 
structed solutions. A proper algebrogeometric Laplace method for the equation (i) is given 
in Sec. 3. In Sec. 4 we give a brief outline of the possibility of the application of the 
developed method to difference and differential-difference systems. 

I. Differentials of Laplace Type and the Kadomtsev-- 
Petviashvili Equation 

Let F be a nonsingular algebraic curve of genus g with a distinguished point Po, in the 
neighborhood of which one has fixed a local parameter k -~ (P), k -~ (Po) = O. 

By differentials of Laplace type we shall mean differentials A(x, P) 

i) which are meromorphic on F outside the distinguished point Po; 

2) such that in the neighborhood of Po the differential 

M 

~ =A(x, P)exp (-- ~ Xnf~n(P)) (i.1) 

is  meromorphic. 

Here x = (x~, ..., XM) are arbitrary parameters. 

Let ~(x, P) be the Baker--Akhiezer function [19, 20], i.e., a function having outside Po 

g poles YI, ..., yg and representable in the neighborhood of Po in the form 

M oo 

, (x,P)=exp(~, xnkn(P))(l+ S ~s(x) k-'). (1.2) 
n = l  S=I 

Then, for any differential A of Laplace type, the differential ~ = A/~ is meromorphic on F. 

From here, the dimension of the linear space of the differentials of Laplace type with given 
poles can be easily found with the aid of the Riemann--Roch [21] theorem. In the general case, 
this dimension is connected with the degree of the divisor of the poles by the relation 
dim~ (D) = deg D + g -- 1 (the degree of the divisor is the number of points occurring in it 
with their multiplicities; the point Po occurs in D with a multiplicity equal to the order 
of the pole w and Po). 

We consider on F a collection of contours (not necessarily closed) oi, i = I, ..., N + g 
and a collection of functions on them Gi(t) , t ~o,. Then 

l 
LEMMA i.i. For an arbitrary collection of points y~, ''', YN of general position, there 

exists a unique differential A(x, P) of Laplace type with poles at the points Yi' having in 
the neighborhood of Po the form 
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A(x ,P) -~exp(~x .k '~ ) ( i+  ~ %8(x)k-')dk 
S = I  

and normalized by the conditions 

( 1 . 3 )  

IG~ (t) A (x, t) =0 , i=i . . . . .  N ~ g .  (1.4) 

The proof of the lemma follows from the simple comparison of the number of linear equa" 
tions (1.4) and the dimension of the space of the differentials of Laplace type with the 
divisor of poles (Tx+...~yN+ q + 2Po) (the differential dk has at Po a pole of order two). 

THEOREM i.i. There exist unique operators 

~-2 (1.5) a n 
L ~ = ~ +  2u~(x) 0' 

a x  4 
i = 0  

such that 

LnA (x, P) = ~ A (x, P), (1.6) 

where x = x~. 

The proof of this theorem is practically identical with the proof of the analogous state- 
ments for the Baker--Akhiezer functions [19, 20]. Indeed, as mentioned in these papers, for 
any formal series (1.4) there exists a unique operator L such that 

n 

a L 

• Ue X =  ( ° -g~"x-- ~ A s a t i s f i e s  a l l  t h e  r e q u i r e m e n t s  wh ich  d e f i n e  A, e x c e p t  one 

o f  them.  At t h e  p o i n t  Po ,  b y  v i r t u e  o f  ( 1 . 7 ) ,  t h e  d i f f e r e n t i a l  A h a s  a p o l e  o f  o r d e r  a t  mos t  

one .  From t h e  u n i q u e n e s s  o f  A, t h e r e  f o l l o w s  t h a t  A = 0.  

The c o e f f i c i e n t s  o f  o p e r a t o r  L a r e  d i f f e r e n t i a l  p o l y n o m i a l s  o f  × i ( x ) .  I n  p a r t i c u l a r ,  
0 n 

Un_2---~--n---~-z%1 

COROLLARY. The c o n s t r u c t e d  o p e r a t o r s  s a t i s f y  t h e  e q u a t i o n s  

a (1 .8 )  

Example. We denote x2 = y, xs = t. The operators L2 and Ls have the form 

a 2 a a 3 a 
L~= T~z2 + u(x,y,t); L~:-~x~ +-TuT~x q-w(x,y,t) • 

__2a_!_ From ( 1 . 8 )  t h e r e  f o l l o w s  t h a t  a (x, g, t)--- ax %l(x,y,t) i s  a s o l u t i o n  o f  t h e  KP e q u a t i o n  

3 a i (6uu~--  u ~ = ) )  ( 1 . 9 )  

(Representation (1.8) for the KP equation has been obtained in [18, 22].) We show that in 
the particular case the presented construction contains the solutions of KP, depending on 
the functional parameter, which have been constructed in [18]. 

Let F be a rational curve, i.e., a complex plane. The differential A(x, y, t, k), 
having a unique pole at the point ~ and the form (1.3) at infinity, is equal to 

A ( x , y , t , k ) = k ÷  a ee~+k,u+e, t 

The coefficient a(x, y, t) is obtained from condition (1.4). If one denotes by ~(x, y, t), 

f(x, y, t) 
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then 0 "~x ( / (x ,  y,'t) e -~x) = T (x, y, t) e -~x. . S i n c e  

( z , y , t )  q- ( a - - x )  l ( x , y , t )  = 0 ,  

t h e  e x p r e s s i o n  f o r  t h e  s o l u t i o n  o f  t h e  KP 

a.~ 0 ~(~,y,~) 
u ( x , y , t ) = - - 2  a = 2 " O x  f ( x , y , t )  

c o i n c i d e s ,  e x c e p t  f o r  n o t a t i o n s ,  w i t h  t h e  f o r m u l a  i n  [ 1 8 ] .  

We assume t h a t  on t h e  c u r v e  F one h a s  an a n t i h o l o m o r p h i c  i n v o l u t i o n  ~: F + P, l e a v i n g  
t h e  p o i n t  Po f i x e d .  I n  a d d i t i o n ,  assume t h a t  t h e  a c t i o n  o f  t h i s  i n v o l u t i o n  on t h e  l o c a l  
p a r a m e t e r  i s  such  t h a t  T*(k)  = k .  

LEMMA 1.2. If the collection of the poles Yx, "''' YN is invariant relative to T and 

if the data oi, G i are invariant relative to T (i.e., T(a i) = o. and G.(T(t)) = G.(t)), then 
3 3 

the operators L , constructed by virtue of Theorem I.i from the differential A(x, P) corres- 
n 

ponding to this collection of data, are real (for real x ). 
n 

We consider the differential A(x, T(P)). It satisfies all the requirements which de- 

fine A(x, P). From the uniqueness of the latter it follows that fi(x, T(P)) = A(x, P) and the 
assertion of the lemma is proved. 

Remark. For the majority of equations, even within the framework of the traditional 
finite-zone integration, the problem of the selection of the real nonsingular solutions is 
nontrivial. In recent years, significant progress in this direction has been achieved by 
Dubrovin (see [15] for the history of this question and for bibliography). Within the frame- 
work of the presented construction of a test for reality, a similar reality test for the sine- 
Gordon equation and for the nonlinear SchrDdinger equation, given in [22] for the case of the 
so-called KP-II equation, has not been obtained. Equation KP-II differs from KP-I (1.9) by 
the substitution y ÷ iy. 

Later in this section and in the following one, fundamental attention will be given to 
differentials of Laplace type which are holomorphic outside Po and have in the neighborhood 
of Po the form (1.3). Formally, in the corresponding class of solutions one also has usual 
finite-zone solutions of rank i. If one assumes that G.(k) is a delta function, then condi- 
tions (1.4) yield i 

A (x, ~,) = O. ( 1 . 1 o )  

(Here i = i, ..., g.) There exists a unique differential of the second kind ~ on F, having 
a unique pole of order two at Po, m - dk(l + O(k-1)) and such that m(yi ) = 0. In addition 

to Yi' the differential ~ has also g zeros y~, ..., yg. We consider the Baker--Akhiezer func- 

tion having poles at the points y~, ..., yg. Then the Laplace type differential, normalized 

by the conditions (I.i0), is equal to 

A (x, P) = ~  (x, P) o (P), ( 1 . 11 )  

since both sides of the equality have identical analytic properties. The differential ~ does 
not depend on x and, therefore, ~(x, P) satisfies the same equation (1.6) as A(x, P). 

Assume that the antiholomorphic involution T has g + 1 fixed ovals al, ...,ag+1 on F. 

(In algebraic geometry, such curves are called M-curves. As a fundamental example of such 
curves, one can consider in the sequel hyperelliptic curves.) We shall assume that P0~ag+1. 

THEOREM 1.2. Assume that the contours o. coincide with the cycles a. and assume that 
1 1 

the functions G. are real and p o s i t i v e .  Then t h e  s o l u t i o n s  o f  t h e  e q u a t i o n s  ( 1 . 8 )  g i v e n  by  
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Theorem I.i in the case of differentials A(x, P), holomorphic outside Po, are real and non- 
singular. 

Proof. The reality of the constructed solutions has been proved above. The absence of 
the singularities is equivalent to the fact that none of the 2g zeros of the differential 
A(x, P) is at the point Po. Since the ovals a. are fixed relative to z, while A(x, P) = 

1 

A(x, T(P)), it follows that the differential A is real on these cycles. From the normaliza- 

tion condition (1.4) and the positivity of G. there follows that A has on every cycle at 
1 

least two zeros. Since there are 2g zeros in all, it follows that they are isolated from Po, 

and the theorem is proved. 

2. Explicit Formulas and the Asymptotics of the 
Constructed Solutions 

The construction of explicit formulas for the differentials of Laplace type is com- 
pletely similar to the construction of formulas for the general Baker--Akhiezer function [20] 
(a similar formula for Bloch functions of finite-zone Sturm--Liouville operators has been 
obtained for the first time by Its [29]). 

We fix on the curve F a canonical basis of cycles ai, bo with intersection matrix 
3 

aioaj----biob J = 0, a i o bj=Si# . In a standard manner one derives: a basis of the holomorphic 

differentials ~'l' normalized by the conditions ~j=6~j ; the matrix of the b-periods of these 
$ 

differentials Bi~= ~i, and the corresponding Riemann theta function 
b k 

0 (rz) = >_] exp ( 2 ~  <m, u> q- ~i <Bra, m>) (2.1) 
m ~ Z  g 

u = (ul  . . . .  , ug), m = (mi  . . . . .  rag), <rn, u> = ratut  + . . .  + rngug, <Brn, ra> = ~ , B u m v n  j .  

(For more details on the theta function see [I0, 13, 15].) The vectors ~ik and Bik form a 

lattice in C g. A factor with respect to this lattice is called the Jacobian manifold J(F) of 

the curve r. The Abel mapping A: r + J(F) is defined by the formula 
P 

A~ (P) ~-- l ~ "  ( 2 . 2 )  
Q 

We denoteby ~(n) the normalized Abelian second-order differentials, having a unique pole at 
Po of the form dk n+1 • The normalization of the differential means that 

~ (~) = O. (2.3) 

a C 

The general (nonnormalized) Abelian differential with a second-order pole at Po can be repre- 
sented with the aid of the so-called prime-forms [30] (see the appendix of [15]) in the form 

O ( A ( P ) - - ~ ) O ( A ( P ) + ~ )  ( E  ~j (p) Oj [v] (0)) (2.4) 
~¢~) = 0[~1 CA CP) -- A (Po)) 0 [~1 CA (Po) -- A (~)) 

J 

Here O[o](z) is a theta function with characteristic v = (~, B); a, B ~R g 

0 [a, [~] (z) ----- exp  (~i <Ba, a> + 2hi  <a, z "-5 [~>)0 (z -6 ~ -+- Boo). (2.5) 

The vector ~ in (2.4) is arbitrary and the characteristic [v] has to be of odd semiperiod, 

for example, ~ = (1/2, 0, ..., 0), ~ = (1/2, O, ;.., 0). 

LEMMA 2.1. A differential of Laplace type, holomorphic outside Po and having in the 
neighborhood of Po the form (1.3), can be represented in the following form: 
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A ----- r (x) exp (S (x, P)) 0 [v] (A (P) -- A (P0)) 0 [v] (A (P0) -- A (P)) 
J ( 2 . 6 )  

where 
P 

S(x,p)=Zx  f . 
Q 

< U, x> ---- Y~ x~U(~), 
n 

= ( u i  n), ui ) = 
. . . .  - f ~  ~ f~(~), bk 

The normalizing factor r(x) is equal to the value at Po of the pre- 

exponential factor in (2.6). The vector ~ is arbitrary. 

The proof of the lemma, just as the proof of the corresponding assertions for the Baker-- 
Akhiezer functions [20], consists in the straightforward verification of the fact that, by 
virtue of the translation properties of the theta functions, the value of (2.6) does not 
change when one goes around any cycle on r, i.e. (2.6) defines correctly the differential on 

from the definition oz ~0 r. In addition, ~ ~(n) there follows that the differential (2.6) has 
the required analytic properties. 

We select an arbitrary collection of vectors ~i' i = i, ..., g + I, and we denote by 

A.I the differentials, given by formula (2.6), in which one has set ~ = ~i" Any differential 

A of the form (2.6) can be represented uniquely in the form 

g-k~ 

A(x, P)---- ~ ai(x)Ai(x,  P). ( 2 . 7 )  
i = 1  

We define the constants ~. from the system of linear equations 
1 

0 = ~, ai (x) f Gj (t) A¢ (x, t), 

Y, ai (x) = t 

] ~ 1  . . . . .  g, 

( 2 . 8 )  

The corresponding differential A will satisfy the conditions (1.4). 

For the expansion of A. in the neighborhood of Po one has to make use of the relation 
1 

A (P) = A (Po) - -  Umk-1 + 0 (k-2). 

COROLLARY OF THEOREM 1 . 1 .  The f u n c t i o n  

u (x, y, t)---- 2 ~ £ ai (x, y, t) ~ In 0 (U(1)x + U(2)y + U(a ) t -  ~i) ( 2 . 9 )  

is a solution of the KP equation. 

We find the asymptotic behavior of the obtained solutions of the KP equation under the 
assumptions of Theorem 1.2 (ensuring the reality and the nonsingularity of these solutions). 

Let r, ~, 01 be the spherical coordinates of the three-dimensional vector x, y, t. We 
P 

denote by ~(T, 01, P)= I d~(~,01, P) an Abelian integral on F such that 
Q 

dS = cos 01 (cos ~(1)  ~ sin ~(~)) ~ sin 01~(a). ( 2 .10 )  

The d i f f e r e n t i a l  dS has  two z e r o s  on e a c h  o f  t h e  a - c y c l e s .  One o f  them c o r r e s p o n d s  t o  t h e  
maximum of  S on t h i s  c y c l e ,  w h i l e  t h e  s econd  one c o r r e s p o n d s  to  t h e  minimum. L e t  Z(~,  e l )  
be a v e c t o r  such  t h a t  0(A(P) -- Z(~,  01) )  v a n i s h e s  a t  t h e  p o i n t s  7 i  o f  t h e  maxima on t he  
c y c l e s  a . .  The v e c t o r  Z(~,  0~) i s  e q u a l  to  

1 

z (~, 01) = E A (~i) + J;. 
i 
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THEOREM 2.1. Under the assumptions of Theorem 1.2, the solutions of the KP equation, 
given by formulas (2.8), (2.9), for r ÷ = have the form 

u(x ,v , t )= 2-~-~ lna~  0 (U(1)x + U(2)y + u(a)t + Z (% 00) + 0 (e -c°~t~) (2.11) 

Proof. In order to prove the theorem it is necessary to switch from representation (2.7) 
for the differential h to formula (2.6). The parameter 5 in formula (2.5) must be determined 
from conditions (1.4). 

For the computation of integrals (1.4) we make use of considerations from the saddle- 
point method. Under the assumptions of Theorem 1.2, the vectors U (n) are real. The theta 
function is periodic relative to the shifts of their arguments by the vector (0, ..., 0, i, 
O, ..., 0). It follows that the factor of the exponent in (2.6) is a quasiperiodic function 
of x, y, t. For the vanishing of the integrals (1.4) as r ÷ ~, it is necessary that the 
zeros of the differential h should tend exponentially to the points of maximum of S(@, 81, P) 
on a . .  Consequently, ~ ÷ Z(~, 0 , )  and, expanding (2.6) in the neighborhood of Po, we obtain 
the ~xpression (2.11). 

This formula has the form of a usual finite-zone solution, which is consistentwith the 
remark made in the first section regarding the fact that conditions (i.i0), instead of (1.4), 
lead to finite-zone solutions of rank i. 

At the conclusion of this section we consider as an example the case of an elliptic 
curve F with periods 2~, 2~'. In this case, formula (2.6) can be represented as 

A(z ,v , t , z )=exp(~(z)x  + ~ ( z ) v _ + ~ , ( z ) t  ) ~(z@x--a)~(z+a) (2.12) 

z ~ _ F .  

Here ~, ~, ~ are the Weierstrass functions (all the necessary information regarding these can 
be found in [31]). 

We fix a couple of complex numbers a. and we denote by A. the differentials (2.12) in 
1 1 

which a = a.. 
1 

A special case of the preceding theorems is the following assertion. 

The function 

( ~ G (z) A1)~ (x--aQ-- ( ~ G (z) A~) ~ (x--a~) ( 2 . 1 3 )  
u(x,y,t)-~-2 a 

A~ = A~ (x, y, t, z) 

is a solution of the KP equation. Here the integrals are taken from m' -- ~ to ~' + m. 

If the period ~ is real and ~' is pure imaginary, then for the real positive function 
G(z) this formula gives a real and nonsingular solution (the assumptions made are equivalent 
to the assumptions of Theorem 1.2). For r ÷ ~, where r, ~, 8 are the spherical coordinates of 
x, y, t, we have x, y, t, u(x, y, t) ÷ 2~(x + Z(~, 0)), where Z(T, @) is the maximum on the 
cycle [~' -- m, m' + m] of the function 

cos 0 (cos ~ (~ (z) 2~ 2~z) + ~ (z) s in  t , , - -  T) - -  - -~  s in  O~ (z), 

and is a solution of the equation 

- -  cos 0 (cos T (@ (z) 2~  + 2q) - -  ~ '  (z) s in  ~) - -  t - f -  s in  0~" (z) ~ O. 

3. Algebraic-Geometric Laplace Method 

In the previous sections, we have basically restricted ourselves to the consideration of 
differentials of Laplace type, holomorphic outside Po: In this section, we shall consider 
some other differentials. 

A special case of Lemma i.i is the following assertion. For any collection of points 
yi(e, E) of general position, there exists a unique differential A*(x, e, E, P), exact outside 
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Po, with poles of order two at the points ys(S, E). In the neighborhood of Po this differen- 
tial has the form 

c ~  

(3.i)  

For comparison with Lemma I.i we note that the divisor_ of the poles of A* has degree 2g + 2. 
The condition of the exactness of A* means that d0A*=0 , where ~. is the collection of a- 

J i 

and b-cycles on F and cycles surrounding the points Ys" 

The differential A* depends on the functional parameters ys(S, E), which will be deter- 

mined later (see (3.17)). For the time, we formulate a theorem, valid for any choice of the 
parameters. 

Let ~(x, s, E, P) be the Baker--Akhiezer function having poles at the points ys(S, E) 

and representable in the neighborhood of Po in the form 

We d e n o t e  by  c ( x ,  e ,  E) and u ( x ,  ~, E) f u n c t i o n s  such  t h a t  

~- ---- i -- ~i), 

i , , i 

(3.3) 

(3.4) 

THEOREM 3.1. The differential A*(x, e, E, P) satisfies the equation 

--(cA*)" + (Ex - -  e + u) (cA*) = Ec d~. ( 3 . 5 )  

The p r o o f  o f  t h e  t h e o r e m  i s  s t a n d a r d .  The d i f f e r e n t i a l  A, e q u a l  t o  t h e  d i f f e r e n c e  b e -  
tween  t h e  r i g h t -  and l e f t - h a n d  s i d e s  o f  e q u a l i t y  ( 3 . 5 ) ,  i s  e x a c t  o u t s i d e  Po and h a s  p o s s i b l e  
p o l e s  o f  o r d e r  two a t  t h e  p o i n t s  Ys" From ( 3 . 1 ) - ( 3 . 4 )  t h e r e  f o l l o w s  t h a t  i n  t h e  n e i g h b o r h o o d  

o f  Po i t  h a s  t h e  fo rm 

From the uniqueness of A* we have A = 0, and the equality (3.5) is proved. 

In the neighborhood of Po we consider the sectors in which Re k3/3E > 0. Assume that 
they are numbered as in Fig. i. 

If o., i = i, 2 are contours emanating from Po in sector III and going to Po in the sec- 
1 

tors I and II, respectively, then for P + Po we have on these contours ~(x, s, E, P) ÷ O. 
From here, integrating (3.5), we obtain 

COROLLARY. The functions Yi(x, s, E), 

/, 
=k-f  (p,) 

d 2 "% 

Fig. 1 
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y__ 1 i - - -~- I (cA*(x ,e ,E ,P) ) ,  c=c(x , e ,E) ,  
o i 

• satisfy the equation 

--Y" + (Ex + u (x, s, E)) Y = eY. (3.6) 

Now, under the assumptions of Theorem 1.2, we find the asymptotic behaviors of the 
potentials u(x, s, E) and of the corresponding solutions Y. (x, e, E). 

1 

LEMMA 3.1. Any differential h(x, e, E, P), having form (3.1) in the neighborhood of 

Po and poles of order two at the points ys(S, E), can be represented uniquely in the form 

4 

II o (A (P) + ~) 
i,=1 

0 2(A (P)-+- ~o(e, E)) ' 

(~ ~j (P) 0j [v] (0)) 
2 

A = r (x, E ,  s) .  exp  (S) 0 [~] (A (P) --  A (PoD 0 [~] (A (Po) - -  A (P)) 

where 
P P 

@ Q 

4 

i = l  

(3.7) 

(3.8) 

(3.9) 

The vector --~o, within the accuracy of a shift by the vector of the Riemann constants, is 

equal to the Abel mapping of the points ys(e, E) 

~o (e, E)  ---- - -  ~ A (?,  (e, E)) + .Y-f. ( 3 . 1 0 )  
s 

The proof of the lemma reduces to a straightforward verification of the correctness on 
F of the differential defined by the formula (3.10). 

For Ixl + ~, the absence of the residues of A* at the points ys(S, E) yields 

O (w-)" (3.11) 

The vanishing of the integrals of A* along the a-cycles means that the g zeros of A* 
tend exponentially to the zeros of ~(x), corresponding to the maxima of ~(i) on these cycles. 
Similarly, the vanishing of the integrals of A* along the b-cycles means that A* tends to 
zero also at the other zeros of ~(I). From here it follows that with exponential accuracy 
we have 

0 (A (P) + ~) 0 (A (P) + ~) ( 3 . 1 2 )  A* = r (x, e, E)  exp (S) ~(1) ( p )  0 a (A (P) + ~o) ' 

where 

t U(m. + (3.13) 

Expanding (3.12) in the neighborhood of Po (as well as the analogous formula for 

we obtain 

and 

o (A (P) + :o + (~- F )  U(~)-- 3-g~- U(~)) ) 
--~ r l  (x, e, E) exp (S) 0 (A (P) + ~o) ' 

o(') x1=h+ ~ , (3.14) 

(3.15) 
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~2 
u(x, ,% E ) =  2--.~7x~ ln0 (A(Po) + ~). ( 3 . 16 )  

Now we define the relation ys(S, E) so that the vector ~o in (3.10) should satisfy the 

condition 

A (Po) 4- ~o - -  ~-- U(n - -  ~ U(8)~- ~ --~ const. (3.17) 

Summing up, we obtain the following statement. 

THEOREM 3.2. Assume that the Abel mapping of the divisor ys(S, E) satisfies relation 

(3.17) Then the potential u(x, ~,E), correspondingby Theorem 3.1 to these data, for Ixl ÷ 

behaves as 

~2 

(x, e, E) = 2 ~ In 0 (xU(~) 4- ~). (3.18) 

The computation of the asymptotics of Yi(x, s, E) is carried out similarly to the compu- 

tation of the asymptotics of the Airy function (see, for example, the appendix in [32]). For 
x ÷+~ the exponent has extremes at the points +zo = !(Ex) -I/2, z = k-1(P). We deform the 
contours o. so that ~: should intersect the axis at the point --zo and the contour o2 should i 

coincide in the neighborhood of zo with the real axis. The difference with the computations 
of the asymptotics of the Airy functions consists only in the presence of a preexponential 
factor in the expression (3.12). 

After simple computations we have 

where y = E1/3x. 

Y ~  - -  21/-~- y~/4 

Yz = 2 ¥-~ yl/a 

Remark. One can see that expansions (3.19), (3.20) coincide with the formal as~ptotic 
series which can be obtained for Eq. (3.7) following the general scheme [33] of the construc- 
tion of the WKB expansions. ~e same assertion refers also to the following formulas. Regard- 
ing this comparison one has to note that 

Y 

v ( y ) =  l n O ( U z + ~ ) z = 0 ~  u ( x , e , E ) d x .  
9 

For  x ÷ 4  t h e  e x t r e m a l s  o f  t h e  e x p o n e n t  a r e  a t t a i n e d  a t  t h e  p o i n t s  +So = +~(Ex)  - 1 / 2  

P e r f o ~ i n g  a s t a n d a r d  d e f o r m a t i o n  o f  t h e  e o n t o u r s  o.  so  t h a t  t h e y  s h o u l d  p a s s  t h r o u g h  +zo and 
1 - -  

s h o u l d  i n t e r s e c t  t h e  i m a g i n a r y  a x i s  i n  t h e  d i r e c t i o n  o f  t h e  " s t e e p e s t  d e s c e n t "  ( u n d e r  t h e  

angle +7/4), we obtain 

V-~- l y I :t/4 l_ \ 3 
(3.22) 

Remark. Both the Laplace method and its algebrogeometric variant, presented above, al- 
low us to construct the solutions of the corresponding linear equations only for one value of 
the "spectral parameter" e. Nevertheless, it is possible, making use of the above obtained 
results, to construct in analogy with the fast-descending case the direct and the inverse 
spectral transformation for the equation 

- - 9 "  + (Ex + Uo (x)) ~ = aq~, (3.23) 
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where uo(x) is a finite-zone potential. The complete presentation of these results and the 
analysis of other possibilities in the algebrogeometric Laplace method will be published in 
the second part of this investigation. 

4. Differential-Difference Systems 

As it is known, the methods of algebraic geometry allow to construct the periodic and 
quasiperiodic solutions not only for partial differential equations but also for certain 
differential-difference systems. As an example we consider the construction of the solutions 

of the two-dimensionalized Toda chain 

~n~=e~n-~n-l__e%+l-%. (4.1) 

Here $ = x + t, ~ = x -- t are the conic variables. These equations, just as the general 
equations of the principal chiral field, possess a remarkable property: the method of the 
inverse problem allows us to reduce to the linear Riemann problem the construction of the 
general solutions of the periodic, ~n = ~ n+N, two-dimensionalized Toda chain [14, 23]. (The 
construction of the solutions for these equations, depending on the required number of func- 
tional parameters, has been presented also in [24]. The solution has been represented in 
the form of series, whose convergence has been proved with the methods of the infinite- 
dimensional Lie algebras. The relationship between the functional parameters of [24] and the 
initial data has been obtained in [25].) A large class of periodic and quasiperiodic solu- 
tions of (4.1), expressed in terms of the Riemann theta function, have been obtained by the 
author (see the appendix to [13]). 

Below, making use of an analogue of the constructions of Sec. I, we shall construct 
solutions of equation (4.1) which tend asymptotically to the finite-zone solutions. 

Equation (4.1) has been obtained in [26] with the aid of the Zakharov--Shabat two-di, 
mensionalization of the Lax pair 

C L%~ = c,~n+1-4- vn~]'n -F n-a~n-t, (4.2) 
C n C.,~- 1 

A~ = -T ~+i -- ~ ~-i, (4.3) 

for the equations of the Toda chain xn = eXn+l-Xn--eXn-Xn-l" Herec~ = eXn+l-Xn, Yn = ~. 

Remark. Due to the absence of a historical survey of discrete systems in the author's 
paper [14], we shall consider this question in more detail. 

The first sequential construction of the algebrogeometric Bloch--Floquet spectral theory 
in ~2(Z) of the SchrDdinger difference operator (4.2) has been started by Novikov [8, Chap. 
III, Sec. i] and by Tanaka--Date [27]. Making use of the trace formula for the function 
×n = ~n+i/~n ' one has obtained the formulas for Vn. In [8] one has also investigated the 

symmetric case v E O. However, in [8] this theory has been carried out to the end only in 
n 

the elliptic case. We note that the operator L in the Lax pair for the discrete KdV equation 
has the form (4.2), where v = 0 [34]. 

n 
In [27] the expressions for v have been written in the following form (in [8], this 

n 

formula is not correct; it has been corrected in [9]): 

~ l n  O((n--t)U + V t + W )  (4.4) 
Un ~(-YY---~ ~ ~ W~) + const. 

In the case chain, by = Vn, the formula (4.4) deter- of the Toda virtue of the condition 

mines x (t), except for the collection of numbers Xn(O) , -~ < n < ~. In [27], the question 
n 

of the KdV difference equation has not been considered. 

These investigations have been concluded in the author's paper [35], where one has ob- 
tained explicit expressions for x and solutions of the KdV difference equation. The idea in 

n 
[35] consists in the use of the explicit expressions for ~n in terms of theta functions, in 

contrast to [8, 27], where, as already mentioned, one has made use of the trace formula for 
Xn , similar to the continuous case. In a more recent paper [36] there are explicit "local 
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trace identities" c = c (YI, ..., yg), whose existence have been inefficiently proved in [8]. 
n n 

T h u s ,  a s sume  t h a t  on  t h e  c u r v e  r we h a v e  t w o  d i s t i n g u i s h e d  p o i n t s  P+ w i t h  l o c a l  p a r a m e t e r s  

k+ I in their neighborhoods. 

-- LENNA 5, .1 .  L e t  y x ,  . - . ,  YN be  an  a r b i t r a r y  c o l l e c t i o n  o f  p o i n t s  o f  g e n e r a l  p o s i t i o n .  

There exist unique differentials A (~, n, P) that 
n 

1 °) a r e  m e r m o r p h i c  on  F o u t s i d e + P  -+ and h a v e  p o l e s  a t  t h e  p o i n t s  y~ ,  " ' ' ,  YN; 

2 ° ) in the neighborhoods of P-+ have the form 

A~ --~ ~ dk+llc +(n-l) ( ~ l~ (~, ~1, n) k -s) e~(x+o; ( 4 . 5 )  
S=0 

3 ° ) satisfy the normalization conditions 

I G~(P)An(~,~I,P)--~O, P ~ o ~ ,  i-~--I . . . . .  N + g ,  (4.6) 

%~(~, n, n)__--___ I. (4.7) 

THEOREM 4.1. The functions ~n = in X~(~, n, n) satisfy the equations of the two- dimen- 

sionalized Toda chain (4.1). 

The proof of the theorem is entirely similar to the proof of the corresponding assertions 
of Sec. i. From the uniqueness of A and from the comparison of the principal parts of the 

n 
expansions at P~ of the right- and left-hand sides of the following equalities there follows 

that these equalities take place indeed~ 

0gAn = An+l ~- TntAn, 

011A n ~ eWn-~n-lAn_l. 

(4.8) 

(4.9) 

The consistency condition of (4.8) and (4.9) is equivalent to Eq. (4.1). 

Clearly, practically all the results of the preceding sections can be carried over with- 
out fundamental modifications also to the discrete case. We bring without proof only parts 
of them. 

LEMMA 4.2. The differentials A (~, n, P), holomorphic outside P~ and having in the 
n 

neighborhoods of P~ the form (4.5), can be uniquely represented in the form 

( ~  ~ (p)  o, [ q  ( o ) / o  (A (P) + w + v÷~ + v-~ + ~) o (A (P) - A (P+~ - A (~-) - ~) (!, n) ( s  Fn 8xp  ( . ,  i, P)) 0 [~l (A (P) -- A (P+)) 0 [v] (A (P-) -- A(~)~ ' ( 4 . 1 0 )  \z_~ / 
i 

1: 

S (n, ~, 11, P ) - ~  l (n~8 -b ~ +  + q~_), 
Q 

where ~+ are normalized differentials of the second kind with second-order poles at P~; ~3 

is a normalized differential of the third kind with simple poles at P~ and residues +_i. The 

vectors 2~iU, 2~V ± are the vectors of the b-periods of the differentials ~3, ~+, respec- 

tively. The normalizing function r (~, n) is determined from the condition (4.77 and is 
n 

equal to 

r~ 1 (~, q) = 0 (A(P +) ~ U n  + V+~+ V-q + ~) ea+~o+I+~+I-n.d, Io, l~ - -  const. (4.11) 

The vector ~, which is arbitrary in formula (4.10), must be determined from the normali- 
zation conditions ~4.6). The corresponding nonlinear equations can be reduced to linear ones 
if one denotes by A . the differentials given by the formula (4.10), where ~ has been taken 

nj 
equal to ~j -- j = i, ..., g + I. 
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We determine e,n~( I. = e(n)(~. , n) from the system of linear equations 
3 3 

J 

(4.12) 

(4.13) 

Then from the previous theorem we obtain 

COROLLARY. The functions 

~(n) 0 (A (P-) + Un + V+~ + V-B + ~j) 
~ ----- In -7-/' j O(A (P+) + Un + V+~ + V-~ + ~) + d + Ion + I+~ + I_~ (4.14) 

are solutions of Eqs. (4.1). 

We assume that on F there exists an antiholomorphic involution T with fixed ovals a~, 

..., ag+~. Assume that the cycles oi' occurring in the normalization conditions (4.6), coin- 

cide with a. and P±~ag+1 . 
l 

THEOREM 4.2. Under the assumptions made, the solutions (4.14) of Eqs. (4.1) are real and 

nonsingular if the functions G. are real and positive. For large n, ~, N, these solutions 
1 

tend to the finite-zone solutions of (4.1): 

O ( A ( e - ) + U n + V + ~ + V - n + z ( n ,  Ln)) + d + l o n + i ÷ [ + i _ ~ .  
~ ' - +  O(A(P+)+ Vn+V+~+ V-n+z(n ,L~) )  " 

Here the phase z(n, ~, n) corresponds to the Abel transformation of the collection of zeros of 
the differential dS corresponding to the maxima of S(n, ~, n, P) on the cycles a.. (It is 

1 

clear from the definition that this phase depends only on the direction of the three-dimen- 
sional vector (n, ~, n) and does not depend on its length.) 

LITERATURE CITED 

i. S. P. Novikov, "Two-dimensional SchrSdinger operators in periodic fields," Itogi Nauki 
i Tekhniki, Sov. Probl. Mat., 2_~3, 3-32 (1983). 

2. F. Calogero and A. Degasperis, "Inverse spectral problem for the one-dimensional SchrSdin- 
ger equation with an additional linear potential," Lett. Nuovo Cimento, 23, 143-149 (1978). 

3. F. Calogero and A. Degasperis, "Solution by the spectral transform method of a nonlinear 
evolution equation including as a special case the cylindrical KdV equation," Lett. Nuovo 
Cimento, 23, 150-154 (1978). 

4. F. Calogero and A. Degasperis, Spectral Transform and Solitons: Tools to Solve and In- 
vestigate Nonlinear Evolution Equations, Vol. I, North-Holland, Amsterdam (1982). 

5. Li Yishen, "One special inverse problem of the second order differential equation on the 
whole real axis," Chinese Ann. Math., ~, 147-156 (1981). 

6. S. Graffi and E. Harrell, "Inverse scattering for the one-dimensional Stark effect and 
application to the cylindrical KdV equation," Ann. Inst. H. Poincar~, 36, No. i, 41-58 
~1982). 

7. E. Goursat, Cours d'Analyse Mathematique, Tome II, Gauthier-Villars, Paris (1933). 
8. B. A. Dubrovin, V. B. Matveev, and S. P. Novikov, "Nonlinear equations of Korteweg-de 

Vries type, finite-zone linear operators, and Abelian varieties," Usp. Mat. Nauk, 31, No. 
i, 55-136 (1976). 

9. V. E. Zakharov, S. V. Manakov, S. P. Novikov, and L. P. Pitaevskii, The Theory of Soli- 
tons. The Method of the Inverse Problem [in Russian], Nauka, Moscow (1980). 

i0. I. M. Krichever, "Methods of algebraic geometry in the theory of nonlinear equations," 
Usp. Mat. Nauk, 32, No. 6, 183-208 (1977). 

ii. I. M. Krichever and S. P. Novikov, "Holomorphic bundles over algebraic curves, and non- 
linear equations," Usp. Mat. Nauk, 35, No. 6, 47-68 (1980). 

12. B. A. Dubrovin, "Theta-functions and nonlinear equations," Usp. Mat. Nauk, 36, No. 2, 
11-80 (1981). 

13. B. A. Dubrovin, I. M. Krichever, and S. P. Novikov, "Topological and aIgeSraic geometry 
methods in contemporary mathematical physics. II," Soviet Scientific Reviews. Math. 
Phys. Reviews, Vol. 3, OPA, Amsterdam (1982). 

222 



14. I. M. Krichever, "Nonlinear equations and elliptic curves," Itogi Nauki i Tekhniki, 
Soy. Frobl. Mat., 23, 79-136 (1983). 

15. B. A. Dubrovin, "Matricial finite-zone operators," Itogi Nauki i Tekhniki, Sov. Probl. 
Mat., 23, 33-78 (1983). 

16. I. M. K=ichever and S. P. Novikov, "Holomorphic bundles over Riemann surfaces and the 
Kadomtsev--Petviashvili equation. I," Funkts. Anal. Prilozhen., 12, No. 4, 41-52 (1978). 

17. I. M. Krichever and S. P. Novikov, "Holomorphic bundles and nonlinear equations. Finite- 
zone solutions of rank 2," Dokl. Akad. Nauk SSSR, 247, No. i, 33-37 (1979). 

18. V. E. Zakharov and A. B. Shabat, "A plan for integrating the nonlinear equations of 
mathematical physics by the method of the inverse scattering problem. I," Funkts. Anal. 
Prilozhen., 8, No. 3, 43-53 (1974). 

19. I. M. Krichever,"An algebraic-geometric construction of the Zakharov-Shabat equations 
and their periodic solutions," Dokl. Akad. Nauk SSSR, 227, No. 2, 291-294 (1976). 

20. I. M. Krichever, "Integration of nonlinear equations by the methods of algebraic geo- 
metry," Funkts. Anal. Prilozhen., __ii, No. i, 15-31 (1977). 

21. G. Springer, Introduction to Riemann Surfaces, Addison-Wesley, Reading (1957). 
22. I. V. Cherednik, "On conditions for reality in finite-zone integration," Dokl. Akad. Nauk 

SSSR, 252, No. 5, 1104-1108 (1980). 
23. I. M. Krichever, "An analogue of the d'Alembert formula for the equations of a principal 

chiral field and the sine-Gordon equation," Dokl. Akad. Nauk SSSR, 253, No. 2, 288-292 
(1980). 

24. A. N. Leznov and M. N. Saveliev, "On the two-dimensional system of differential equa- 
tions," Commun. Math. Phys., 74, 111-119 (1980). 

25. P. Mansfield,"Solutions ofToda lattice,"Preprint Cambridge Univ., CB 39 EW (1982). 
26. A. V. Mikhailov, "On the integrability of the two-dimensional generalization of the Toda 

chain," Pis'ma Zh. Eksp. Teor. Fiz., 30, 443-448 (1978). 
27. E. Date and S. Tanaka, "Exact solutions for the periodic Toda lattice," Progr. Theor. 

Phys., 5__3, 267-273 (1976). 
28. I. M. Krichever, "Algebraic curves and nonlinear difference equations," Usp. Mat. Nauk, 

33, No. 4, 215-216 (1978). 
29. A. R. Its and V. B. Matveev, "On a class of solutions of the Korteweg--de Vries equation," 

in: Problems of Mathematical Physics [in Russian], Vol. 8, Leningrad State Univ. (1978). 
30. J. D. Fay, Theta Functions on Riemann Surfaces, Lecture Notes in Math., 352, Springer- 

Verlag, Berlin (1973). 
31. H. Bateman and A. Erdelyi, Higher Transcendental Functions, Vols. I and II, McGraw-Hill, 

New York (1953). 
32. L. D. Landau and E. M. Lifshits (Lifshitz), Quantum Mechanics. Non-Relativistic Theory, 

Addison-Wesley, Reading (1958). 
33. V. P. Maslov, Operator Methods [in Russian], Nauka, Moscow (1973). 
34. S. V. Manakov, "On complete integrability and stochastization in discrete dynamical 

systems," Zh. Eksp. Teor. Fiz., 67, No. 2, 543-555 (1974). 
35. I. M. Krichever, "The algebraic-geometric spectral theory of the SchrSdinger difference 

operator and the Peierls model," Dokl. Akad. Nauk SSSR, 265, No. 5, 1054-1058 (1982). 
36. L. A. Bordag and V. B. Matveev,"Darboux transformation and explicit solutions of the 

cylindrical KdV," Preprint LPTH E No. 6, Leipzig (1979). 
37. V. S. Dryuma, "Analytic solutions of the axisymmetric Korteweg-de Vries equation," Izv. 

Akad. Nauk Moldav. SSR, ~, 297-301 (1976). 

223 


