
P1: IML/SPH P2: IML/SPH QC: IML/SPH T1: IML

PB440-15 HIDA-0662G PB440-Hida-v4.cls October 29, 2003 22:7

CHAPTER 15

INTEGRAL REPRESENTATION OF WHITTAKER FUNCTIONS

By Hervé Jacquet

To Joseph Shalika

1. Introduction. Recently, the converse theorem has been used to prove spec-
tacular results in the theory of automorphic representations for the group GL(n)
(see [KS], [CKPSS] for instance). The converse theorem ([CPS1] & [CPS2]) is
based in part on a careful analysis of the properties of the Rankin-Selberg integrals
at infinity ([JS]). The simplest example of such an integral takes the form

�(s, W, W ′) =
∫

Nn\Gn

W

[(
g 0
0 1

)]
| det g |s−1/2 W ′(g)dg.

Here W is in the Whittaker model W(π, ψ) of a unitary generic representation
π of GL(n, F) and W ′ in W(π ′, ψ) where π ′ is a unitary generic representation
of GL(n − 1, F) (see below for unexplained notations). One of the difficulties of
the theory is that the representations π and π ′ need not be tempered. Thus one
is led to consider holomorphic fiber bundles of representations (πu) and (π ′

u′), for
instance, non-unitary principal series. Correspondingly, the functions W = Wu and
W ′ = W ′

u′ depend also on u and u′. They are associated with sections of the fiber-
bundle of representations at hand. Rather than standard sections (with a constant
restriction to the maximal compact subgroup), we consider convolutions of standard
sections with smooth functions of compact support. It is difficult to prove that
the integrals �(s, Wu, W ′

u′) are meromorphic functions of (s, u, u′). The elaborate
technics of [JS] were designed to go around this difficulty. In particular, there,
the analytic properties of the integral as functions of s, as well as their functional
equations, were found to be equivalent to a family of identities (depending on
(u, u′)) which were then established by analytic continuation with respect to the
parameters (u, u′). In the present note, we first find integral representations for Wu

and W ′
u′ which converge for all values of the parameters (u, u′). In particular, it is

easy to obtain estimates for Wu and W ′
u′ which are uniform in (u, u′). Then, using

these integral representations, we show that the integrals at hand are meromorphic
functions of (s, u, u′). This being established, one can use the methods of [JS]
to prove the functional equations. We do not repeat this step here because it is
now much easier: one first proves that the integrals are meromorphic functions
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of (s, u, u′) and then one proves the functional equation. In contrast, in [JS], we
add to prove simultaneously the analytic continuation and the functional equation.
Moreover, it was difficult to obtain estimates for the functions. Having the functional
equation at our disposal, we obtain the more precise result that the integral is a
holomorphic function of (s, u, u′) times the appropriate � factor. We emphasize
that the � factor is itself a meromorphic function of (s, u, u′). Thus the proofs here
are much simpler than in [JS].

Another advantage of the present approach is that we obtain directly the proper-
ties of the integrals for smooth vectors. In [JS], we first established the properties of
the integrals for Kn-finite vectors and then used the automatic continuity theorem
(Casselman and Wallach, see [W] 11.4) to extend the results to smooth vectors.
Needless to say, we use extensively (and most of the time implicitly) the existence
of a canonical topological model for representations of GL(n) ([W], Chapter 11).

In addition, we have now at our disposal the very complete results on the
Whittaker integrals contained in the remarkable book of N. Wallach ([W], Chap-
ter 15).

Since the publication of [JS], there have been several papers containing related
results ([D], [S], [St]).

In this note we will not discuss the more subtle question of proving that the
appropriate � factor can be obtained in terms of the integral. In [JS], it is established
that the � factor, in other words, the factor L(s, π × π ′), is equal to an integral of
the form ∫

W

[(
g 0
0 1

)
, g

]
| det g |s−1/2 dg,

where W is a function on GL(n, F) × GL(n − 1, F) which belongs to the
Whittaker model of π ⊗ π ′. In other words, the function W corresponds to a smooth
vector for the representation π ⊗ π ′ which needs not be of the form

∑
i vi ⊗ v ′

i .
One could use this to prove directly that the global L-function L(s, π × π ′) is entire
and bounded in vertical strips and similarly for the other Rankin-Selberg integrals.
Of course, this is no longer needed as direct proofs from the theory of Eisenstein
series are now available ([GS], see also [RS]). Nonetheless, the following question
is still of interest, namely, to show that

L(s, π × π ′) =
∑

i

�(s, Wi , W ′
i ),

where the functions Wi and W ′
i are respectively Kn and Kn−1 finite. We will show

this is the case in another paper. A more subtle question is to identify precisely the
functions Wi and W ′

i (see [St1] & [St2] for a special case). The integrals attached
to the pair of integers (n, n) have analogous properties. However, for the Rankin-
Selberg integrals attached to pairs (n, m) with m < n − 1 the L-factor cannot be
obtained in terms of K -finite vectors but only in terms of smooth vectors in the
tensor product representation ([JS]).
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proof given here is similar to, but different of, the original unpublished proof of the
results of [JS]. Moreover, a suggestion of Piatetski-Shapiro is used in a somewhat
different form. Thus I must thank both of my former collaborators without being
able to pinpoint precisely their contribution.

The paper is arranged as follows. In section 2, we review results on Whittaker
linear forms for the principal series. In section 3, we present the main ideas of our
construction in the case of the group GL(2). Section 4 contains auxiliary but crucial
results. In section 5, we give an integral representation for our sections which leads
to the integral representation of Whittaker functions in section 6. In section 7 we
give the main properties of the Whittaker functions. In sections 8 to 10, we prove the
main result on Rankin-Selberg integrals for the pairs (n, n). Finally, in section 11,
we give a few indications on how to treat the case of the Rankin-Selberg integrals
for the other cases.

2. Whittaker linear form for principal series. Let F be the field of real or
complex numbers. We denote by | z |F or simply αF (z) the module of z ∈ F . Thus
αF (z) = zz if F is complex. We will denote by ψ a non-trivial additive character
of F and by dx the corresponding self-dual Haar measure on F . We will set

d×x = dx

| x |F
L(1, 1F ).

We denote by U1 the subgroup of z ∈ C such that zz = 1.
We will denote by Gn the group GL(n, F), by An the subgroup of diagonal

matrices, by Bn the group of upper triangular matrices, by Nn the group of upper
triangular matrices with unit diagonal. We write Bn and N n for the corresponding
groups of lower triangular matrices. All these groups are regarded as algebraic
groups over F . We denote by Kn the standard maximal compact subgroup of Gn .
We often write Gn for Gn(F) and so on for the other groups. We define a character
θn : Nn → U1 by

θn(v) = ψ

( ∑
1≤i≤n−1

vi,i+1

)
.

When there is no confusion, we often drop the index n from the notations.
We shall say that a character of module 1 of F× is normalized, if its restriction

to R
×
+ is trivial. Hence if F = R every normalized character is either trivial or of

the form t → t | t |−1. If F = C then every normalized character has the form

z →
(

z

(zz)
1
2

)n

or z →
(

z

(zz)
1
2

)n

with n ∈ N. Let µ = (µ1, µ2, . . . , µn) be a n-tuple of normalized characters of
F×. Given u= (u1, u2, . . . , un) a n-tuple of complex numbers, we consider the
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representation of G = GL(n, F)

u = I (µ1α
u1, µ2α

u2, . . . , µnα
un )(1)

induced by the quasi-characters µiα
ui and the group Bn . A function f in the space

of the representation is a smooth function f on Gn(F) with complex values such
that

f (vag) = µ(a)
∏

1≤≤i≤n−1

| ai |ui − n−i
2 f (g),

for all v ∈ N n , a = diag(a1, a2, . . . , an) ∈ An and g ∈ Gn; we have written µ(a) =∏
i µi (ai ).

We will use Arthur’s standard notations. Therefore let

a
∗ = HomF (An, F×) ⊗Z R � R

n

be the real vector space generated by the algebraic characters of An . Let a be
the dual vector space. Let ρ ∈ a∗ be the half sum of the roots positives for Bn

(i.e., the roots in Nn). We also denote by αi the simple roots. We have a map
H : Gn → a defined by e〈H (a),u〉 = ∏ | ai |ui for a ∈ An , and H (vak) = H (a), for
v ∈ Nn , k ∈ Kn , a ∈ An . We also define H ′ : Gn → a by H ′(vak) = H (a), for
v ∈ N n , k ∈ Kn , a ∈ An . Thus a function f in the space of the representation is a
smooth function such that

f (g) = f (vak) = µ(a) f (k)e〈H ′(g),u−ρ〉>.

Such a function is determined by its restriction to Kn . Let therefore V (µ) be the
space of smooth functions f : Kn → C such that

f (ak) =
∏

µi (ai ) f (k)

for all a ∈ A ∩ K . If f ∈ V (µ) then for every u the function fu defined by

fu(vak) = f (k)e〈H (a),u−ρ〉

is in the induced representation. Such a section of the fiber bundle of the represen-
tations is called a standard section.

Suppose that fu is a standard section. Let φ be a smooth function of compact
support on G(F). Then the function fφ,u defined by

fφ,u(g) :=
∫

G(F)
fu(gx)φ(x)dx(2)

is, for every u, an element of the corresponding induced representation. More
precisely, its value on g ∈ Kn is given by∫

G(F)
fu(x)φ(g−1x)dx =

∫
N×K×A+

f (k)φ(g−1nak)e〈H (a),u−ρ〉dndadk.
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We often say that such a section is a convolution section. For f ∈ V (µ), we define
the Whittaker integral

Wu( f ) :=
∫

fu(n)θ (n)dn.(3)

It converges when �(ui+1 − ui ) > 0 for 1 ≤ i ≤ n − 1 and extends to an entire
function of u ([W], Chapter 11). We claim the same is true of the integral∫

fφ,u(n)θ (n)dn.(4)

Indeed, we appeal to a simple lemma, which will be constantly used in this paper.

Lemma 1. Let V be a locally convex complete topological vector space. Let
� be an open subset of C

n. Suppose that A : � → V is a continuous holomorphic
map. Suppose that we are given a map λ : � × V → C, which is continuous and
such that, for every v ∈ V , the map s → λ(s, v) is holomorphic, and for every s,
the map v → A(s, v) is linear. Then the map s → λ(s, A(s)) is holomorphic.

Proof. Indeed the map (s1, s2) → λ(s1, A(s1)) from � × � to C is continuous
and separately holomorphic. Hence it is holomorphic. Thus its restriction to the
diagonal is holomorphic. �

We will write Wu( fu) and Wu( fφ,u) for the above integrals. Recall ([W], Chap-
ter 11) that for a given u, the integral (3) defines a non-zero linear form on the space
V (µ). Moreover, within a constant factor, it is the only continuous linear form W
such that, for all v ∈ Nn ,

W(u(v) f ) = θ (v)W( f ).

We denote by W(u, ψ) the space spanned by the functions

g → Wu(u(g) fu).

At least when u is irreducible, this is the Whittaker model of u .

3. The case of GL(2). For an introduction, we review the case of GL(2)
which was considered in previous papers (for instance [GJR]). Let fu(•) be a
section, for instance, a standard section. Thus

fu

[(
a1 0
x a2

)
k

]
= µ1(a1) | a1 |u1−1/2 µ2(a2) | a2 |u2+1/2 fu(k).

If φ is a smooth function of compact support then the convolution of fu and φ is a
new section fφ,u defined by

fφ,u(g) =
∫

fu(gx)φ(x)dx =
∫

f (x)φ(g−1x)dx =
∫

fu(x−1)φ̌(xg)dx
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hervé jacquet378

where we set φ̌(g) := φ(g−1). To compute this integral we set

x = k

(
1 0
y 1

) (
a1 0
0 a2

)
.

Then

dx = dkdyd×a1d×a2

and the integral becomes∫
fu(k−1)φ̌

[
k

(
1 0
y 1

) (
a1 0
0 a2

)
g

]
µ1(a1)−1 | a1 |−u1+1/2 µ2(a2) | a2 |−u2−1/2 dkdyd×a1d×a2.

Let us set

gu(g) =
∫

f (k−1)φ̌

[
k

(
1 0
y 1

) (
1 0
0 a2

)
g

]

µ2

(
det

[(
1 0
y 1

) (
1 0
0 a2

)
g

]) ∣∣∣∣det

[(
1 0
y 1

) (
1 0
0 a2

)
g

]∣∣∣∣−u2−1/2

dkdyd×a2.

This function of g is invariant on the left under the subgroup P of matrices of the
form (

1 0
∗ ∗

)
.

Thus there is a function �u[•] on F2 such that

�u[(1, 0)g] = gu(g).

In particular, the function

(x, y) → �u[(x, y)]

has support in a fixed compact set of F2 − 0. Then

fφ,u(g) =
∫

gu

[
g

(
t 0
0 1

)]
µ2µ

−1
1 (t) | t |u2−u1+1 d×t µ2(det g) | det g |u2+1/2

=
∫

�u[(t, 0)g] | t |u2−u1+1 d×t µ2(det g) | det g |u2+1/2 .

We now compute

Wu( fφ,u) =
∫

fφ,u

[(
1 x
0 1

)]
ψ(−x)dx

=
∫ ∫

�u [(t, t x)] µ2µ
−1
1 (t) | t |u2−u1+1 d×tψ(−x)dx .
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This double integral converges absolutely for �u2 > �u1. If we change x to xt−1

we get: ∫
F1(�u)[(t, t−1)] | t |u2−u1 d×t

where we denote by a F1 (or simply �̂) the partial Fourier transform with respect
to the second variable:

F1(�)(x, y) =
∫

�(x, z)ψ(−zx)dz.

It is then clear that this new integral converges for all values of u. For the case of
GL(2), it is the integral representation alluded to in the introduction.

To obtain a more general formula, we introduce two representations l2 and l̂2

of GL(2, F) on S(F2) by

l2(g)�(X ) = �(Xg) , l̂2(g)F1(�) = F1(l2(g)�).

Then Wu(g) := Wu(ρ(g) fφ,u) is given by

Wu(g) =
∫

l̂2(g)F1(�u)[(t, t−1)]µ2µ
−1
1 (t) | t |u2−u1 d×t

µ2(det g) | det g |u2+ 1
2 .

For instance, if α = diag(α1, α2), then

Wu(α) =
∫

F1(�u)
[(

tα1, t−1α−1
2

)]
µ2µ

−1
1 (t) | t |u2−u1 d×t

µ2(α1α2) | α1α2 |u2 | α1 |1/2| α2 |−1/2 .

4. A reduction step. We will need an elementary but crucial result which
in the case of GL(2) describes the space of function represented by the integrals
Wu(u(g) fφ,u). We will set ZF = Z if F is real and ZF = Z/2 if F is complex.

Proposition 1. Let � be an open, connected, relatively compact set of C, the
closure of which is contained in C − ZF . Let X be an auxiliary real vector space
of finite dimension. Given � ∈ S(F2 ⊕ X) and u ∈ � there are �1,u and �2,u in
S(F ⊕ X) such that, for all u ∈ �,

w�,u(t1, t2 : X ) :=
∫

�(t1t, t2t−1 : X ) | t |u µ(t)d×t

is equal to

�1,u(t1t2 : X ) | t1 |−u µ−1(t1) + �2,u(t1t2 : X ) | t2 |u µ(t2).

One can choose the functions �i,u(t : X ) in such a way that the maps u → �i,u(• : •)
are holomorphic maps from� toS(F ⊕ X). Furthermore, if� remains in a bounded
set, then the functions �i,u remain in a bounded set. Finally, if � = �s depends
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holomorphically on s ∈ �′, �′ open in C
n, and remains in a bounded set for all

values of s, one can choose the functions �∗ to depend holomorphically on (u, s)
and to remain in a bounded set.

Proof. We begin the proof with a variant of the Borel lemma, as expounded in
[H], Theorem 1.2.6. �

Lemma 2. Let f j be a sequence of holomorphic functions on an open, con-
nected, set � of C

n. Assume each f j is bounded. For any ε > 0 there is a smooth
function f (u, t) on �×] − ε, ε[ with the following properties. The function is holo-
morphic in u and, for each j ≥ 0,

∂ f j

∂t j
(u, 0) = f j (u).

Finally the support of f has a compact projection on the second factor.

Proof of the Lemma. We choose a smooth function g of compact support con-
tained in ] − ε, ε[, with g(t) = 1 for t sufficiently close to 0. Next we choose
0 < ε j < 1 and set

g j (u, t) = g

(
t

ε j

)
t j

j!
f j (u).

We have then, for α < j ,∣∣∣∣∂αg j (u, t)

∂tα

∣∣∣∣ ≤ Cα, j sup
�

| f j | ε
j−α

j ≤ C j sup
�

| f j | ε j

where C j = supα< j Cα depends only j (and our choice of g). If

ε j ≤ 1

C j sup� | f j | 2 j

then, for all α < j , ∣∣∣∣∂tαg j (u, t)

∂tα

∣∣∣∣ ≤ 2− j .

The function

f (u, t) =
∑

j

g j (u, t)

has the required property. �

In the same way, one proves the following lemma.

Lemma 3. Let f j,k be a double sequence of holomorphic functions on an open
set � of C

n. Assume each f j,k is bounded. For any open disc D of center 0 in C,
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there is a smooth function f (u, t) on � × D with the following properties. The
function is holomorphic in u and, for each j ≥ 0, k ≥ 0,

∂ f j+k

∂t j∂t k (u, 0) = f j,k(u).

Finally the support of f has a compact projection on the second factor.

Another variant of the Borel lemma is as follows.

Lemma 4. Let f j be a sequence of Schwartz functions on some vector space U.
For any ε > 0 there is a Schwartz function f on U ⊕ R, supported on U × [−ε, ε]
such that, for every j ≥ 0,

∂ f j

∂t j
(u, 0) = f j (u).

Indeed, we may view a Schwartz function on U as a smooth function on the sphere
S in U ⊕ R which, in addition, vanishes as well as all its derivatives at some point
P0 ∈ S. We construct the required function f as before as a sum of a series

f (s, t) =
∑

j

g

(
t

ε j

)
t j

j!
f j (s)

which can be differentiated term wise. In particular f and all its derivatives in the
s variables vanish at any point of the form (P0, t).

We go back to the proof of the proposition. To be definite we assume that F is
complex. The real case is somewhat simpler. We recall that an integral∫

�(t) | t |s d×t

converges absolutely for �s > 0 and extends meromorphically with a simple pole
at s = 0 and residue �(0). Let ξ be a normalized character. To find the poles and
residues of an integral of the form∫

�(t) | t |s ξ (t)d×t

in the half plane �s > −M − 1, we choose a smooth function of compact support
φ0 on F equal to 1 near 0. We write

�(t) = φ0(t)�(t) + (1 − φ1)�(t)

= φ0(t)
∑

n1+n2≤M

t n1 t n2

n1!n2!

∂n1+n2�

∂t n1∂t n2
(0) + r (t).
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Then the integral is the sum of∫
r (t) | t |s ξ (t)d×t

which has no pole in the half plane and∑
n1+n2≤M

1

n1!n2!

∂n1+n2�

∂t n1∂t n2
(0)

∫
φ0(t) | t |s ξ (t)t n1 t n2d×t.

Each term contributes (at most) one simple pole at any point s such that there are
integers n1 ≥ 0, n2 ≥ 0 with

| t |s ξ (t)t n1 t n2 ≡ 1.

The residue is then

1

n1!n2!

∂n1+n2�

∂t n1∂t n2
(0).

For instance, if ξ (z) = (z/
√

zz)r with r ≥ 0, there is a pole at any point − r
2 − n

with n ≥ 0 integer. The residue is given by the above formula with n1 = n and
n2 = n + r .

Coming back to our integral, we will first prove the Proposition when there is
no auxiliary space X and no dependence on some complex parameter s. We remark
that, after a change of variables, we can reduce ourselves to the case where t2 = 1,
in other words, study the function wu(a) := w�,u(a, 1). We then have to show that

wu(a) = �1,u(a) | a |−u µ−1(a) + �2,u(a).

After a change of variables, we find∫
wu(a) | a |s ξ (a)d×a

=
∫ ∫

�(t2, t1) | t2 |s ξ (t2)d×t2 | t1 |s−u ξµ−1(t1)d×t1.

Consider for one moment the following function of two variables:

A(s2, s1) :=
∫ ∫

�(t2, t1) | t2 |s2 ξ (t2)d×t2 | t1 |s1 ξµ−1(t1)d×t1.

It is meromorphic function of (s2, s1) with hyperplane singularities. There are sin-
gularities on some of the hyperplanes

s2 + z2 = 0, z2 ∈ ZF , z2 ≥ 0

and on some of the hyperplanes

s1 + z1 = 0, z1 ∈ ZF , z1 ≥ 0.
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Now consider the function A(s, s − u). In C
2, a singular hyperplane

s + z2 = 0

and a singular hyperplane

s − u + z1 = 0

intersect only at points where u ∈ ZF . In particular, if u is not in ZF , then
A(s, s − u), viewed as a function of s, has only simple poles. At a pole where
s is such that

| t2 |s ξ (t2)tn1
2 tn2

2 ≡ 1

the residue is equal to

1

n1!n2!

∫
∂n1+n2�

∂tn1
2 ∂tn2

2

(0, t1) | t1 |−u t−n1
1 t−n2

1 µ−1(t1)d×t1.

Note that the integral defines a holomorphic function of u in the complement of
ZF .

Likewise, at a pole where s is such that

| t1 |s−u ξµ−1(t1)tm1
1 tm2

1 ≡ 1

the residue is equal to

1

m1!m2!

∫
∂m1+m2�

∂tm1
1 ∂tm2

1

(t2, 0) | t2 |u µ(t2)t−m1
2 t−m2

2 d×t2.

Applying the variant of Borel lemma given above, we can find smooth functions of
compact support �2,u(a) and �1,u(a), depending holomorphically on u, such that,
for all u ∈ �,

∂n1+n2�2,u

∂a n1∂a n2
(0) =

∫
∂n1+n2�

∂tn1
2 ∂tn2

2

(0, t1) | t1 |−u t−n1
1 t−n2

1 µ−1(t1)d×t1(5)

and

∂m1+m2�1,u

∂a m1∂a m2
(0) =

∫
∂m1+m2�

∂tm1
1 ∂tm2

1

(t2, 0) | t2 |u µ(t2)t−m1
2 t−m2

2 d×t2.(6)

The difference between ∫
wu(a) | a |s ξ (a)d×a

and

Bu :=
∫

�2,u(a) | a |s ξ (a)d×a +
∫

�1,u(a) | a |s−u ξµ−1(a)d×a(7)

is then, by construction, an entire function of s. It is rapidly decreasing in a vertical
strip and also rapidly decreasing with respect to ξ . It follows there is a smooth
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function �u(a) on F , rapidly decreasing at infinity, with zero derivatives at 0 such
that the above difference is ∫

�u(a) | a | ξ (a)d×a

for all ξ . Furthermore, the function depends holomorphically on u. We obtain our
claim with �2,u replaced by �2,u + �u .

If there is an auxiliary vector space X and dependence on a complex parameter
s we use the variants of the Borel lemma to choose the functions �i,u(x : X : s) in
such a way that

∂n1+n2�2,u

∂a n1∂a n2
(0 : X : s)

=
∫

∂n1+n2�

∂tn1
2 ∂tn2

2

[(0, t1) : X : s] | t1 |−u t−n1
1 t−n2

1 µ−1(t1)d×t1

and

∂m1+m2�1,u

∂a m1∂a m2
(0 : X : s)

=
∫

∂m1+m2�

∂tm1
1 ∂tm2

1

[(t2, 0) : X : s] | t2 |u µ(t2)t−m1
2 t−m2

2 d×t2.

In fact, we will need the following supplement to the previous proposition.

Proposition 2. Let 0 < a be real a number not in ZF and S the strip {u| − a <

�u < a}. Let P(u) = P(−u) be the polynomial
∏

(u − u j ), where the product is
over all u j ∈ S ∩ ZF . Given � ∈ S(F2 ⊕ X) set as before

w�,u(t1, t2 : X ) :=
∫

�(t1t, t2t−1) | t |u µ(t)d×t.

For each u ∈ S, there are �1,u and �2,u in S(F ⊕ X) such that, for u ∈ S,

P(u)w�,u(t1, t2 : X )

= �1,u(t1t2 : X ) | t1 |−u µ−1(t1) + �2,u(t1t2 : X ) | t2 |u µ(t2).

One can choose the functions in such a way that the maps u → �i,u from S

to S(F ⊕ X) are holomorphic and, furthermore, the functions �i,u remain in a
bounded set if � does. Finally, if � depends holomorphically on s ∈ �′, �′ open in
C

m, and remains in a bounded set for all values of s, one can choose the functions
�∗ to depend holomorphically on (u, s) and to remain in a bounded set.

Proof. The proof is similar to the proof of the previous proposition. The only
difference is that we choose the functions �i,u such that they satisfy, instead of (5)



P1: IML/SPH P2: IML/SPH QC: IML/SPH T1: IML

PB440-15 HIDA-0662G PB440-Hida-v4.cls October 29, 2003 22:7

integral representation of whittaker functions 385

and (6) the following relations, for all u ∈ S,

∂n1+n2�2,u

∂a n1∂a n2
(0) = P(u)

∫
∂n1+n2�

∂tn1
2 ∂tn2

2

(0, t1) | t1 |−u t−n1
1 t−n2

1 µ−1(t1)d×t1

and

∂m1+m2�1,u

∂a m1∂a m2
(0) = P(u)

∫
∂m1+m2�

∂tm1
1 ∂tm2

1

(t2, 0) | t2 |u µ(t2)t−m1
2 t−m2

2 d×t2.

Again, the right-hand sides integrals are holomorphic functions of s in S. To finish
the proof as before, we need only check that the difference between

Au(s) := P(u)
∫

wu(a) | a |s ξ (a)d×a

and Bu(s) defined in (7) is, for each u ∈ S, a holomorphic function of s. For u �∈ ZF ,
this follows directly as before from the constructions. Consider now a u0 ∈ S ∩ ZF .
Then Au0 (s) ≡ 0. Thus we need to check that Bu0 (s) is a holomorphic function of s.
We write P(u) = P1(u)(u − u0). Consider then a potential pole s0 of the first term
in Bu . This means that, for suitable integers n1, n2 ≥ 0,

| a |s0 ξ (a)an1an2 ≡ 1.(8)

The residue of the first term is then P1(u0) times

u − u0

n1!n2!

∫
∂n1+n2�

∂tn1
2 ∂tn2

2

(0, t1) | t1 |−u t−n1
1 t−n2

1 µ−1(t1)d×t1

∣∣∣∣
u=u0

.

This is zero unless u0 is a singularity of the integral, that is, for suitable integers
m1 ≥ 0, m2 ≥ 0,

| t1 |−u0 t−n1
1 t−n2

1 µ−1(t1)tm1
1 tm2

2 ≡ 1.(9)

The residue is then

− P1(u0)

n1!n2!m1!m2!

∂n1+n2+m1+m2�

∂tn1
2 ∂tn2

2 ∂tm1
1 ∂tm2

1

(0, 0).

On the other hand, we have from (8) and (9)

| a |s0−u0 ξµ−1(a)am1am2 ≡ 1.

Thus s0 is a potential pole of the second term with residue

P1(u0)
(u − u0)

m1!m2!

∫
∂m1+m2�

∂tm1
1 ∂tm2

1

(t2, 0) | t2 |u µ(t2)t−m1
2 t−m2

2 d×t2

∣∣∣∣
u=u0

.

From (8) and (9) we get

| t2 |u0 µ(t2)t−m1
2 t−m2

2 tn1
2 tn2

2 ≡ 1.
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We see that u0 is a pole of this integral and so the residue of the second term at s0 is

P1(u0)

n1!n2!m1!m2!

∂n1+n2+m1+m2�

∂tn1
2 ∂tn2

2 ∂tm1
1 ∂tm2

1

(0, 0).

We see then that the sum of the two terms has no pole at s0. The same analysis
applies to the second term. Our assertion follows. �

We will need a coarse majorization of our functions.

Proposition 3. For � ∈ S(F2 ⊕ X) set

w�,u(t1, t2 : X ) :=
∫

�(t1t, t2t−1) | t |u µ(t)d×t.

Suppose that � is in a bounded set and �u in a compact set. Then, there is M > 0
such that, for every N > 0, there is φ ≥ 0 in S(X) such that

|w�,u(t1, t2 : X )| ≤| t2 |�u φ(X )
| t1t2 |−M

(1+ | t1t2 |)N

If � is in a bounded set and u purely imaginary, there is, for every N > 0, a function
φ ≥ 0 in S(X) such that

|w�,u(t1, t2 : X )| ≤ φ(X )
A + B | log | a ||

(1+ | a |)N .

Proof. Say F is complex. We may as well study

w�,u(a : X ) :=
∫

�(at, t−1) | t |u µ(t)d×t.

We may bound � in absolute value by a product �0(t)�(X ) with fixed non-negative
Schwartz functions and replace u by its real part. Then the integral is bounded, for
all N1, N2, by a constant times �(X ) times∫ | t |u

(1+ | at |)N1 (1+ | t−1 |)N2
d×t ≤ | a |−N1

∫ | t |N2−N1+u

(1+ | t |)N2
d×t.

The first assertion follows then by considering separately the case | a |≤ 1 and the
case | a |≥ 1.

For the second assertion we may assume u = 0. We need only consider the
estimate for | a |≤ 1. We write∫

1

(1+ | at |)N1
(
1+ | t−1 |)N2

d×t

as the sum of ∫
|t |≤1

| t |N2

(1+ | at |)N1 (1+ | t |)N2
d×t
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and ∫
|t |≥1

| t |N2

(1+ | at |)N1 (1+ | t |)N2
d×t.

The first integral is bounded independently of a. The second is bounded by∫
|t |≥1

1

(1+ | at |)N1
d×t =

∫
|t |≥|a|

1

(1+ | t |)N1
d×t

which is in turn bounded by a polynomial of degree 1 in log | a |. �

5. Integral representation of sections. Our goal in this section is to obtain
an integral representation of sections of the form fφ,u . Assume that φ = φ1 ∗ φ2 ∗
· · · ∗ φn−1 with φi ∈ D(Gn). According to [DM], every element of D(Gn) is a sum
of such products, so there is no loss of generality. Let fu be a standard section. We
consider the section fφ,u defined by

fφ,u(g) =
∫

fu(gx)φ(x)dx(10)

or, more explicitly,

fφ,u(g) =
∫

fu[gx1x2 · · · xn−1]φ1(x1)φ2(x2) · · · φn−1(xn−1)dx1dx2 · · · dxn.

We set

Vn := M(1 × 2, F) × M(2 × 3, F) × · · · × M(n − 1 × n, F).(11)

We denote by Ri the set of matrices of rank i in M(i × i + 1, F).

Proposition 4. There is a function

�u [X1 : X2 : · · · : Xn−1]

on C
n × Vn with the following properties. It is a smooth function, holomorphic in

u. The projection of its support on the i − th factor is contained in a fixed compact
subset of Ri . Finally, for every u,

fφ,u(g) = | det g |un+ n−1
2 µn(det g)

×
∫

�u
[
(g1, 0)g−1

2 : (g2, 0)g−1
3 : · · · : (gn−2, 0)g−1

n−1 : (gn−1, 0)g
]

i=n−1∏
i=1

| det gi |ui+1−ui +1 µi+1µ
−1
i (det gi )dgi ;

in this integral, each variable gi is integrated over GL(i, F).
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Note that the integral is convergent for all u under the restricted assumption on
the support of �. This would not be true for a Schwartz function or even a function
of compact support.

In what follows, by abuse of language, we will suppress the characters µi

from the notations. The reader will easily re-establish them by replacing | det g |un

by µn(det g) | g |un and so on. It will be more convenient to prove the result for
somewhat more general sections. Namely, we consider functions of the form

fu[g, g1, g2, . . . , gn−1]

which are smooth functions on C
n × GL(n)n and holomorphic in u; we assume

that, for fixed u and fixed (gi ), the function

g → fu[g, g1, g2, . . . , gn−1]

belongs to the space of u . The projection of the support of f on the i + 1-th factor
is contained in a fixed compact set of GL(n). Then

g →
∫

fu[gx1x2 · · · xn−1, x1, x2, . . . , xn−1]dx1dx2 · · · dxn(12)

is the type of section for which we prove our integral representation, by induction
on n.

Thus we assume our assertion established for sections of this type and the
integer n − 1. In fact, for the purpose of carrying out our induction, we should
consider more generally functions of the form

fu,s[g, g1, g2, . . . , gn−1, h]

where the s is an auxiliary complex parameter and the last variable h is in some
auxiliary manifold S; the function depends holomorphically on s and the projection
of its support on S is contained in a fixed compact set. Then the function �u of
the Proposition would also depend on s and h with obvious properties. We simply
ignore this complication.

Consider a section of the type (12). It is convenient to introduce

f 1
u [g, x1, x2, . . . , xn−1; s] = fu

[
g, x−1

1 , x2, . . . , xn−1
]

and then the integral defining (12) takes the form∫
f 1
u

[
x1x2 · · · xn−1, x−1

1 g, x2, . . . , xn−1
]

dx1dx2 · · · dxn−1.

Next, we use the Iwasawa decomposition of x1, in the form

x1 = p1k1,

p1 =
(

gn−1 0
X t

)
=

(
gn−1 0

0 1

) (
1n−1 0

X t

)
(13)



P1: IML/SPH P2: IML/SPH QC: IML/SPH T1: IML

PB440-15 HIDA-0662G PB440-Hida-v4.cls October 29, 2003 22:7

integral representation of whittaker functions 389

with k1 ∈ Kn , gn−1 ∈ GL(n − 1), t ∈ F×. After a change of variables, the integral
becomes ∫

f 1
u

[(
gn−1 0

0 1

)
x2 · · · xn−1, k−1

1 p−1
1 g, k−1

1 x2, . . . , xn−1

]
| t |un− n−1

2 dk1dgn−1d×td Xdx2 · · · dxn−1.

If we set

f 2
u (g, x1, x2, . . . , xn−1) =

∫
f 1
u (g, k−1

1 x1, k−1
1 x2, . . . , xn−1)dk1

then, after integrating over k1, we obtain∫
f 2
u

[(
gn−1 0

0 1

)
x2 · · · xn−1, p−1

1 g, x2, . . . , xn−1

]
| t |un− n−1

2 dgn−1d×td Xdx2 · · · dxn−1.

To continue we set

xi =
(

mi 0
0 1

)
pi , mi ∈ GL(n − 1, F), pi ∈ GL(n − 1, F)\GL(n, F).

Then
dxi = dmi dr pi

where dr p is an invariant measure on GL(n − 1, F)\GL(n, F). After a change of
variables, we get∫

f 2
u

[(
gn−1m2m3 · · · mn−1 0

0 1

)
pn−1, p−1

1 g,(
m2 0
0 1

)
p2, p−1

2

(
m3 0
0 1

)
p3, . . . , p−1

n−2

(
mn−1 0

0 1

)
pn−1

]

| t |un− n−1
2 dgn−1d×td X

n−1⊗
i=2

dmi

n−1⊗
i=2

dr pi .

We introduce a new function f 3
u on

C
n × GL(n − 1) × GL(n) × GL(n − 1)n−2

which is defined by

| det gn−1 |−1/2
n−1∏
i=2

| det mi |1/2 f 3
u [gn−1, g, m2, m3, . . . , mn−1] :

=
∫

f 2
u

[(
gn−1 0

0 1

)
pn−1, g,(

m2 0
0 1

)
p2, p−1

2

(
m3 0
0 1

)
p3, . . . , p−1

n−2

(
mn−1 0

0 1

)
pn−1

] i=n−1⊗
i=2

dr pi .
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It is clear that f 3
u is a smooth function, holomorphic in u, and the projection of its

support on each linear factor except the first one is contained in a fixed compact
set. Moreover, the function

gn−1 → f 3
u [gn−1, g, m2, m3, . . . , mn−1]

belongs to the space of the representation of GL(n − 1) determined by
(µ1, µ2, . . . , µn−1) and (u1, u2, . . . un−1).

Finally, we set

f 4
u (gn−1, g)

=
∫

f 3
u (gn−1m2m3 · · · mn−1, g, m2, m3, . . . , mn−1)dm2dm3 · · · dmn−1.

The section (12) can be represented by the integral∫
f 4
u

[
gn−1, p−1

1 g
] | det gn−1 |−1/2| t |un− n−1

2 dgn−1d×td X.(14)

We apply the induction hypothesis to the function gn−1 → f 4
u (gn−1, g). There

is a function �1
u on

C
n × Vn−1 × GL(n)

such that

f 4
u (gn−1, g) =| det gn−1 |un−1+ n−2

2(15)

×
∫

�1
u

[
(g1, 0)g−1

2 : (g2, 0)g−1
3 : · · · : (gn−3, 0)g−1

n−2 : (gn−2, 0)gn−1 : g
]

i=n−2∏
i=1

| det gi |ui+1−ui +1 dgi ;

the projection of its support on each factor of Vn−1 or the factor GL(n) is contained
in a fixed compact set; more precisely, for each factor of Vn−1, a compact set of Ri .

Finally, we can change variables in the integral (14) where p1 is given by (13)
to obtain ∫

f 4
u

[
g−1

n−1,

(
1n−1 0

X t

) (
gn−1 0

0 1

)
g

]
| det gn−1 |1/2| t |−un− n−1

2 dgn−1d×td X.

The above integral can be written as∫
f 4
u

[
g−1

n−1, p

(
gn−1 0

0 1

)
g

] ∣∣∣∣det p

(
gn−1 0

0 1

)
g

∣∣∣∣−un− n−1
2

(16)

dgn−1dr p | det gn−1 |un+ n
2 | det g |un+ n−1

2
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where the integral in p is over the group P of matrices of the form(
1n−1 0

∗ ∗
)

and dr p is a right invariant measure. In terms of �1
u this can be written as

| det g |un+ n−1
2

×
∫

�1
u

[
(g1, 0)g−1

2 : (g2, 0)g−1
3 : · · · : (gn−3, 0)g−1

n−2 : (gn−2, 0)g−1
n−1

: p

(
gn−1 0

0 1

)
g

] ∣∣∣∣det p

(
gn−1 0

0 1

)
g

∣∣∣∣−un− n−1
2

i=n−1∏
i=1

| det gi |ui+1−ui +1 dgi dr p.

There is a smooth function �u on C
n × Vn such that

�u(X1, X2, . . . , Xn−1, (1n−1, 0)g)(17)

=
∫

�1
u(X1, X2, . . . , Xn−1, pg) |det pg|−un− n−1

2 dr p.

As before, the projection of its support on the i − th linear factor of C
n × Vn is

contained in a fixed compact set of Ri . If we combine (14) and the formula just
before it we arrive at our conclusion.

We will need estimates on the function �u of the previous proposition.

Proposition 5. Suppose that φ is the convolution product of (n − 1) functions,
each of which is in a bounded set B of D(Gn) and the standard section fu (or rather
its restriction to Kn) is in a bounded set of V(µ). Fix a multi strip S = {u| − A <

�ui < A, 1 ≤ i ≤ n} in C
n. Then, there is a bounded set C of S(Vn) such that

�u ∈ C, for all u in S. Moreover, the map

( fu, φ1, φ2, . . . , φn−1) → �u

is continuous.

Proof. We prove the first assertion. The second assertion has a similar proof.
Our construction shows that the functions �u have a support contained in a fixed
compact set of Vn . Thus we have only to show that their derivatives are bounded
uniformly when u is in S. This follows from the following lemma. �

Lemma 5. Let S be a strip in C andB a bounded set ofD(Gn). For φ ∈ D(Gn),
u ∈ C, set

gu(g) =| det g |u µ(det g)φ(g)
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and

g1
u =

∫
P

gu(pg)dr p.

Let Rn−1 be the open set of matrices of maximal rank in M((n − 1) × n, F). Define
a function �u ∈ S(M((n − 1) × n, F)) with compact support contained in Rn−1

by

�u[(1n−1, 0)g] = g1
u(g).

If u is in a strip S and φ in a bounded set B, the function �u remains in a bounded
set of S(M((n − 1) × n, F)).

Proof of the Lemma. We have to show the derivatives of �u are uniformly
bounded. The group SL(n, F) is transitive on Rn−1 thus the above relation for
g ∈ SL(n, F) already determines �u . If X is in the enveloping algebra of SL(n, F)
(viewed as a real Lie group) it is easy to see that for u ∈ S and φ ∈ B, the function
ρ(X )gu is uniformly bounded. The same assertion is thus true for the function g1

u .
Since Rn−1 is isomorphic to P ∩ SL(n, F)\SL(n, F) as a manifold, it will suffice to
show that for every differential operator ξ on P ∩ SL(n, F)\SL(n, F) the function
ξg1

u is uniformly bounded for g ∈ SL(n, F) and u in the given strip. This is true
for an operator of the form ξ = ρ(X ) where X is in the enveloping algebra of
SL(n, F). Thus, in turn, it will suffice to show that every differential operator
on P ∩ SL(n, F)\SL(n, F) can be written as a linear combination of operators
of the form ρ(X ) with smooth coefficients. For instance, one may use the fact that
the map (g, k) → gk from SL(n − 1) × K ∩ SL(n − 1) to SL(n − 1, F) passes to
the quotients and defines an isomorphism of Kn−1 ∩ SL(n − 1, F)\(SL(n − 1) ×
K ∩ SL(n, F)) with P ∩ SL(n, F)\SL(n, F). �

6. Integral representation of Whittaker functions. In this section, our goal
is to obtain an absolutely convergent integral formula for Wu( fφ,u). To that end,
we introduce more notations. The groups GL(n − 1, F) and GL(n, F) operate on
the space of Schwartz functions on M((n − 1) × n, F) as follows:

ln(gn).�.rn−1(gn−1)[X ] = �[gn−1 Xgn].

As the notation indicates, ln is a left action and rn−1 a right action. We may identify
the space of (n − 1) × n matrices (n − 1 rows, n columns) to the direct sum of the
space Bl(n − 1, F) of lower triangular matrices of size (n − 1) × (n − 1) and the
space Bu(n − 1, F) of upper triangular matrices of size (n − 1) × (n − 1). For
instance, for n = 3, the matrix (

x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

)
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corresponds to the pair of matrices((
x1,1 0 0
x2,1 x2,2 0

)
,

(
0 x1,2 x1,3

0 0 x2,3

))
.

Accordingly, if � is a Schwartz function on M((n − 1) × n, F) we define its partial
Fourier transform Fn−1� or simply �̂ by

�̂(b1, b2) =
∫
Bu (n−1,F)

�(b1 ⊕ b′)ψ(−tr(b2b′))db′.

It is thus a function on Bl(n − 1, F) ⊕ Bl(n − 1, F). We can use this partial Fourier
transform to define two new representations r̂n , l̂n−1 by

Fn−1 (ln(gn).�.rn−1(gn−1)) = l̂n(gn).�̂.r̂n−1(gn−1),

on the space of Schwartz functions on Bl(n − 1, F) ⊕ Bl(n − 1, F).
The following formula will be very useful. Let α = diag(α1, α2, . . . , αn) be a

diagonal matrix of size n. Set

αb = diag(α1, α2, . . . , αn−1), αe = diag(α2, α3, . . . , αn).(18)

We will denote by α−b and α−e the inverses of the matrices αb, αe. Then:

ln(α)�(b1 ⊕ b′) = �(b1α
b ⊕ b′αe)(19)

l̂n(α)�̂(b1, b2) = �̂(b1α
b, α−eb2) | α2 |−1| α3 |−2 · · · | αn |−(n−1) .(20)

We can define analogous representations of the appropriate linear groups on the
space of Schwartz functions on

Vn := M(1 × 2, F) ⊕ M(2 × 3, F) ⊕ · · · ⊕ M(n − 1 × n, F).

They are denoted by r1, r2, . . . , rn−1,l2, l3, . . . , ln . For instance, if n = 3, then

l2(g2)l3(g3)�

[
(x1, y1) :

(
x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

)]
r2(g′

2)

= �

[
(x1, y1)g2 : g′

2

(
x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

)
g3

]
.

We can also define the partial Fourier transform F(�) = F1F2 · · ·Fn−1(�) of a
function � ∈ S(Vn). This partial Fourier transform is then a function on the direct
sum:

Un :=(21)

Bl(1, F) ⊕ Bl(1, F) ⊕ Bl(2, F) ⊕ Bl(2, F) ⊕ · · · ⊕ Bl(n − 1, F) ⊕ Bl(n − 1, F).
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We have also representations r̂1, r̂2, . . . , r̂n−1,l̂2, . . . , l̂n on the space S(Un). For
� ∈ S(Vn) we define F A(�) ∈ S(Un) by

F A(�)(22)

=
∫

l̂2(k2)l̂3(k3) · · · l̂n−1(kn−1)F(�)r̂2
(
k−1

2

)
r̂3

(
k−1

3

) · · · r̂n−1
(
k−1

n−1

)
i=n−1∏

i=2

µ−1
i µi−1(det ki )dki

the integral being over the product K2 × K3 × · · · × Kn−1.

Theorem 1. Suppose that fφ,u is the section represented by the integral of
Proposition 4. Set

�u = F A(�u).

Then

Wu( fφ,u)

=
∫

�u
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2a−b

n−1, a−1
n−2ae

n−1 : an−1, a−1
n−1

]
i=n−1∏

i=1

µi+1µ
−1
i (det ai ) | det ai |ui+1−ui dai .

Here ai is integrated over Ai .

Before we embark on the proof of the theorem we write down a more general
formula, which follows from the theorem.

Wu(u(g) fφ,u)(23)

=
∫

l̂n(g).�u
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · ·

: an−2a−b
n−1, a−1

n−2ae
n−1 : an−1, a−1

n−1

]
i=n−1∏

i=1

µi+1µ
−1
i (det ai ) | det ai |ui+1−ui dai × | det g |un+ n−1

2 µn(det g).

In particular, for a diagonal matrix α,

Wu(u(α) fφ,u)(24)

=
∫

�u
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · ·

: an−2a−b
n−1, a−1

n−2ae
n−1 : an−1α

b, a−1
n−1α

−e
]
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i=n−1∏
i=1

µi+1µ
−1
i (det ai ) | det ai |ui+1−ui dai

× | det α |un µn(det α)e〈H (α),ρ〉.

Proof. As before, we suppress the characters µi from the notations. Our task
can be summarized as follows. �

Lemma 6. Suppose � is a smooth function on Vn with compact support con-
tained in

∏
Ri . Define

f (g) =
∫

�
[
(g1, 0)g−1

2 : (g2, 0)g−1
3 : · · · : (gn−2, 0)g−1

n−1 : (gn−1, 0)g
]

i=n−1∏
i=1

| det gi |ui+1−ui +1 µi+1µ
−1
i (det gi )dgi .

Then, for �(ui+1 − ui ) > 0 for all i ,∫
Nn

f (vg)θn(v)dv

=
∫

l̂n(g)�
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 :

· · · : an−2a−b
n−1, a−1

n−2ae
n−1 : an−1, a−1

n−1

]
i=n−1∏

i=1

µi+1µ
−1
i (det ai ) | det ai |ui+1−ui dai

where � = F A(�).

We prove the lemma by induction on n. The case n = 2 was treated in sec-
tion 3. We may assume n > 2 and the lemma true for n − 1. Since F A(ln(g)�) =
l̂n(g)F A(�), it suffices to prove the formula for g = 1. We first compute

w(g) :=
∫

Nn−1

f

[(
v 0
0 1

)
g

]
θn−1(v)du.(25)

After a change of variables we find w(g) is equal to∫ ∫
�

[
(g1, 0)g−1

2 : (g2, 0)g−1
3 : · · · : (gn−2, 0)vg−1

n−1 : (gn−1, 0)g
]

i=n−1∏
i=1

| det gi |ui+1−ui +1 dgiθn−1(v)dv .
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We are led to introduce

�(gn−1 : X ) : =
∫

�
[
(g1, 0)g−1

2 : (g2, 0)g−1
3 : · · · : (gn−2, 0)gn−1 : X

]
(26)

i=n−2∏
i=1

| det gi |ui+1−ui +1 dgi

and

(gn−1 : X ) :=
∫

�u(vgn−1 : X )θn−1(v)dv .(27)

Then

w(g) =
∫

(g−1
n−1, (gn−1, 0)g) | det gn−1 |un−un−1+1 dgn−1.

We can apply the induction hypothesis to the function gn−1 → �u(gn−1 : X ). Before
we do, we remark that the representation l̂n−1 of GL(n − 1) onS(Un−1) and the rep-
resentation rn−1 of GL(n − 1) on S(M(n − 1) × n, F) give corresponding repre-
sentations on the space of Schwartz functions on Un−1 ⊕ M((n − 1) × n, F). By the
induction hypothesis, there is a Schwartz function �1 on that direct sum such that

(gn−1 : X )

=
∫

l̂n−1(gn−1).�1
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : X
]

i=n−2∏
i=1

| det ai |ui+1−ui dai .

It follows that

w(g) =
∫

l̂n−1
(
g−1

n−1

)
.�1

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 ,(28)

a−1
2 ae

3 : · · · : an−2, a−1
n−2 : (gn−1, 0)g

]
i=n−2∏

i=1

| det ai |ui+1−ui dai

| det gn−1 |un−un−1+1 dgn−1.

At this point, we use the Iwasawa decomposition of GL(n − 1) to write gn−1 =
kn−1bn−1 with kn−1 ∈ Kn−1 and b ∈ Bn−1. Then dgn−1 = dkn−1dr bn−1, where
dr bn−1 is a right invariant measure on Bn−1. Recalling our notational convention,
we replace �1 by the Schwartz function �2 defined by

�2 =
∫

Kn−1

l̂n−1
(
k−1

n−1

)
.�1

u .rn−1(kn−1)µnµ
−1
n−1(det kn−1)dkn−1

or, somewhat more explicitly,

�2(•, X ) =
∫

Kn−1

l̂n−1
(
k−1

n−1

)
.�1(•, kn−1 X )µnµ

−1
n−1(det kn−1)dkn−1.
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We keep in mind the relation

(vgn−1, X ) = (gn−1, X )θn−1(v).

It is equivalent to the relation∫
l̂n−1(vgn−1).�2

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : X
]

i=n−2∏
i=1

| det ai |ui+1−ui dai

= θn−1(v)

×
∫

l̂n−1(gn−1).�2
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : X
]

i=n−2∏
i=1

| det ai |ui+1−ui dai .

Formula (28) for w(g) becomes

∫
l̂n−1

(
b−1

n−1

)
.�2

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : (bn−1, 0)g
](29)

i=n−2∏
i=1

| det ai |ui+1−ui dai

| det bn−1 |un−un−1+1 dr bn−1.

Now we set

bn−1 =


a1,1 x1,2 x1,3 · · · x1,n−1

0 a2,2 x2,3 · · · x2,n−1

· · · · · · · · · · · · · · ·
0 · · · · · · an−2,n−2 xn−2,n−1

0 · · · · · · 0 an−1,n−1

 ,

an−1 = diag
(
a1,1, a2,2, . . . , an−1,n−1

)
.

Then

dr bn−1 = dan−1

⊗
dxi, j | a2,2 |−1 | a3,3 |−2 · · · | an−1,n−1 |−(n−2) .

We now use formula (29) to compute∫
f (v)θn(v)dv =

∫
w

[(
1n−1 U

0 1

)]
ψ(−εn−1U )dU

where U is integrated over the space of (n − 1)-columns and

εn−1 = (0, 0, . . . , 0, 1).
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We find∫
l̂n−1

(
b−1

n−1

)
.�2

u

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : (bn−1, bn−1U )
]

i=n−2∏
i=1

| det ai |ui+1−ui dai

| det bn−1 |un−un−1+1 dr bn−1ψ(−εn−1U )dU.

We change U to b−1
n−1U . We get∫

l̂n−1
(
b−1

n−1

)
.�2

u

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : (bn−1, U )g
]

i=n−2∏
i=1

| det ai |ui+1−ui dai

| det bn−1 |un−un−1 dr bn−1ψ
( − εn−1b−1

n−1U
)
dU

or, more explicitly, denoting by Ui , 1 ≤ i ≤ n − 1, the entries of U ,∫
l̂n−1

(
a−1

n−1

)
.�2

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2, a−1

n−2 : (bn−1, U )
]

i=n−2∏
i=1

| det ai |ui+1−ui dai

ψ
(−a−1

1,1x1,2 − a−1
2,2x2,3 · · · − a−1

n−2,n−2xn−2,n−1 − a−1
n−1,n−1Un−1

)
| det bn−1 |un−un−1 dr bn−1dU.

By (20), we may bring l̂n−1(a−1
n−1) “inside” to get

l̂n−1
(
a−1

n−1

)
.�2

[• : an−2, a−1
n−2 : •]

= �2
[• : an−2a−b

n−1, a−1
n−2ae

n−1 : •] | a2,2 || a3,3 |2 · · · | an−1,n−1 |n−1 .

Thus we find for our integral∫
�2

u

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2a−b

n−1, a−1
n−2ae

n−1 : bn−1, U )
]

i=n−1∏
i=1

| det ai |ui+1−ui dai

ψ
(−a−1

1,1x1,2 − a−1
2,2x2,3 · · · − a−1

n−2,n−2xn−2,n−1 − a−1
n−1,n−1Un−1

)
⊗

dxi, j

⊗
dUi .
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Finally, we set � = Fn−1(�2). Then the above integral can be written as∫
�

[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2a−b

n−1, a−1
n−2ae

n−1 : an−1, a−1
n−1)

]
i=n−1∏

i=1

| det ai |ui+1−ui dai .

To finish the proof of the lemma we remark that

� = Fn−1(�2)

= Fn−1

(∫
l̂n−1

(
k−1

n−1

)
(�1)rn−1(kn−1)µnµ

−1
n−1(det kn−1)dkn−1

)
=

∫
Fn−1

(
l̂n−1

(
k−1

n−1

)
(�1)rn−1(kn−1)

)
µnµ

−1
n−1(det kn−1)dkn−1

=
∫

l̂n−1
(
k−1

n−1

) (
Fn−1(�1)

)
r̂n−1(kn−1)µnµ

−1
n−1(det kn−1)dkn−1

so that inductively we see that � = F A(�) as claimed.

7. Properties of the Whittaker functions. In this section we will use the
integral representation to obtain a very precise description of the behavior of a
Whittaker function on the diagonal subgroup. Our starting point is an investigation
of the type of integrals that represent Whittaker functions. We let An be the vector
space of diagonal matrices with n-entries, a space we may also identify to Fn . We
consider the direct sum

Wn := A1 ⊕ A1 ⊕ A2 ⊕ A2 ⊕ A3 ⊕ A3 ⊕ · · · ⊕ An−1 ⊕ An−1(30)

and a function � ∈ S(Wn ⊕ X), where X is an auxiliary real vector space. We
consider the function on An × X defined by the following integral:

w�,u(m : X ) :=| det m |un µn(det m)(31) ∫
A1×A2×···×An−1

�
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · :

an−2a−b
n−1, a−1

n−2ae
n−1 : an−1mb, a−1

n−1m−e : X
]

i=n−1∏
i=1

µnµ
−1
n−1(ai ) | det ai |un−un−1 dai .

Let σu be the n-dimensional representation of F× (or the Weil group of F) defined
by

σu(t) =
⊕

µi (t) | t |ui
F .
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hervé jacquet400

In particular, σ0 = ⊕
µi (t). For 1 ≤ j ≤ n, the representation

∧ j
σu decomposes

into the sum of the characters

t → µi1µi2 · · · µi j (t) | t |ui1 +ui2 +···+ui j

with

1 ≤ i1 < i2 < · · · < i j ≤ n.

We consider the algebraic co-characters of An defined by the fundamental co-
weights:

�̌ j (m) = (
j︷ ︸︸ ︷

m, m, . . . , m, 1, . . . 1).

Thus αi (�̌ j (m)) = mδi, j . Below we consider over all complex characters ξ of An

such that, for each 1 ≤ i ≤ n, the character ξ ◦ �̌i is a component of
∧i

σu . If we
write ξ (m) = ∏

1≤i≤n ξi (mi ) where the mi are the entries of m, this amounts to say

that every product ξ1ξ2 · · · ξ j is a component of
∧ j (σu). The characters ξ depend

on u so we will often write them as ξu . Thus ξu,1(t) = µi (t) | t |ui for a suitable i
and

ξu,1ξu,2 · · · ξu,n(t) = µ1µ2 · · · µn(t) | t |u1+u2+···un .

Proposition 6. We fix a multi strip

S = {u| − A < �ui < A, 1 ≤ i ≤ n}, A �∈ ZF .(32)

With the above notations, there is a polynomial P, product of linear factors, with
the following properties. For u ∈ S,

P(u)w�,u(m : X ) =
∑

�ξu (mbm−e : X )ξu(m)

where the sum is over all the characters ξu of An of the above type. Suppose that �

remains in a bounded set. Then one can choose the functions �∗ in a bounded set.
Suppose that � depends holomorphically on s ∈ �, where � is open in C

m, and
remains in a bounded set for all values s. Then one can choose the functions �∗ to
depend holomorphically on (u, s) and to remain in a bounded set.

Proof. We prove the proposition by induction on n. The case n = 2 is Propo-
sition 2 of section 4. Thus we assume n > 2 and the result true for (n − 1). Set
u′ = (u1, u2, . . . , un−1) and let τu be the representation of degree (n − 1) of F×

associated with u′ and the characters µi , 1 ≤ i ≤ n − 1.
As before, we suppress the characters µi from the notations. Consider the strip

S′ = {u′| − A < �ui < A, 1 ≤ i ≤ n − 1}. Let Q′(u′) be the polynomial whose
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existence is guaranteed by the induction hypothesis. Then the product of Q(u′)
| det an−1 |un−1 and the integral∫

�
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2ab

n−1, a−1
n−2a−e

n−1 : Y : X
]

i=n−2∏
i=1

| det ai |ui+1−ui dai

is a sum of terms of the form

�u′(ab
n−1a−e

n−1 : Y : X )η(an−1).

The components ηi of η have the property that each product η1η2 · · · η j is a com-
ponent of

∧ j
τu . Using this result we see that the product Q(u′)w�,u(m : X ) is a

sum of terms of the following form

| det m |un

×
∫

�u′
[
a−b

n−1ae
n−1 : an−1mb, a−1

n−1me : X
]
η−1(an−1) | det an−1 |un dan−1.

More explicitly, in terms of the entries bi of the matrix an−1 and the entries mi of
m, this expression reads

| m1m2 · · · mn−1mn |un

∫
�u′

[
b−1

1 b2, b−1
2 b3, . . . , b−1

n−2bn :

b1m1, b−1
1 m−1

2 , b2m2, b−1
2 m−1

3 , . . . , bn−1mn−1, b−1
n−1m−1

n : X
]

η−1
1 (b1)η−1

2 (b2) · · · η−1
n−1(bn) | b1b2 · · · bn−1 |un

⊗
d×bi .

For convenience, we have changed the order of the variables. In general, we re-
mark that if �(x, y, z, X ) is a Schwartz function of (x, y, z, X ), then the function
�(yz, y, z, X ) is still a Schwartz function of (y, z, X ). Applying this simple remark
repeatedly, we see the above expression has the form:∫

�1
u′

[
b1m1, b−1

1 m−1
2 , b2m2, b−1

2 m−1
3 , . . . , bn−1mn−1, b−1

n−1m−1
n : X

]
(33)

η−1
1 (b1)η−1

2 (b2) · · · η−1
n−1(bn) | b1b2 · · · bn−1 |un⊗

d×bi | m1m2 · · · mn−1mn |un

where �1
u′ is a new Schwartz function. Next we apply Proposition 2 of section 4

repeatedly and we see that there is a polynomial R(u) such that the product of the
previous expression and R(u) is a sum of terms of the following form

�u
(
m1m−1

2 , m2m−1
3 , . . . , mn−1m−1

n

)
ξ (m),
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hervé jacquet402

where the character ξ (m) is obtained as the product of | det m |un and a character
obtained from the following table{

η1(m1) | m1 |−un

η1(m2) | m2 |−un

} {
η2(m2) | m2 |−un

η2(m3) | m3 |−un

}
· · ·

{
ηn−1(mn−1) | mn−1 |−un

ηn−1(mn) | mn |−un

}
.

In each column we choose in any way a character and multiply our choices together.
If we evaluate ξ on an element of the form

diag(
j︷ ︸︸ ︷

m0, m0, . . . , m0, 1, 1 . . . , 1)

we find η1η2 · · · η j (m0) if j < n and η1η2 · · · ηn−1(m0) | m0 |un if j = n. Thus the
character ξ has the required properties. �

We can state our main theorem. Indeed, it follows at once from the previous
proposition and the integral representation of the Whittaker functions.

Theorem 2. Suppose that fu is a standard section and φ the convolution of
(n − 1) elements φi of D(Gn). Fix a multi strip S = {u| − A < �ui < A, 1 ≤ i ≤
n} with A �∈ ZF . Then there is a polynomial P(u), product of linear factors, such
that in the multi strip

P(u)Wu(u(mk) fφ,u)

=
∑
ξu

�ξu ,u
(
m1m−1

2 , m2m−1
3 , . . . , mn−1m−1

n ), k
)
ξu(m)e〈H (m),ρ〉.

For each ξu, and each u the function

�ξu ,u (x1, x2, . . . , xn−1, k)

is in S(Fn−1 × K ) and u → �ξu ,u is a holomorphic function with values in
S(Fn−1 × K ). Its values are in a bounded set if fu and the functions φi are each
in a bounded set.

If Wu(g) = Wu(ρ(mk) fφ,u) then we set

W̃−u := Wu
(
wn

t g−1
)
.(34)

Note that W̃−u(ng) = θ (n)W̃−u(g). Moreover, for m ∈ An , k ∈ Kn ,

W̃u(mk) = Wu(wm−1wk ′), k ′ = w t k−1 ∈ Kn.

We remark that, for 1 ≤ i ≤ n,
n− j∧

σu ⊗ det σ−1
u =

j∧
σ̃u
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and

�̌i (wt−1w) = �̌n−i (t)�̌n(t)−1.

It follows that the function W̃u(g) has the same properties as the function Wu , except
that the representation σu is replaced by the contragredient representation, or, what
amounts to the same, the characters µi are replaced by their inverses and u by −u.
In particular, we have the following proposition, the proof of which is immediate.

Proposition 7. Notations being as in the theorem, the product

P(u)W̃−u(mk)

can be written as∑
ξu

�̃ξu ,u
(
m1m−1

2 , m2m−1
3 , . . . , mn−1m−1

n ), k
)
ξu(m)−1e〈H (m),ρ〉

where the sum is the same as before and the functions �̃ξu ,u have the same properties
as above.

We shall need estimates which are uniform in u for the Whittaker functions.
We first consider integrals of the form (31).

Proposition 8. Suppose that � is in a bounded set and u in a multi strip.
There are integers Ni , 1 ≤ i ≤ n − 1, with the following property. For any integer
M > 0 there is a majorization

|w�,u(m : X )| ≤| mn |�(
∑

1≤i≤n ui )
i=n−1∏

i=1

∣∣mi m
−1
i+1

∣∣−Ni(
1 + ∣∣mi m

−1
i+1

∣∣)M �0(X )

where �0 ≥ 0 is in S(X). Suppose that u is purely imaginary. Then there is a poly-
nomial Q in log (| mi/mi+1 |) such that, for every integer M, there is a majorization

|w�,u(m : X )| ≤ Q(log | mi/mi+1 |)∏i=n−1
i=1

(
1 + ∣∣mi m

−1
i+1

∣∣)M �0(X ).

Proof. We prove the first assertion by induction on n. For the case n = 2, we
have, dropping the characters µi from the notation,

w�,u(m : X ) =| m1m2 |u2

∫
�

(
a1m1, a−1

1 m−1
2

) | a1 |u2−u1 d×a1

=| m2 |u1+u2 | m1m−1
2 |u2

∫
�(a1m1m−1

2 , a−1
1 ) | a1 |u2−u1 d×a1

and then our assertion follows from Proposition 3 of Section 4. Thus we may assume
n > 2 and our assertion true for n − 1. We may also assume that � is bounded by
a function ≥ 0 which is a product and so we may ignore the dependence on X
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hervé jacquet404

and assume � ≥ 0 and the ui are real. Then, for an−1 ∈ An−1 with entries bi , the
product of | det an−1 |un−1 and the integral∫

�
[
a1a−b

2 , a−1
1 ae

2 : a2a−b
3 , a−1

2 ae
3 : · · · : an−2ab

n−1, a−1
n−2a−e

n−1 : Y
]

i=n−2∏
i=1

| det ai |ui+1−ui dai

is bounded by

| bn−1 |
∑

1≤i≤n−1 ui ×
i=n−2∏

i=1

∣∣bi b
−1
i+1

∣∣−Ni(
1 + ∣∣bi b

−1
i+1

∣∣)M �0(Y ).

Thus | w�,u(m) | is bounded by

| det m |un ×
∫

| det an−1 |un | bn−1 |−
∑

1≤i≤n−1 ui

i=n−2∏
i=1

∣∣bi b
−1
i+1

∣∣Ni(
1 + ∣∣b−1

i bi+1

∣∣)M

�0
(
an−1mb, a−1

n−1m−e
)

dan−1.

In turn, this is majorized by

| det m |un ×
∫

| det an−1 |un | bn−1 |−
∑

1≤i≤n−1 ui

i=n−2∏
i=1

∣∣bi b
−1
i+1

∣∣Ni +M

�0
(
an−1mb, a−1

n−1m−e
)

dan−1.

This has the form

| det m |un ×
∫ i=n−1∏

i=1

| bi |si �0
(
an−1mb, a−1

n−1m−e
)

dan−1

where each si belongs to some fixed interval and

i=n−1∑
i=1

si = nun −
i=n∑
i=1

ui .

Explicitly, the integral reads (after changing the order of the variables)

| det m |un ×
∫

�0
[
b1m1, b−1

1 m−1
2 , b2m2, b−1

2 m−1
3 , . . . , bn−1mn−1, b−1

n−1m−1
n

]
i=n−1∏

i=1

| bi |si d×bi .
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Changing variables, we get:

| det m |un | m2 |−s1 | m3 |−s2 · · · | mn |−sn−1

×
∫

�0
[
b1m1m−1

2 , b−1
1 , b2m2m−1

3 , b−1
2 , . . . , bn−1mn−1m−1

n , b−1
n−1

]
i=n−1∏

i=1

| bi |si d×bi ,

or, finally,∏
1≤i≤n−1

| mi m
−1
i+1 |ti | mn |

∑
1≤i≤n ui

∫
�0

[
b1m1m−1

2 , b−1
1 , b2m2m−1

3 , b−1
2 , . . . , bn−1mn−1m−1

n , b−1
n−1

]
i=n−1∏

i=1

| bi |si d×bi ,

where each one of the exponents ti is in some fixed interval. Our assertion follows
then from repeated use of Proposition 3 in Section 4. This concludes the proof of
the first assertion. The proof of the second assertion is similar. �

Using once more the integral representation of the Whittaker functions we
obtain at once the following estimates.

Proposition 9. Suppose that u is in a multi strip, fu in a bounded set and the
functions φi in a bounded set. Then there are Ni > 0, 1 ≤ i ≤ n − 1, such that, for
all M > 0,

|Wu(u(mk) fφ,u)| ≤ cM | mn |�un e〈H (m),ρ〉
i=n−1∏

i=1

| mi/mi+1 |−Ni(
1 + ∣∣mi m

−1
i+1

∣∣)M .

If u is purely imaginary, then there is a polynomial Q in n − 1 variables such that

|Wuu(mk) fφ,u)| ≤| det m |�un e〈H (m),ρ〉 Q(log(| mi/mi+1 |)∏i=n−1
i=1

(
1 + ∣∣mi m

−1
i+1

∣∣)M .

8. Rankin-Selberg integrals for GL(n) × GL(n). In this section we con-
sider two n-tuples of (normalized) characters

(µ1, µ2, . . . , µn), (µ′
1, µ

′
2, . . . , µ

′
n)

and two elements u and u′ of C
n . We denote by W ′

u′ the linear form on the space
V(µ′) which is defined by analytic continuation of the integral

W ′
u′( fu′) =

∫
Nn

int fu′(v)θn(v)dv .
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We consider two corresponding convolution sections fφ,u and fφ′,u′ and we set

Wu(g) = Wu(u(g) fφ,u), W ′
u′(g) = W ′

u′(u′(g) fφ′,u′).(35)

We study the corresponding Rankin-Selberg integral. We set

εn = (0, 0, 0, . . . , 0, 1).(36)

We let and � be an element of S(Fn). We define

�(s, Wu, W ′
u′, �) :=

∫
Nn\Gn

Wu(g)W ′
u′(g′)�[(εn)g] | det g |s dg.(37)

Proposition 10. If (u, u′) are in a multi strip then there is s0 such that the
integral converges absolutely in the right half plane �s > s0, uniformly on any
vertical strip contained in the half plane. If u and u′ are purely imaginary, then
the integral converges in the half plane �s > 0, uniformly on any vertical strip
contained in the half plane.

Proof. We write g = ak with dg = e〈H (a),−2ρ〉dadk. We write a in terms of the
co-weights:

a =
∏

1≤i≤n

�̌i (ai ) = diag(a1a2 · · · an, a2 · · · an, . . . , an)

and use the majorization of Wu(ak) and W ′
u′(ak) from the previous section. We find

that

Wu(ak)W ′
u′(ak)e〈H (a),−2ρ〉

is majorized by

cM

∏
1≤i≤n−1

| ai |−Mi

(1+ | ai |)N
| an |�

(∑
ui +

∑
u′

i

)
where the integer N is arbitrarily large. On the other hand, for all N , �[(εn)ak] is
majorized by

c′
N

1

(1+ | an |)N
.

The integral is thus majorized by∫ | a1 |�s−M1

(1+ | a1 |)N

| a2 |2�s−M2

(1+ | a2 |)N
· · ·

| an−1 |(n−1)�s−Mn−1

(1+ | an−1 |)N

| an |
∑ �ui +

∑ �u′
i +n�s

(1+ | an |)Nn
⊗ d×ai

and the first assertion follows. The proof of the second assertion is similar.
We simply majorize Wu(ak)W ′

u′(ak)e〈H (a),−2ρ〉 by a polynomial in the variables
log | ai |, 1 ≤ i ≤ n − 1. �
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Our next result will be improved upon in the next theorem.

Proposition 11. Let σu and σ ′
u′ be the n-dimensional representations of F×

(or the Weil group) defined by

σu = ⊕µiα
ui
F , σ ′

u′ = ⊕µ′
iα

u′
i

F .

Then �(s, Wu, W ′
u′, �) extends to a meromorphic function of (s, u, u′) which is the

product of

j=n∏
j=1

L

(
js,

j∧
σu ⊗

j∧
σ ′

u′

)
and an entire function of (s, u, u′).

Proof. Choose a multi strip S of the form (32) in C
2n . For (u, u′) ∈ S the inte-

gral converges in some halfspace A = {s|�s > s0} and thus defines a holomorphic
function of (s, u, u′) in A × S. As before let us write g = ak and a in terms of the
co-weights. There are polynomials P, P ′, products of linear factors, such that

P(u)P(u′)Wu(ak)W ′
u′(ak)e〈H (a),−2ρ〉

is a sum of terms of the following form

�u(a1, a2, . . . , an−1, k)�′
u′(a1, a2, . . . , an−1, k)

ξ1,uξ
′
1,u′(a1)ξ2,uξ

′
2,u′(a2) · · · ξn−1,uξ

′
n−1,u′(an−1)ξn,uξ

′
n,u′(an)

where each ξi,u (resp. ξ ′
i,u′) is a component of

∧i
σu (resp.

∧i
σ ′

u′). On the other
hand

| det ak |s=| a1 |s | a2 |2s · · · | an |ns

and

�(εnak) = φ(an, k)

where φ is a Schwartz function in one variable depending on k. The contribution
of the term at hand to the total integral has thus the form∫ (∫

�u(a1, a2, . . . , an−1, k)�′
u(a1, a2, . . . , an−1, k)φ(an, k)dk

)
n∏

i=1

ξi,uξ
′
i,u′(ai ) | ai |is d×ai .

After integrating over Kn we obtain a multivariate Tate integral (where in addition
the Schwartz function depends holomorphically on (u, u′)). Thus

P(u)P(u′)�(s, Wu, W ′
u′, �)
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is a sum of terms of the form

h(s, u, u′)
n∏

j=1

L( js, ξ jξ
′
j )

where h is holomorphic in C × S. This already shows that � extends to a mero-
morphic function on C × S. The only possible singularities are the singularities of
the L-factors and the zeroes of P(u)P ′(u′). Thus they are hyperplanes of the form:

js + ui1 + ui2 + · · · + ui j + u′
i ′
1
+ u′

i ′
2
+ · · · + u′

i ′
j
= z0,

l(u) = z1, l(u′) = z2

with z∗ ∈ ZF . Consider a hyperplane of the form l(u) = z1 which intersects C × S.
Then it also intersects A × S. However the function �(s, Wu, W ′

u′, �) is holo-
morphic in this region because the integral is convergent, thus this is not actually a
singular hyperplane. Likewise for a hyperplane l(u′) = z2. We conclude that the only
singularities of �(s, Wu, W ′

u′, �) are those of the L-factors and we are done. �

Proposition 12. Let u0 and u′
0 be fixed elements of C

n. Then the meromorphic
function

�(s, Wu0, W ′
u′

0
, �)

is bounded at infinity in vertical strips.

Proof. Fix a multi strip S of the form (32) in C
2n+1. Only finitely many singular

hyperplanes of �(s, Wu, W ′
u′) intersect S. Let Q(s, u, u′) be the product of the

corresponding (non-homogeneous) linear forms, with the appropriate multiplicity,
repeated according to their multiplicity. The product of Q(s, u, u′) and any of the
Tate integrals considered in the previous proposition is actually bounded in S. Thus
the product

k(s, u, u′) := Q(s, u, u′)P(u)P ′(u′)�(s, Wu, W ′
u′)

is holomorphic and bounded in S. Now we choose slightly smaller multi strip S′

and S” such that

S
′ ⊂ Closure(S′) ⊂ S” ⊂ Closure(S”) ⊂ S.

By the Cauchy integral formula, k and all its derivatives are bounded in S”. On the
other hand, by the previous proposition

k(s, u, u′) = P(u)P ′(u′)h(s, u, u′)

where h is holomorphic in S. We claim that h and all its derivatives are bounded in
Closure(S′) which will prove the proposition. We think of S” as the product a × b

where

a = {s| − a < �s < a}
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and

b = {(u, u′)|∀i − a < �ui < a, ∀ j − a�u′
j < a}.

Clearly, it will be enough to show that for every (u0, u′
0) ∈ b, there is a tubular

neighborhood u of (u0, u′
0) in b such that h and all its derivatives are bounded in

a × u. Indeed, a finite number of the sets a × u cover Closure(S′). Thus it will
suffice to apply repeatedly the following lemma. �

Lemma 7. Let a = {s ∈ C| − a < �s < a} and let u be a tubular open set in
C

n. Suppose that k is a holomorphic function on a × u uniformly bounded as well
as its derivatives. Suppose that

h(s, u) = (l(u) − z)k(s, u)

where k is holomorphic and l(u) = ∑n
i=1 ui vi with (vi ) non-zero in R

n and z is
real. Given u0 ∈ u, there is a tubular neighborhood u0 of u0 in u such that h and
all its derivatives are bounded in a × u0.

Proof of the Lemma. Perhaps we should recall that a tubular neighborhood of
u0 in C

n is a set of the form {u|�u ∈ �} where � is a neighborhood of �u0 in R
n .

There is no harm in assuming u0 real. Our assertion is trivial if l(u0) − z �= 0. Thus
we may assume l(u0) = z. After a real change of coordinates in the variables u, we
may assume u0 = 0, z = 0, and

k(s, z1, z2, . . . , zn) = z1h(s, z1, z2, . . . , zn)

and u contains the set

u0 = {z|∀i − b < �zi < b}.
Then

h(s, z1, z2, . . . , zn) =
∫ 1

0

∂

∂z1
k(s, t z1, z2, . . . , zn)dt

and this formula shows that h and all its derivatives are bounded on u0. �

If we fix u0 and u′
0 then the functions �(s, Wu0, W ′

u0
, �) are holomorphic

multiples of L(s, σu0 × σu′
0
). One can improve the previous result as follows. Let

H be the space of holomorphic multiples h(s) of L(s, σu0 × σu′
0
) such that, for any

strip −a < �s < a, and any polynomial P(s) such that P(s)L(s, σu0 × σu′
0
) has

no pole on −a ≤ �s ≤ a, the product P(s)h(s) is bounded in the open strip. Then
�(Wu0, W ′

u0
, �) is in H. In fact, we can prove even more. Suppose that f and f ′

are elements of V (µ) and V (µ′), each in some bonded set B and B′ respectively.
Let

W (g) = Wu0 (u0 (g)), W ′(g) = Wu0 (u0 (g)).
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hervé jacquet410

Suppose that � is in some bounded set C of S(Fn). Then we claim

�(s, W, W ′, �)

is in a bounded set of H. Since the spaces V (µ), V (µ′) and S(Fn) are bornological
spaces, this proves that the trilinear map

( f, f ′, �) → �(•, W, W ′, �)

from V (µ) × V (µ′) × S(Fn) to H is continuous. To verify our claim we use the
Dixmier Malliavin Lemma to write

f =
∑

i

u0 (φi ) fi

with φi in a bounded set of D(Gn) and fi in a bounded set of V (µ). We consider
the standard sections fi,u attached to the fi , the convolution sections fi,φi ,u , and the
corresponding Whittaker functions Wi,u . Likewise we write

f ′ =
∑

j

u′
0
(φ′

j ) f ′
j

and define W ′
j,u′ . Then

�(s, W, W ′) =
∑
i, j

�(s, Wi,u0, W ′
j,u′

0
, �).

Our construction shows that each term is in a bounded set of H.
We now are ready to state our main theorem.

Theorem 3. The ratio

�(s, Wu, W ′
u′, �)

L(s, σu ⊗ σ ′
u′)

(38)

is a holomorphic function of (s, u, u′) in C
2n+1.

Proof. We recall the functional equation satisfied by the functions � ([JS]).
We introduce, as before,

W̃u(g) := Wu(w t g−1), W̃ ′
u′(g) := W ′

u′(w t g−1).

The function W̃u(g) has the same properties as the function Wu , except that the
representation σu is replaced by the contragredient representation σ̃u . The equation
in question reads:

�(W̃u, W̃ ′
u′, �)

L(1 − s, σ̃u ⊗ σ̃ ′
u′)

= ε(s, σu ⊗ σ ′
u′, ψ)

�(s, Wu, W ′
u′ ; �)

L(s, σ ⊗ σ ′)
.

Fix u and u′ purely imaginary. Then the integral defining �(s, Wu, W ′
u′ ; �) con-

verges for �s > 0. Thus the right-hand side, which is a priori defined for �s >> 0
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extends to a function holomorphic in the half plane �s > 0. Likewise, the left-hand
size extends to a holomorphic function in the half plane �s < 1. We conclude that
the right-hand side, for u, u′ fixed and imaginary, is actually an entire function of s.

Now by the previous proposition, the ratio (38) has the form

h(s, u, u′)
i=n∏
i=2

L

(
s,

i∧
σu ⊗

i∧
σ ′

u′

)
(39)

where h is holomorphic. The singularities of L(s,
∧i

σu ⊗ ∧i
σ ′

u′) are hyperplanes
of the form:

is + u j1 + u j2 + · · · + u ji + u′
k1

+ u′
k2

+ · · · u′
ki

= −z

with z ≥ 0, z ∈ ZF , j1 < j2 < · · · < ji , k1 < k2 < · · · < ki . Fix u and u′ imaginary
in such a way that the values of s determined by these equations are all distinct. Then,
for �s >> 0, the expression (39) is equal to the integral divided by L(s, σu ⊗ σ ′

u′).
Thus for fixed imaginary (u, u′) it extends to an entire function of s. This forces
h(s, u, u′) = 0 for any s satisfying one (and only one) of these equations. It follows
that h vanishes identically on any of these hyperplanes. Thus it is divisible by
each one of the linear forms is + u j1 + u j2 + · · · + u ji + u′

k1
+ u′

k2
+ · · · u′

ki
+ z.

If these singularities have multiplicity this argument can be repeated. Our assertion
follows. �

9. Other series for the real case. It remains to prove the analog of the
previous theorem for representations which are (non-unitarily) induced by discrete
series of GL(2) and characters of GL(1). Thus we assume from now on that F is
real.

We first recall the following result on the convergence of the integrals.

Proposition 13. Let π and π ′ be unitary irreducible tempered representations
of GL(n). For W (resp. W ′) in the Whittaker model of π (resp. π ′) and any � ∈
S(Fn), the integral �(s, W, W ′, �) converges absolutely for �s > 0, uniformly for
�s in a compact set.

Proof. We think of the smooth vectors of π as elements of the Whittaker model.
Let λ be the evaluation at e. Thus

W (g) = λ(π (g)W ).

According to [W] (Lemma 15.2.3 and Theorem 15.2.5, page 375), the linear
form λ is tame for the pair (B, A); thus there is �π ∈ a∗ and a continuous semi-norm
q such that, for a ∈ A− and any smooth vector v ,

λ(π (a)v) ≤ e〈�π+ρ,H (a)〉 (1+ ‖ log a ‖)d q(v).
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Since π is tempered, �π = ∑
1≤i≤n−1 xiαi with xi ≥ 0. We also recall that there is

an integer N such that q(π (g)v) ≤‖ g ‖N q(v).
A similar result applies to π ′ with a linear form �π ′ , a semi-norm q ′ and a

number N ′.
Now

�(s, W, W ′, �)

=
∫

An−1×F××Kn

W

[(
a 0
0 1

)
k

]
W ′

[(
a 0
0 1

)
k

]
�[(0, 0, . . . , 0, an)k]

| an |ns ωω′(an)e〈H (a),−2ρ〉 | det a |s dad×andk,

where ω and ω′ are the central characters. We write as before

a =
i=n−1∏

i=1

bi , bi = �̌i (ai ) = diag

i︷ ︸︸ ︷
(ai , ai , . . . , ai , 1, . . . , 1) .

By the Dixmier-Malliavin Lemma we may assume that

W (g) =
∫

W0(gx)φ(x)dx

where φ is smooth of compact support. Then

W

[(
a 0
0 1

)
k

]
=

∫
W0

[(
a 0
0 1

)
n1m1k1

]
φ(n1m1k1k−1)dn1dm1eH (〈m1),−2ρ〉dk1

=
∫

W0

[(
a 0
0 1

)
m1k1

]
φ(n1m1k1k−1)θ (an1a−1)dn1dm1eH (〈m1),−2ρ〉dk1.

After integrating over n1 we see that this has the form:∫
W0

[(
a 0
0 1

)
m1k1

]
φ1(a1, a2, . . . an−1; m1, k1, k)dm1dk1,

where φ1 is a smooth function on F
n × An × Kn × Kn whose support has a compact

projection on An and which is rapidly decreasing with respect to the first n − 1
variables.

If T is a subset (possibly empty) of the set {α1, α2, . . . , αn−1} of simple roots
(or, equivalently, a subset of [1, n − 1]), we denote by A(T ) the set of diagonal
matrices a such that | αi (a) |≤ 1 for αi ∈ T and | αi (a) |> 1 for αi �∈ T . Thus A is
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the union of the set A(T ). It will suffice to prove that for each T the integral∫ a 0
0 1

∈A(T )

W

[(
a 0
0 1

)
k

]
W ′

[(
a 0
0 1

)
k

]
�[(0, 0, . . . , 0, an)k]

| an |ns ωω′(z)e〈H (a),−2ρ〉 | det a |s dad×andk

converges absolutely. We write

a = bT bT

where bT = ∏
i∈t bi . We have thus∣∣∣∣W0

[(
a 0
0 1

)
m1k1

]∣∣∣∣ ≤ e〈H (bT ),�π+ρ〉(1+ ‖ log bT ‖)dq
(
π (bT m1k1)W0

)
or∣∣∣∣W0

[(
a 0
0 1

)
m1k1

]∣∣∣∣ ≤ e〈H (bT ),�π+ρ〉(1+ ‖ log bT ‖)d ‖ bT ‖N‖ m1 ‖N π (W0).

Thus ∣∣∣∣W [(
a 0
0 1

)
k

]∣∣∣∣ ≤ e〈H (bT ),�π+ρ〉(1+ ‖ log bT ‖)d

× ‖ bT ‖N
∫

| φ | (a1, a2, · · · , an−1; m1, k1, k) ‖ m1 ‖N dm1dk1.

Thus after integrating over m1 and k1, we find that∣∣∣∣W [(
a 0
0 1

)
k

]∣∣∣∣ ≤ e〈H (bT ),�π+ρ〉(1+ ‖ log bT ‖)d ‖ bT ‖N φ0(a1, a2, · · · , an−1)

where φ0 ≥ 0 is a Schwartz function. In turn φ0 is majorized by a Schwartz function
φT (ai ) depending only on the ai , i �∈ T . There is a similar majorization for W ′.

We see then that we have to check the convergence of the three following
integrals, for s > 0:∫

e〈H (bT ),�π+�π ′ > (1+ ‖ log bT ‖)d+d ′ | det bT |s dbT∫
‖ bT ‖N+N ′ | det bT |s e〈bT ,−2ρ〉φT (ai )dbT

∫
φ1(an) | an |ns dan.

The first one is in fact∫
|ai |≤1,i∈T

∏
i∈T

| ai |is+xi +x ′
i (1+ ‖ (log ai ) ‖)d+d ′ ⊗

i∈T

d×ai

thus converges for �s > 0 since xi ≥ 0, x ′
i ≥ 0. The convergence of the other in-

tegrals is trivial. �
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We now consider a general induced representation. In a precise way, we consider
unitary irreducible representations τi , 1 ≤ i ≤ r of degree ri = 1, 2 of the Weil
group of R; we assume that

∑
ri = n. To each τi is attached an irreducible unitary

representation (quasi-square integrable if ri = 2) πi of GL(ri , R). We choose a
non-zero linear form Wi on the space of smooth vectors of πi such that

Wi

[
πi

(
1 x
0 1

)
v

]
= ψi (x)Wi (v).

If the degree is 1 then Wi is the linear form taking the value 1 on 1 ∈ C.
If v is a r -tuple of complex numbers we consider the representation

�v := I (π1 ⊗ αv1 × π2 ⊗ αv2 × · · · × πr ⊗ αvr )

induced from the lower parabolic subgroup of type (r1, r2, . . . , rr ). Let π be the
tensor product of the representations πi and Wπ be the tensor product of the linear
forms Wi . We define a linear form Wv by the integral:

Wv ( f ) =
∫

NP

Wπ f (n)e〈H ′(n),v+ρP 〉θ (n)dn

The integral converges when �vr > �vr−1 > · · · �v1. It has analytic continuation
to an entire function of u.

We set

τ0 :=
⊕

1≤i≤r

τi , τv :=
⊕

1≤i≤r

τi ⊗ αvi .

If the degree of τi is 2 then the representation πi is in the discrete series of
GL(2, R) and is a subrepresentation of an induced representation of the form

I (ξi ⊗ α pi , ηi ⊗ α p2 )

where ξi , ηi are normalized characters (of module 1), pi , qi are real numbers with
qi − pi > 0. Then we take

Wi ( f ) =
∫

f

[(
1 x
0 1

)]
ψi (x)dx .

We may view �v as a subrepresentation of an induced representation of the
form

u = I (µ1 ⊗ αu1, µ2 ⊗ αu2, . . . , µn ⊗ αun )

where the µi are characters of module 1 and the ui complex numbers obtained in
the following way. If the degree of τi is one then we associate with τi a character
µk = πi and a complex number uk = vi . If the degree of τi is 2 then we associate
to τi characters µk = ξi , µk+1 = ηi , and complex numbers uk = pi + vi , uk+1 =
qi + vi . We remark that if the differences �vi+1 − �vi are positive and large enough
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then

�un > �un−1 > · · · > �u1.

We write u = T (v), ui = Ti (v). Thus T is an affine linear transformation.
As before, for arbitrary U , the representations u operate on the same vector

space V(0) of scalar valued functions on K . Likewise, all the representations �v

operate on the same vector space V(�0) which is a subspace of V(0). This being
so, if f is in V(�0) then we have the standard section fv of �v and the standard
section fT (v) of �u and, in fact,

fv = fT (v).

Moreover

Wv ( fv ) = WT (u)( fT (u))

when �vi+1 − �vi >> 0. This relation remains true for all values of v .
We now consider similar data for the group GL(n′). Suppose that

Wv (g) = Wv (�v (g) fφ,v )

where φ is the convolution of (n − 1) elements of D(Gn). We note that we may
define, more generally,

Wu(g) = Wu(u(g) fφ,u)

for u ∈ C
n . Then

Wv (g) = WT (v)(g).

Similarly suppose that

W ′
v ′(g) = W ′

v ′(�′
u′ f ′

φ′,v ′).

Theorem 4. If �v and �v ′ are in compact sets, then there is s0 ∈ R such that
the integral

�(s, Wv , W ′
v ′)

converges for �s > s0, uniformly for �s in a compact set. If u and u′ are purely
imaginary then the integral converges for �s > 0. Finally, the integral has analytic
continuation to a meromorphic function of (s, v, v ′) which is of the form

L(s, τv ⊗ τ ′
v ′) × H (s, v, v ′)

where H is a holomorphic function on C
r+r ′+1.

We first remark that the vectors (s, T (u), T ′(u′)) are in an affine subspace of
C

n+n′+1 defined by real equations. Moreover, that affine subspace is not contained
in any singular hyperplane for the function

�(s, Wu, W ′
u).
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We may therefore restrict this function to the affine subspace at hand. The result is
clearly a meromorphic function of (s, v, v ′) which is a holomorphic multiple of

L(s, σT (v) ⊗ σ ′
T ′(v ′)).

In fact this product has the form

L(s, σT (v) ⊗ σ ′
T ′(v ′)) =

∏
1≤i≤r,1≤ j≤r ′

Pi, j (s + vi + v ′
j )L(s, τv ⊗ τ ′

v ′)×

where each Pi, j is a polynomial. Furthermore

ε(s, σT (v) ⊗ σ ′
T ′(v ′), ψ)

L(s + σT (v) ⊗ σ ′
T ′(v ′))

L(1 − s, (σT (v) ⊗ σ ′
T ′(v ′))̃

= ε(s, τv ⊗ τ ′
v ′, ψ)

L(s, τv ⊗ τ ′
v ′)

L(1 − s, τ̃v ⊗ τ̃ ′
v ′)

.

It follows that the functional equation can be written

�(1 − s, W̃u, W̃ ′
u′�̂)

L(1 − s, τ̃u ⊗ τ̃ ′
u′)

= ε(s, τu ⊗ τ ′
u′, ψ)

�(s, Wu, W ′
u′�)

L(s, τu ⊗ τ ′
u′)

.

One then finishes the proof as in the previous section.

10. Complements. Consider now a standard section fu,u′ of the tensor prod-
uct representation u ⊗ u′ (or �u ⊗ �u′′) and a corresponding convolution sec-
tion fφ,u,u′ where now φ is a smooth function of compact support on Gn × Gn . We
then consider the Whittaker integral

Wu,u′( fu,u′) =
∫

Nn×Nn

fu,u′(v, v ′)θ (v)θ (v ′)dvdv ′.

It is then easy to obtain directly an integral representation for the functions

Wu,u′(g, g′) = Wu,u′(u ⊗ u′(g, g′) fφ,u,u′)

and obtain the analytic properties of the integral

�(s, Wu,u′, �) :=
∫

Nn\Gn

Wu,u′(g)�(εng) | det g |s dg.

In the previous construction we pass from a standard section fu to a convolution
section fφ,u but in fact the construction is more general. Let us say that a section fu

is well behaved if, for u in any multi strip, the restriction of fu to Kn is uniformly
bounded as well as all its Kn-derivatives. At this point, we recall the space S(Gn)
([W] 7.1); it is the space of smooth functions � on Gn such that for every X and Y
in the enveloping algebra of Gn and for every integer N ,

sup
g∈Gn

‖ g ‖N |λ(X )ρ(Y )�(g)| < +∞.
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If fu is a standard section and � ∈ S(Gn) then

f�,u(g) :=
∫

fu(gx)�(x)dx

is a well behaved section. In addition, the group Gn (and any Lie subgroup of Gn)
operates by right and left translations on G and the Dixmier-Malliavin Lemma
applies to these representations. Thus if � is in S(Gn) then it can be written as a
finite sum of convolution products

�(g) =
∑

i

φi ∗ �i ,

with φi ∈ D(Gn) and �i ∈ S(Gn). Suppose that fu is a standard section. Then the
section f�,u verifies

f�,u(g) =
∑

i

∫
f�i ,u(gx)φi (x)dx .

It follows that our previous results apply to Whittaker functions defined by

Wu(g) = Wu(u(g) f�,u)

with fu a standard section and � ∈ S(Gn).

11. Other Rankin-Selberg integrals. In [JS] we associate to every pair of
integers (n, n′) with n′ ≤ n a family of Rankin-Selberg integrals with similar ana-
lytic properties. To be specific, let us consider only the integrals attached to principal
series representations. Thus we consider a n-tuple of characters (µ1, µ2, . . . , µn)
and a n′-tuple (µ′

1, µ
′
2, . . . , µ

′
n′) and u ∈ C

n , u′ ∈ C
n′

. If n′ = n − 1 the integrals
can be treated as in the case n = n′. However, for n′ ≤ n − 2, an additional compli-
cation is that, in order to state the functions equation, one has to consider integrals
�(s, Wu, W ′

u′ ; j) which involve an auxiliary integration over the space M( j × n′)
of matrices with j rows and n′ columns, for 0 ≤ j ≤ n − n′ − 1, namely:

(40)

�(s, W, W ′; j) =
∫

W

 g 0 0
X 1 j 0
0 0 1n−n′− j

 W ′(g) | det g |s− n−n′
2 dgd X.

The following lemma will allow us to reduce the study of the integrals
�(s, Wu, W ′

u′ ; j) to the study of the integrals �(s, Wu, W ′
u′ ; 0).

Lemma 8. Suppose n′ ≤ n − 2 and 0 < j ≤ n − n′ − 1. Let fu be a standard
section. Let � ∈ S(Gn), and Wu the Whittaker function attached to the section f�,u.
Then there is �1 ∈ S(Gn) such that the Whittaker function W1,u attached to the
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section f�1,u verifies∫
Wu

 g 0 0
X 1 j 0
0 0 1n−n′− j

 d X = W1,u

 g 0 0
0 1 j 0
0 0 1n−n′− j


for all g ∈ Gn′ .

Proof of the Lemma. The proof is by descending induction on j . We show the
induction step. By the Dixmier Malliavin Lemma we can write

�(g) =
∑

i

∫
�i




1n′ 0 y 0
0 1 j 0 0
0 0 1 0
0 0 0 1n−n′− j−1

 g

 φi (−y)dy,

with φi ∈ D(F) and � ∈ S(Gn). Then

Wu(g) =
∑

i

∫
Wi,u

g


1n′ 0 y 0
0 1 j 0 0
0 0 1 0
0 0 0 1n−n′− j−1


 φi (y)dy

where Wi,u is the Whittaker function corresponding to the section f�i ,u . Then

∫
Wu


 g 0 0

0 1 j 0
0 0 1n−n′− j




1n′ 0 0 0
X1 1 j−1 0 0
X2 0 1 0
0 0 0 1n−n′− j


 d X2

=
∑

i

∫
Wi,u


 g 0 0

0 1 j 0
0 0 1n−n′− j




1n′ 0 0 0
X1 1 j−1 0 0
X2 0 1 0
0 0 0 1n−n′− j




d X2ψ(X2Y )φi (Y )dY

=
∑

i

∫
Wi,u


 g 0 0

0 1 j 0
0 0 1n−n′− j




1n′ 0 0 0
X1 1 j−1 0 0
X2 0 1 0
0 0 0 1n−n′− j




d X2φ̂i (−X2)

= W0,u


 g 0 0

0 1 j 0
0 0 1n−n′− j




1n′ 0 0 0
X1 1 j−1 0 0
0 0 1 0
0 0 0 1n−n′− j
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where W0,u is the Whittaker function attached to the section f�0,u and �0 is the
element of S(G) defined by:

�0(g) =
∑

i

∫
�i




1n′ 0 0 0
0 1 j−1 0 0
0 0 1 0
0 0 0 1n−n′− j

 g

 d X2φ̂i (X2).

The lemma follows. �

As for the integrals �(s, Wu, W ′
u′ ; 0), they can be studied in the same way as

before.
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