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1. Introduction

Two of the main achievements of Hecke are the investigation of
the L–function attached to a Grössencharacter and the L–function at-
tached to a modular form. The modern view is that these are instances
of the general notion of the L–function L(s, π) attached to an automor-
phic representation π of the group GL(n) over a number field F . The
simplest method to obtain the analytic properties of this function is to
imitate the construction of Tate in his thesis [34]. But we would like to
stress that Hecke’s method based on the Fourier expansion of modular
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forms gives the same result. Moreover Hecke’s method generalizes to
GL(n).

Our goal in this note is to briefly review this method as explained
in [16, 23, 24]. We refer to the book of Moeglin and Waldspurger
[29] as a convenient reference for the general theory of automorphic
forms. There is a huge literature on the subject (see the references in
the above works). Here, in addition to the early work of Godement
([13],[14]) and Tamagawa [33] we quote the work of Maloletkin [28]
who, like Godement, saw that in the Poisson formula, one can ignore
the singular matrices when dealing with cusp-forms.

Langlands was aware of the possibility of defining an L–function this
way, even before the full theory was available and alludes to it in his
famous letter to Weil.

We cannot in this elementary paper get into the Langlands’ program.
But we can at least state one conjecture which is alluded to in the letter
to Weil. Let E/F be an extension of number fields of degree n and
let χ be an idele class character for E. Then the L–function L(s, χ)
attached to χ is equal to the L–function L(s, π) attached to an auto-
morphic representation π for the group GL(n, F ). This representation
π needs not be cuspidal but the L–function L(s, π) may be written as
a product of L–functions L(s, πi) where the πi are cuspidal automor-
phic representations for various groups GL(ni, F ). In particular, we
can take χ to be the trivial character. Then L(s, χ) is the Dedekind
zeta function of E/F .

2. Local non-Archimedean theory

2.1. Smooth representations. In this section F is a non Archimedean
local field. We denote by ψ a non-trivial additive character of F . We
let OF be the ring of integers of F , and by qF or simply q, we mean
the cardinality of the residual field.

We let G be the group GL(n) regarded as an algebraic group. For
g ∈ G(F ) we define its norm

||g|| = sup
1≤i≤n
1≤j≤n

(
sup

(
|gij|, |(g−1

ij )|
))

.

We first describe the smooth representations of G(F ) (or more gener-
ally of G(F ) here G is a product of GL groups). A representation π
of G(F ) on a complex vector V is said to be smooth if the stabilizer
of every vector v 6= 0 in V is an open subgroup of G(F ). A smooth
representation π of G(F ) on V is admissible if, conversely, the space
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V K′ of vectors fixed by a compact open subgroup K ′ of G(F ) is fi-
nite dimensional. If (π, V ) is a smooth representation we denote by

V ∗ the algebraic dual and by Ṽ the subspace of those vectors (linear
forms) fixed by some compact open subgroup. We denote by π̃ the

representation of G(F ) on Ṽ . We say that (π̃, Ṽ ) is the representa-
tion contragredient to (π, V ). A smooth representation is said to be
irreducible if it is algebraically irreducible. Any irreducible smooth
representation is admissible. More precisely, given an open compact
subgroup K ′ there is a constant c such that for any irreducible repre-
sentation (π, V ) the dimension of V K′ is bounded by c [3]. If π is an
irreducible representation of GL(n, F ) then there is a character ωπ of
F× such that

π(zIn) = ωπ(z)

for all z ∈ F×. We call ωπ the central character of π. A function of
the form

f(g) = 〈π(g)v, ṽ〉 , v ∈ V , ṽ ∈ Ṽ ,

is a matrix coefficient of π. Then the function f̌ defined by

f̌(g) = f(g−1)

is a matrix coefficient of π̃.
If π is a unitary (topologically) irreducible representation of G(F )

on a Hilbert space H with scalar product (•, •) then the space V of
smooth vectors (i.e. fixed by some compact open subgroup of G(F ))
is invariant under G(F ) and the representation (also noted π) of G(F )
on V is algebraically irreducible and admissible. The representation π̃
is then the imaginary conjugate of π. In particular, for v1, v2 in V the
function

f(g) = (π(g)v1, v2)

is a matrix coefficient of the admissible representation π. We say that
an irreducible admissible representation is unitarizable if it is the space
of smooth vectors in a topologically irreducible unitary representation
of G(F ) on a Hilbert space.

We first review the definition of an induced representation. We let
P = P (m1,m2,...,mn) be the upper parabolic subgroup of type (m1,m2, . . . ,mr)
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with
∑

1≤i≤r
mi = n. This is the group of matrices of the form

p =


g1 u12 u13 · · · u1j · · · u1r

0 g2 u23 · · · u2j · · · u2r

0 0 g3 · · · u3j · · · u3r

· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · · · · gr−1 u(r−1)r

0 0 0 · · · · · · 0 gr

 ,

where gi ∈ GL(mi) and ui,j is a matrix with mi rows and mj columns.
The unipotent radical U = U (m1,m,...mn) is the group of matrices with
gi = 1 for all i. We let M = M(m1,m2,...mn) be the subgroup of matrices
for which uij = 0 for all (i, j). So we have the Levi decomposition

P = MU ,

and

G(F ) = P (F )K = U(F )M(F )K ,

where K is the standard maximal compact subgroup

K := GL(n,OF ) .

Let πi, 1 ≤ i ≤ r, be an irreducible (or simply admissible) representa-
tion of GL(ri, F ) on a complex vector space Vi. We set

V =
⊗

1≤i≤r

Vi

and denote by σ =
⊗

πi the tensor product representation of M(F )
on V .

We denote by δP the topological module of the locally compact group
P (F ). Recall δP is trivial on U(F ) and is given on M(F ) by the formula

d(mum−1) = δP (m)du

where du denotes a Haar measure on U(F ). In general, we denote by
ρ(g) the right translation of a function φ by g:

ρ(g)φ(h) = φ(hg) .

The space of the corresponding induced representation

Ind(G,P ; π1, π2, . . . , πr)

is the space of functions

φ : G(F )→ V

such that

φ(mug) = δ
1/2
P σ(m)φ(g)
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for all g ∈ G(F ),m ∈ M(F ), u ∈ U(F ) and there is a compact open
subgroup K ′ ⊂ K such that, for all k ∈ K ′,

ρ(k′)φ = φ .

The representation π of G(F ) on the induced representation is by right-
shifts.
We can consider the representation

Ind(G,P ; π̃1, π̃2, . . . , π̃r)

with Ṽ =
⊗

Ṽi, σ̃ =
⊗

π̃i. We have on V × Ṽ the invariant scalar
product 〈

⊗ vi, ⊗ṽi
〉

=
∏
i

〈vi, ṽi〉

so that (Ṽ , σ̃) is contragredient to (V, σ). It follows that for φ ∈
Ind
(
G,P ; π1, π2, . . . , πr

)
and φ̃ ∈ Ind

(
G,P ; π̃1, π̃2, . . . , π̃r

)
, we have〈

φ(pg), φ̃(pg)
〉

= δP (p)
〈
φ(g), φ̃(g)

〉
.

Hence if we set 〈
φ, φ̃

〉
:=

∫
K

〈
φ(k), φ̃(k)

〉
dk

we obtain an invariant non-degenerate scalar product and π̃ is indeed
contragredient to π.

An irreducible representation of GL(n, F ) is said to be supercuspidal
if it is not a component of an induced representation. A character of
GL(1, F ) is by definition a supercuspidal representation. For n > 1 a
matrix coefficient f of a supercuspidal representation transforms under
the central character ωπ of π, that is,

f(zg) = ωπ(z)f(g)

for all z ∈ Z(F ) and all g. The function f is compactly supported
modulo the center. Moreover, if U is the unipotent radical of a proper
parabolic subgroup of G, then∫

U(F )

f(g1ug2)du = 0 .

Any irreducible representation π is a sub-representation of an induced
representation

Ind(G,P n1,n2,...,nr ;σ1, σ2, . . . , σr)

where each σi is a supercuspidal representation of GL(ni, F ).
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2.2. The Main Theorem. Let π be an irreducible smooth representa-
tion of GL(n, F ). Let Φ be a Schwartz-Bruhat function on M(n×n, F )
and f a matrix coefficient of π. We consider the integral

Z(Φ, f, s) :=

∫
GL(n,F )

Φ(g)f(g) |det g|s+
n−1
2 dg .

We define the Fourier transform Φ̂ of a Schwartz-Bruhat function Φ on
M(n× n, F ) by

Φ̂(X) =

∫
M(n×n,F )

Φ(y)ψ(−trXY )dY .

The Haar measure dY is self-dual, that is, for all Φ,∫
Φ̂(X)dX = Φ(0) .

Recall the notation f̌(g) := f(g−1) .

Theorem 2.1. Let the notations be as above.

(i) The integral defining Z(Φ, f, s) converges absolutely for Re(s) suf-
ficiently large (Re(s) > 0 if π is tempered and Re(s) > n−1

2
if π is

unitary).

(ii) Z(Φ, f, s) is a rational function of q−s, qs. More precisely the space
spanned by these integrals is a fractional ideal of C[q−s, qs] with a unique
generator of the form

L(s, π) =
1

P (q−s)
,

(
P ∈ C[q−s], P (0) = 1

)
.

(iii) There is a functional equation

Z(1− s, Φ̂, f̌) = γ (s, π, ψ)Z(f,Φ, s)

where γ (s, π, ψ) is rational. Furthermore,

γ (s, π, ψ) =
ε(s, π, ψ)L(1− s, π̃)

L(s, π)

where ε(s, π, ψ) has the form cq−ms.

The factors ε(s, π, ψ) and γ(s, π, ψ) depend on ψ. It is easily seen
that if ψa(x) := ψ(x) where a ∈ F× then

ε(s, π, ψa) = ωπ(a)|s|n(s− 1
2

)ε(s, π, ψ) ,

where ωπ is the central character of π.
From its definition it is clear that the factor ε(s, π, ψ) is a monomial

in q−s.
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If we apply the functional equation twice we find

γ(1− s, π̃, ψ) · γ(s, π, ψ) = 1,

or equivalently
ε(1− s, π̃, ψ) · ε(s, π, ψ) = 1 .

In particular for s = 1
2

we find

ε

(
1

2
, π̃, ψ

)
ε

(
1

2
, π, ψ

)
= 1 .

If π is unitary we have

ε

(
1

2
, π̃, ψ

)
= ε

(
1

2
, π, ψ

)
,

and so ∣∣∣∣ε(1

2
, π, ψ

)∣∣∣∣ = 1 .

2.3. Convergence. We first prove (i) for tempered representations.
By definition an irreducible representation π is tempered if its central
character is unitary and if any matrix coefficient of π is bounded by a
constant multiple of the function Ξ defined as follows. Let B = AN be
the group of upper triangular matrices and δB its module function of
teh group B. Extend δB to be invariant under K on the right. Then

Ξ(g) =

∫
K

δ
1/2
B (kg)dk .

Thus we only need to prove that an integral∫
G(F )

Φ(g) Ξ(g) |det g|s+
n−1
2 dg

is absolutely convergent for Re(s) > 0. Now Φ is bounded in absolute
value by a function of the form

X 7→ cΦ0($mX) ,

where Φ0 is the characteristic function of M(n× n,OF ) . So it suffices
to prove that the integral∫

G(F )

Φ0(g) Ξ(g) |det g|s+
n−1
2 dg

is finite for s > 0. Since Φ0 is K–invariant on the left, this integral,
finite or infinite, is equal to∫

G(F )

Φ0(g) δ
1/2
B (g) |det g|s+

n−1
2 dg ,
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This integral is computed below in the subsection devoted to unramified
representations and equal to

(1− q−s)−n

which is finite for s > 0.
If π is unitary then its matrix coefficients are uniformly bounded.

As in the previous case we are reduced to show that the integral∫
G(F )

Φ0(g) |det g|s+
n−1
2 dg

is finite for s > n−1
2

. This integral can be computed as in the subsection
devoted to unramified representations and is equal to

k=n∏
k=1

1

1− q−(s−n
2

+ k
2

)
.

Our assertion follows.
For a general representation π one can first prove that a matrix

coefficient is majorized by a power of the norm and prove that an
integral of the form ∫

Φ0(g) ||g||m |det g|sdg

is finite for s >> 0 or one can use the reduction step below.
For an arbitrary π, by taking suitable functions Φ with compact

support contained in G(F ) we see we can choose Φ and f so that, for
all s,

Z(Φ, f, s) = 1 .

Also we have, for Re(s) >> 0 and h ∈ G(F ),∫
Φ(gh)f(gh) |det g|s+

n−1
2 dg = | deth|−s−

n−1
2 Z(Φ, f, s) .

This shows that if we prove that the integrals are rational functions of
q−s then the complete assertion (ii) follows.

Consider now the case where π is a supercuspidal representation of
GL(n, F ), If n = 1 this means that π is a one dimensional character
and the result follows from Tate’s thesis. If n > 1 then the matrix
coefficients of π are compactly supported modulo the center and this
can be used to prove the convergence of the integral for Re(s) >> 0
(Re(s) > 0 if the central character is unitary) and also that the integrals
are polynomials in q−s, qs, in other words that L(s, π) = 1. To prove
the functional equation one can imitate Tate’s argument.

One then uses a reduction step.
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Lemma 2.2 (Reduction step). Let P = MU be a parabolic subgroup
of type (n1, n2, . . . , nr). For each i let πi be an irreducible admissible
representation of GL(ni, F ). Let π be the induced representation

π = Ind(G,P ; π1, π2, . . . , πr) .

Suppose the assertions of the theorem are true for each πi.

(i) Then they are true for any irreducible component σ of π.

(ii) Furthermore γ (s, σ, ψ) =
∏

1≤i≤r
γ (s, πi, ψ)

(iii) L(s, σ) = Rσ(q−s)
∏

1≤i≤r
L(s, πi) . where Rσ is a polynomial and

L(s, σ̃) = R̃σ(q−s)
∏

1≤i≤r

L(s, π̃i),

where R̃σ is the polynomial determined by

R̃σ(q−s) = Rσ(q−1+s) .

(iv) If the induced representation is irreducible, so that σ is the induced
representation, then Rσ = 1.

Since every irreducible admissible representation of GL(n, F ) is in-
duced by supercuspidal representations the lemma follows.

The above lemma gives the factor γ(s, π, ψ) for any irreducible rep-
resentation π. If π is tempered then L(s, π) and L(s, π̃) are given by
convergent integraks for Re(s) > 0 thus are holomorphic for Re(s) > 0.
It follows that the fraction

L(1− s, π̃)

L(s, π)

is an irreducible fraction of the ring C[q−s, qs]. This observation deter-
mines completely the factors L(s, π) and L(s, π̃).

For a complete computation of the L–factors see [24].

2.4. Unramified representations. Because of its importance, we
discuss the case of representations which have a vector fixed under
K := GL(n,OF ). We first observe that a supercuspidal representation
(π, V ) of GL(n, F ) (for n > 1) cannot have a non-zero vector fixed
under K. Indeed, assume that π has such a vector v. Then the contra-

gredient representation (π̃, Ṽ ) has also a vector ṽ 6= 0 fixed under K.
The matrix coefficient

f(g) = 〈π(g)v, ṽ〉
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is bi-invariant under K, transforms under a character of Z(F ) = F×

and is compactly supported modulo Z(F ). Moreover, because of the
cuspidality, for all g ∫

N(F )

f(ug)du = 0 ,

where we recall n is the group o upper triangular matrices with unit
diagonal. By Satake lemma [30] this implies f = 0, a contradiction.
This result extends to a Levi subgroup M (which is a product of linear
groups). A supercuspidal representation σ of M(F ) can have a non-
zero vector fixed under K ∩M(F ) only if M is a product of groups
GL(1), that is M = A, the group of diagonal matrices and σ is a
product of characters of GL(1).

Now consider a general unramified representation π. It is a subrep-
resetnation of an induced representation

Ind(G,MU ;σ)

where σ is a supercuspidal representation of M(F ). The representation
σ must have a vector fixed under K∩M(F ). Thus it must be that M =
A (group of diagonal matrices) and σ is a product of one dimensional
unramified characters of F×. Hence π is an irreducible component of

Ind(G,AN ;χ1, χ2, . . . , χn) ,

where each χi is an unramified character of F×. This representation
may not be irreducible but it has a finite composition series. Since

G(F ) = N(F )A(F )K

this representation has a unique irreducible component having a non-
zero vector fixed under K. We denote it by π(χ1, χ2, . . . , χn). We stress
that it appears only once in the irreducible quotients of a composition
series. If we permute the χi the character of the induced representation
does not change so the irreducible components do not change and in
particular the representation π(χ1, χ2, . . . , χn) does not change. An
unramified character like χi is determined by its value zi = χi($) where
$ is a uniformizer. So we see that π(χ1, χ2, . . . , χn) is determined by
the conjugacy class in GL(n,C) of the matrix

A = diag(z1, z2, . . . , zn) .

This is the Langlands conjugacy class of the representation π.

Lemma 2.3. Let π be an irreducible representation with a fixed vector
under K. Then

L(s, π) = det
(
1n − Aq−s

)−1
,
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where A is its Langlands conjugacy class of π. If moreover the conduc-
tor of ψ is OF then ε(s, π, ψ) = 1.

Proof. We have π = π(χ1, χ2, . . . , χn) for unramfied characters χi. Let
φ be the element of

Ind(G,AN ;χ1, χ2, . . . , χn)

taking the value 1 on K. Define similarly φ̃ for the representation

Ind(G,AN ;χ−1
1 , χ−1

2 , . . . , χ−1
n ) .

Then the function

f(g) :=

∫
K

φ(kg)φ̃(k)dk =

∫
K

φ(kg)dk

is a matrix coefficient of π = π(χ1, χ2, . . . , χn). Let Φ be the charac-
teristic function of M(n× n,OF ). Then

Z(Φ, f, s) =

∫
G

Φ(g) f(g) |det g|s+
n−1
2 dg

=

∫
G(F )×K

Φ(g)φ(kg) |det g|s+
n−1
2 dgdk.

Since Φ is K–invariant, this reduces to∫
G(F )

Φ(g)φ(g) |det g|s+
n−1
2 dg .

Using the Iwasawa decomposition G(F ) = A(F )N(F )K this reduces
at once to ∏

1≤i≤n

∫
F×

Φ0(ai)χi(ai)|ai|s d×ai

where Φ0 is the characteristic function of OF in F . This is equal to∏
1≤i≤n

L(s, χi) = det (1n − Aqs)−1 ,

which is the first assertion.
For the second assertion we remark that under the assumption on ψ

we have Φ̂ = Φ. Hence

Z(Φ̂, f̌ , 1− s) =

∫
Φ(g)f̌(g) |det g|1−s+

n−1
2 dg .

Replacing f by f̌ amounts to exchange φ and φ̃. So this integral is
equal to ∏

1≤i≤n

L(1− s, χ−1) .

Hence ε(s, π, ψ) = 1. �
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3. Local theory for GL(n,R) and GL(n,C)

In this section G denotes a product of groups GL(n,R) and GL(n,C)
regarded as a real lie group. We define the norm of an element of G.
If g ∈ GL(n,R) we set

||g|| =
√∑

i,j

(
g2
ij + (g−1)2

ij

)
We could also use the supremum of the absolute values of the entries
of g and g−1.
If g ∈ GL(n,C) we set

||g|| =
∑
i,j

(
gijgi,j + (g−1)ij(g−1)ij

)
.

We could also use the supremum of the gijgi,j and (g−1)ij(g−1)ij.

The norm of an element of G is then the product of the norms of
its components.

We denote by g the Lie algebra of G and by U(g) the enveloping
algebra of g. We also denote by Z(g) the center of U(g). The standard
maximal compact subgroup of GL(n,R) is the orthogonal group O(n)
and the standard maximal subgroup of GL(n,C) is the unitary group
U(n). The standard maximal compact subgroup of G is the product
of the standard maximal subgroups of the factors. It is noted K. We
note that because G is contained in a product of groups GL(n,C) the
center Z(g) is equal to ZG(g), the set of elements of U(g) fixed by the
operators Adg, g ∈ G.

We assume the reader is familiar with the notion of (g, K) module.
A (g, K) is said to be admissible if any irreducible representation of
K appears with finite multiplicity. We denote by H the category of
admissible, finitely generated (g, K) modules.

Lemma 3.1. (Harish Chandra) Consider a (g, K)-module V which
is finitely generated. If V is annihilated by an ideal of finite codimension
in Z(g) then V is admissible.

Lemma 3.2. Let σ be an irreducible representation of K. Then the
multiplicity of σ in an irreducible admissible (g, K) module is bounded
by the dimension of σ.

Let (π0, V0) be an admissible finitely generated (g, K) module. Then
there exists a locally convex complete topological vector space V and
a continuous representation π of G on V such that V0 can be identified
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with the space of K–finite vectors in V and π0 is the corresponding
representation of (g, K). There are many choices for the topological
vector space V . If (π, V0) is an admissible algebraically irreducible
(g, K) module then for any choice of V the representation of G on V is
topologically irreducible and the center of G operates by a scalar. So
if G = GL(n,R) or Gl(n,C) we can define the central character ωπ. It
depends only on V0 and not on the choice of V .

Let H(G,K) be the convolution algebra of bi–K–finite smooth func-
tions of compact support on G. Then the operators π(f), f ∈ H(G,K)
leave V0 invariant. We have thus a representation of H(G,K) on V0.
This representation does not depend on V but only V0. The algebra
H(G,K) does not have a unity but it has an approximation of unity. In
particular, given vectors v0, v1, . . . vn in V0 there is f ∈ H(G,K) such
that π0(f)vi = vi for all i. The following lemma (Harish-Chandra [20])
follows from the above considerations.

Lemma 3.3. Let G be as above. Given C∞ functions

f1, f2, . . . , fr : G→ C,

which are K-finite and annihilated by an ideal of finite codimension in
Z(g), then there exists h ∈ C∞c (G) such that

fi = ρ(h)fi, (for i = 1, 2, . . . , r).

We recall a lemma of Dixmier Malliavin [9] which similarly can be
used to show that some functions can be written as convolutions. Let
again G be a Lie group, say a product of GL(n,R) and GL(n,C). Let
π be a unitary representation of G on a Hilbert space H. Then let V
be the subspace of C∞ vectors in H. The space V is equipped with
the topology defined by the semi-norms v 7→ ||π(X)v|| where X is in
the enveloping algebra of the Lie algebra of G. It is complete for this
topology. The group G operates on V .

Lemma 3.4. Any vector v ∈ V can be written as a finite sum

v =
∑

1≤j≤r

π(fj)vj

where the vectors vj are in V and the functions fj are C∞ functions of
compact support on G.

Let again (π, V0) be a finitely generated admissible (g, K) module.
There is a completion V of v0 with the following properties (Casselman-
Wallach, see [35],[2]). The space V is a Frechet space and the repre-
sentation π of G be C∞. This means that for each vector v the map
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v 7→ π(g)v is C∞. Finally, we demand for any continuous semi-norm λ
on V there is another continuous semi-norm νλ and m > 0 such that

λ(π(g)v) ≤ ||g||mνλ(v)

for all v and g. The representation (π, V ) is uniquely determined by
these conditions. We call it the canonical completion of (π0, V0).

Moreover, let Ṽ0 be the contragredient module: this is the vector

space of K–finite linear forms on V0. Let Ṽ be the canonical completion

of Ṽ0. Then the natural bilinear form on V0×Ṽ0 extends to a continuous,

invariant bilinear form on V × Ṽ . Usually, this bilinear form is noted
〈v, ṽ〉. The functions

g 7→ 〈π(g)v, ṽ〉
are the matrix coefficients of π.

Finally, let (π,H) be a unitary (topologically) irreducible representa-
tion of G on a Hilbert space H with Hermitian scalar product (v1, v2)

and norm ||v|| = (v, v)
1
2 . Let HK be the space of K–finite vectors.

Every vector v in HK is C∞ so that g operates on HK and Hk is a
(g, K) module admissible and irreducible. Let V be the space of C∞

vectors in H. The space V equipped with the topology defined by the
semi-norms

v → ||π(X)v||,
(
X ∈ U(g)

)
,

is the canonical completion of the (g, K) module HK . The space Ṽ
is simply the space imaginary conjugate of V , that is the same space,
with the same addition and the same topology and scalar multiplication
defined

λ.Ṽ v = λ.V v .

Thus a matrix coefficient of V have the form

g 7→ (π(g)v1, v2),
(
v1, v2 ∈ HK

)
.

If the ground field is R we let ψ be a non-trivial additive character.
We write ψ in the form ψ(x) = exp(2iπax), a ∈ R×. We denote
by S0(M(n × n,R)) the subspace of S(M(n × n,R)) spanned by the
functions of the form

Φ(X) = exp
(
−πtr(tXX)

)
P (X),

where P is a polynomial.
If the ground field is C, we let ψ be a non-trivial additive character.

We write ψ in the form ψ(z) = exp (2iπ(az + az)), a ∈ C×. We denote
by S0(M(n × n,C)) the subspace of S(M(n × n,C)) spanned by the
functions of the form

Φ(X) = exp
(
−2πtr(tXX)

)
P (X,X),
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where P is a polynomial. Often, we write S and S0 for these spaces.
We define the Fourier transform

Φ̂(X) =

∫
Φ(Y )ψ(−TrXY ) dY

of a function Φ. The Haar measure dX is self dual, that is, for all Φ,∫
Φ̂(X) dX = Φ(0) .

The space S (resp. S0) is invariant under the Fourier transform (resp.
if a = ±1).

From now on we do not distinguish between a (g, K) module and its
canonical completion.

Theorem 3.5. Let π be an irreducible (g, K) and (π, V ) its canonical
completion. Let f be a smooth matrix coefficient of π and let Φ ∈
S(M(n× n,R)).

(i) The integral

Z(Φ, f, s) :=

∫
GL(n,R)

Φ(g)f(g) |det g|s+
n−1
2 dg

converges absolutely for Re(s) >> 0 (Re(s) > 0 if π is tempered and
Re(s) > n−1

2
if π is unitary).

(ii) If P (s) is any polynomial, then

P (s)Z(Φ, f, s) =
∑

1≤i≤r

Z(Φi, fi, s)

for suitable Φi and fi. If Φ is in S0 and f is bi–K–finite then one can
take Φi ∈ S0 and fi bi–K–finite.

(iii) The integrals Z(Φ, f, s) extend to meromorphic function of s.
There is a meromorphic function L(s, π) which never vanishes with
the following properties. The integrals Z(Φ, f, s) are entire multiple of
L(s, π). If Φ is in S0 and f is K–finite then Z(Φ, f, s) is a polynomial
multiple of L(s, π). Conversely, if P is any polynomial then one can
find Φi ∈ S0 and K–finite coefficients fi such that

P (s)L(s, π) =
∑
i

Z(Φi, fi, s) .

(iv) As a meromorphic function of s, the integral Z(Φ, f, s) satisfies
the functional equation:

Z(Φ̂, f̌ , 1− s) = γ (s, σ, ψ)Z(Φ, f, s) ,
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where γ (s, σ, ψ) is a suitable meromorphic function.
The factor γ has the form

γ (s, σ, ψ) =
ε(π, s, ψ)L(1− s, s̃)

L(s, π)

where ε(π, s, ψ) is an exponential function of s.

These conditions determine the factor L(s, π) up to a scalar factor.
It will turn out to be a product of Γ factors. In a vertical strip it has
only finitely many poles.

We pass to the assertion (ii). We have a representation of G(F ) ×
G(F ) on S, the action of (g1, g2) being given by

λ(g1)ρ(g2)Φ[X] := Φ(g−1
1 Xg2) .

This action is C∞ so we have a corresponding action of g × g. For
instance, let X ∈ g. Then

ρ(X)Φ(X) =
d

dt
Φ[XetX ]

∣∣∣∣
t=0

.

The space S0 is invariant under the action of K ×K and its elements
are K ×K finite. Furthermore the space S0 is invariant under g × g.
Finally, if Φ is in S0 and f is a matrix coefficient, then

Z(Φ, f, s) = Z(Φ, f0, s)

where f0 is a bi–K–finite coefficient.
Now let X ∈ g. Then

Z(Φ, ρ(X)f, s)

=
d

dt

∫
Φ(g)f(getX) |det g|s+

n−1
2 dg

∣∣∣∣
t=0

=
d

dt

∫
Φ(ge−tX)f(g)

∣∣det ge−tX
∣∣s+n−1

2 dg

∣∣∣∣
t=0

=−
∫
ρ(X) Φ(g)f(g) |det g|s+

n−1
2 dg −

(
s+

n− 1

2

)
Z(Φ, f, s) .

Assertion (ii) follows.
For n = 1 our assertions are essentially contained in Tates’ thesis. In

the context of (g, K) modules or their canonical completion, we have a
notion of induced representations which we take for granted. Then we
have again a reduction step.
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Lemma 3.6. Let πi, 1 ≤ i ≤ r be irreducible representations of
GL(ni, F ). Suppose the assertions of the theorem are true for each
representation πi. Let σ be an irreducible component of the induced
representation

Ind(G,P ; π1, π2, . . . , πr) .

(i) The assertions of the theorem are true for the representation σ.

(ii) We have

γ(s, σ, ψ) =
∏

1≤i≤r

γ(s, πi, ψ) ,

L(s, σ) = P (s)
∏

1≤i≤r

L(s, πi) ,

L(s, σ̃) = P̃ (s)
∏

1≤i≤r

L(s, π̃i) ,

where P and P̃ are polynomials and

P̃ (s) = P (1− s) .

(iii) If the induced representation is irreducible (and equal to σ) then
P = 1.

We use the reduction step in the following way. Let π be an irre-
ducible admissible (g, K) module (0r its canonical completion). Then
there are n characters πi : F× → C with the following property. Con-
sider the induced representation

Ind(G,P ; π1, π2, . . . , πn) ,

where P is the group of upper triangular matrices. The space of this
induced representation is the space of C∞ functions

f : GL(n, F )→ C
such that

f(nag) = δP (a)1/2µ(a)f(g) ,

where
µ(a) = µ1(a1,1)µ2(a2,2) · · ·µn(an,n) .

The canonical completion of π is a subquotient of this induced repre-
sentation and the (g, K) module π is then a subquotient of the (g, K)
module of K–finite functions in the induced representation.

One then proves that the integrals Z(Φ, f, s) for f a matrix coefficient
of π extend to meromorphic functions which are entire multiples of

n∏
i=1

L(s, πi)



18 DORIAN GOLDFELD AND HERVÉ JACQUET

bounded at infinity in vertical strips. This space of meromorphic
functions has a natural topology defined as follows. Consider a strip
A ≤ Re(s) ≤ B and a polynomial P (s) which cancel the poles of∏
L(s, µi) in the strip. We define then a semi-norm

sup
A≤Re(s)≤B

|P (s)f(s)| .

The topology is then the one defined by these semi-norms. The map

Φ 7→ Z(Φ, f, s)

is then continuous for this topology. If we write f(g) = 〈π(g)v, ṽ〉 the
bilinear form

(v, ṽ) 7→ Z(Φ, f, s)

is also continuous. We have also the functional equation:

Z(Φ̂, f̌ , 1− s) =
n∏
i=1

γ(s, µi, ψ)Z(Φ, f, s) .

If we take f to be K–finite and Φ ∈ S0 then the integrals are poly-
nomial multiples of

∏n
i=1 L(s, µi). The vector space spanned by these

polynomials is an ideal with a generator Pπ, well defined up to a scalar
multiple. We set L(s, π) = Pπ(s)

∏n
i=1 L(s, µi). So L(s, π) is defined

up to multiplication by a constant. We define similarly L(s, π̃). We
have also a functional equation. A density argument implies that the
integrals Z(Φ, f, s) for Φ arbitrary are again holomorphic multiple of
L(s, π). Since given f and s0 one can choose Φ of compact support on
GL(n, F ) such that Z(Φ, f, s0) 6= 0 one concludes that L(s0, π) 6= 0.
In other words the zeroes of Pπ must cancel poles of

∏n
i=1 L(s, µi). We

have a similar polynomial Pπ̃ and the factor L(s, π̃). Moreover, in the
functional equation

Z(Φ̂, f̌ , 1− s)∏
L(1− s, µ−1

i )
=
∏

ε(s, µi, ψ)
Z(Φ, f, s)∏
L(s, µi)

the product of the epsilon factors is in fact a constant. If f is a K
–finite matrix coefficient of π and Φ in S0 then the right hand side
is a polynomial multiple of Pπ(s) and the left-hand side a polynomial
multiple of Pπ̃(1 − s). We conclude that Pπ̃(1 − s) = cPπ(s) for a
suitable constant c. Finally, we can write the functional equation in
the form

Z(Φ̂, f̌ , 1− s) = γ(s, π, ψ)Z(Φ, s, f)

where

γ(s, π, ψ) =
ε(s, π, ψ)L(1− s, π̃)

L(s, π)
,
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and ε(s, π, ψ) is an exponential function of s (in fact a constant with
our choice of ψ).

In principle the above considerations determine the factor γ(s, π, ψ).
It remains to compute the factor L(s, π). Thus we need to consider the
case of a representation π of GL(n, F ), square integrable (modulo the
center) other than a character of GL(1) of module 1. Such a represen-
tation exists only if F = R and n = 2. There exists 2 characters µ1, µ2

of R× such that π is a subrepresentation of the induced representation

Ind(G,P ;µ1, µ2) .

Since the representation π is tempered, the integrals Z(Φ, f, s) and
Z(Φ, ǩ, s) (where f is a matrix coefficient of π) converge for Re(s) > 0.
Thus the products

Pπ(s)L(s, µ1)L(s, µ2) , Pπ̃(s)L(s, µ−1
1 )L(s, µ−1

2 ) ,

are holomorphic for Re(s) > 0. This added condition determines the
polynomials and the factors L(s, π), L(s, π̃). See [24] for a computation
of the L factor in all cases.

4. Tensor product of representations

Let F be number field and let G be the group GL(n) regarded as an
algebraic group over F . Let A be the ring of adeles of F . Let π be a
(topologically) irreducible unitary representation of G(A) on a Hilbert
space H.

If v is a finite place we let Ov be the ring of integers of Fv and we
set

Kv := GL(n,Ov) .
If v is a real place we set Kv := O(n). If v is a complex place we set
Kv := U(n). We set

K∞ :=
∏
v∈∞

Kv , Kf :=
∏
v 6∈∞

Kv , K := K∞ ·Kf ,

We can restrict this representation to the maximal compact subgroup
K. This representation decomposes into a discrete sum of unitary
irreducible representations of K. In particular, the space of K–finite
vectors is dense in H. Consider an irreducible representation σ of K.
Then there is a finite set of places S containing all the Archimedean
places, for each v ∈ S an irreducible representation σv of Gv such that
σ is the tensor product of the σv, v ∈ S and the trivial representation
of KS :=

∏
v 6∈SKv. It follows that the union of the closed subvector

spaces HKS
is dense in H. Consider one of them HKS

say. Then the
product group GS :=

∏
v∈S Gv leaves that space invariant and so does
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the Hecke algebra HS. Fix a vector v0 6= 0 ∈ HKD
. If v is any other

vector in the same space then v can be approached by vectors of the
form ∑

i

ciπi(gi)π(hi)v0

with ci in C, gi ∈ GS, hi ∈ Gs. Since V and v0 are in HKS
we see that

v can be approached by vectors the form∑
i

ciπi(gi)

∫
KS

π(k)dkπ(hi)

∫
KS

π(k)dkv0

and
∫
KS π(k)dkπ(hi)

∫
KS π(k)dk = π(φ) for some φ in HS. So HKS

must be irreducible under the action of GS and HS.
But HS is commutative and the operators π(φ), φ ∈ HS commute

to the operators π(g), g ∈ GS. So the operators π(φ), φ ∈ HS must be

scalars. It follows that the representation of GS on HKS
is topologically

irreducible. Concretely because the local groups Gv are of type I the
representation must be the tensor product

⊗
v∈S πv where the πv are

irreducible unitary representations. It T ⊃ S then we get unitary
irreducible representations π′t, t ∈ T . For s ∈ S we have πs ' π′s. For
t ∈ T−S the representation πt; contains a unit vector et invariant under
Kt and

⊗
t∈T H

′
t '

⊗
s∈S Hs

⊗
t∈T−S et. Finally, we have obtained for

every place v a unitary irreducible representation (πv, Hv). For almost
all v. the space Hv contains a unit vector fixed under Kv (unique up
to a scalar factor of module 1). If S is sufficiently large and T ⊃ S⊗

t∈T

Ht ⊃
⊗
v∈S

Hv

⊗
v∈T−S

et '
⊗
v∈S

Hv .

We can define the algebraic inductive limit of the spaces
⊗

v∈S Hv and
H is the completed space of the algebraic limit. In a more concrete
way, choose for almost all places V a unit vector invariant under Kv.
We have the pure tensor vectors⊗

all v

uv

with uv = ev for almost all v. The linear span of the pure tensors is
dense in H. The scalar product of two pure tensors is given(⊗

all v

uv,
⊗
all v

u;v

)
=
∏
all v

(uv, u
′
v)
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Concretely, the matrix coefficients (π(g)u, u′) for u and u′ pure tensors
are given by the infinite product:

(π(g)u, u′) =
∏
all v

(πv(gv)uv, u
′
v) .

For a given g almost all factors are equal to 1. This description applies
to the space V of K–finite vectors. (see [15] for a discussion in the
case of GL(2)). The space V is invariant and irreducible under the
action of (g, K∞) and G(Af ). It is also admissible in the sense that
any irreducible representation of K appears with finite multiplicity.

More generally, consider a (g∞, K∞) × GL(n,Af ) module (π, V ).
This means that V is a (g∞, K∞) module and a GL(n,Af ) module
and the actions commute. We assume that each vector in V is fixed
under some compact open subgroup of GL(n,Af ). We say that V
is admissible if each irreducible representation of K∞ × Kf appears
with finite multiplicity. We say that (π, V ) is irreducible if there no
non trivial invariant subspaces. Then π is isomorphic to a restricted
infinite product ⊗

v

(πv, Vv) .

For v infinite (πv, Vv) is an irreducible (gv, Kv). For v finite (πv, Vv)
is an irreducible (admissible) representation of GL(n, Fv). For almost
all finite v the vector space contains a non-zero vector ev fixed by
Kv := GL(n,Ov). We have a similar description of the contragredient

representation (π̃, Ṽ ) as the infinite tensor product
⊗

π̃v,
⊗

Vv). One
can choose ẽv to be such that 〈ev, ẽv〉 = 1. See [22] and [18] for a
detailed discussion in the case of GL(2) and [10] for the general case.

5. Reduction theory for GL(n)

Let F be a number field and AF or simply A its ring of adeles. We
denote by A×>0 the group of ideles whose finite components are 1 and
whose infinite components are all equal to the same positive number.
We can identify this group with R>0. Now let

x = (t, t, . . . , t, 1, 1, . . .) ∈ A×>0, (t ∈ R>0).

We must remember that if v is a real place then |xv|v = t and if v is a
complex place then |xv|v = t2. In particular,

|x| = tr+2c,

where r is the number of real places, c the number of complex places.
Define A1 to be the group of ideles of norm one, and let |x| be the usual
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absolute value on A. The we have the decomposition

A× = A×>0 · A1.

Now F× ⊂ A1 and A1/F× is compact (reduction theory for GL(1)).
Let G = GL(n) regarded as an algebraic group over F . We let G1

be the set of g ∈ G(A) such that | det g| = 1. We have, of course,
G(F ) ⊂ G1. We let Z be the center of G. We define Z>0 ⊂ Z(A) as
the subgroup of elements whose entries are in A×>0. We have (direct
product)

G(A) = Z>0 ·G1 .

Let A be the group of diagonal matrices, regarded as an algebraic
group. Let A1 be the subgroup of elements in A(A) whose entries have
absolute value 1 and let A>0 be the subgroup of elements whose entries
are in A×>0. We have

A(A) = A>0 · A1 .

Finally we let A1 be the subgroup of elements of A>0 whose determinant
is 1. Then we have

A>0 = Z>0 · A1

and
A(A) = Z>0 · A1 · A1

as well as
A(A) ∩G1 = A1 · A1 .

We let N be the group of upper triangular matrices with unit diagonal.
We have the Iwasawa decomposition

G(A) = N(A) · A(A) ·K
and

G1 = N(A) · A1 · A1 ·K .

Recall that N(F )\N(A) and A(F )\A1 are compact. We also recall the
simple roots:

αi : A→ GL(1)

defined by
αi(a) := ai,i/ai+1,i+1.

If t > 0 we denote by A(t) the subset of elements a of A1 satisfying

|αi(a)| ≥ t, 1 ≤ i ≤ n− 1 .

Let ΩN be a compact subset of N(A) and let ΩA be a compact subset
of A1 and let t > 0. We denote by St,ΩN ,ΩA the set of g ∈ G1 of the
form

g = ωN · a · ωA · k
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with a ∈ A(t), ωN ∈ ΩN , ωA ∈ ΩA, k ∈ K. Such a set is called a Siegel
set. It is elementary that a Siegel set has finite volume for the Haar
measure of G1. Moreover, if g is as above then a−1 · ωN · a remain in a
compact set of N(A) so that

g = a · ωG ,

where ωG remain in a compact set ΩG of G1.
The basic result of reduction theory is as follows (see [12]):

Theorem 5.1. For any Siegel set S the set

XS := {γ ∈ G(F ) | γS ∩S 6= ∅}

is finite.
There is a Siegel set S such that

G1 = G(F )S .

As a consequence we see the volume of G(F )\G1 is finite. More
precisely we have the following result.

Theorem 5.2. There is a Siegel set S such that

Vol(G(F )\G1) ≤ Vol(S) .

For any Siegel set S, there is a constant c such that

Vol(S) ≤ cVol(G(F )\G1) .

Proof. Since we may always replace a Siegel set by a larger one, it
suffices to consider a Siegel set S such that G1 = G(F )S. Let S′ be a
measurable section of G(F )\G1 contained in S. We have then (disjoint
union):

G1 =
⊔

γ∈G(F )

γS′

and (finite disjoint union)

S ⊂
⊔
γ∈XS

γS′ .

Let c be the cardinality of Xσ. Then

Vol(G(F )\G1) = Vol(S′) ≤ Vol(S) ≤ cVol(S′) = cVol(G(F )\G1) .

�

We have also the weak approximation theorem.
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Theorem 5.3. Let K ′ be an open compact subgroup of Kf . Then there
are finitely many elements ci, 1 ≤ i ≤ r, of G(Af ) such that we have a
disjoint union

G(A) =
⋃

1≤i≤r

G(F )G∞ciK
′ .

Finally, for g ∈ G(A), we let ||g|| =
∏

v ‖|gv||v denote the norm of
the element g.

Lemma 5.4. Given a Siegel set S then for every g ∈ S we have

||g|| � inf
γ∈G(F )

||γg|| .

Proof. Of course we have, for all g ∈ G(A),

inf
γ∈G(F )

||γg|| ≤ ||g|| .

We prove an inequality in the reverse direction for g in a Siegel set. If
g is in a Siegel set then it has the form

g = aω

where ω is in a compact set and a ∈ A(t). Thus it suffices to prove
that there is a constant c such that

||a|| ≤ c · ||γa||
for all γ ∈ G(F ) and a ∈ A>0. At this point we may use the supre-
mum norm at each infinite place, and for any place v, we adopt the
convention that for an adele a ∈ A

|a|v := |av|v.
Similarly, for g ∈ G(A) and any place v, we set

||g||v := ||gv||v .
We have now for any index j

aj,j = (tj, tj, . . . , tj, 1, 1, . . . , 1 . . .) (tj > 0)

and

||a|| =
(

sup
j

sup(tj, t
−1
j )

)r
·
(

sup
j

sup(t2j , t
−2
j )

)c
Let j be an index. There is an index i such that γi,j 6= 0 (i-th row

and j-th column) For a real place v

tj|γi,j|v = |γi,jaj,j| ≤ ||γa||v .
For v a complex place, we have

t2j |γi,j|v = |γi,jaj,j|v ≤ ||γa||v .
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For v finite, we have

|γi,j|v = |γi,jaj,j|v ≤ ||γa||v .
Taking the product of these inequalities we get

tr+2c
j ≤ ||γa|| .

Similarly,
t−r−2c
j ≤ ||a−1γ−1|| = ||γa|| .

So we get
||a|| ≤ ||γa|| .

We are done. �

Thus to check that a function φ on G1 invariant on the left under
G(F ) is of moderate growth, that is bounded by a constant multiple
of the power of the norm, it suffices to check it is of moderate growth
on a Siegel set.

For a ∈ A(A) define

β(a) :=
∏

1≤i≤n−1

∣∣αi(a)
∣∣.

Lemma 5.5. Given t > 0,there exist c1, c2,m1,m2 > 0 such that

c1β(a)m1 ≤ ||a|| ≤ c2β(a)m2

for all a ∈ A(t).

Proof. This follows from the fact that

an1,1 =
n−1∏
i=1

αi(a)ni

with ni, (i = 1, . . . , n− 1) positive integers and for j ≥ 2

aj,j = a1,1

n−1∏
i=1

αi(a)−ui ,

where ui ≥ 0 are integers.
�

Now consider a Siegel set St,ΩN ,ΩA . Since ΩN ,ΩA, K are compact
sets, it follows that for ωN ∈ ΩN , ωA ∈ ΩA, a ∈ A(t), and k ∈ K,

||ωNaωAk|| � ||a||.
It immediately follows from Lemma 5.5 that on the Siegel set St,ΩN ,ΩA

we have
β(a)m1 � ||ωNaωAk|| � β(a)m2 .
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Finally, we see that a function φ on G1 invariant on the left under
G(F ) is of moderate growth if and only if for every t > 0, there is a
constant m such that for every compact set Ω, there is a constant c
with

|φ(aω)| ≤ cβ(a)m

for a ∈ A(t) and ω ∈ Ω.
Another application is the following Lemma.

Lemma 5.6. Let C be a compact subset of G(A). Then there is c > 0
and m > 0 such that, for all x in G(A) the cardinality of the set

G(F ) ∩ xCx−1

is bounded by c||x||m.

Proof. Let Ω be a compact subset of G(Af ) and t > 0. Let Gt,Ω be the
set of g ∈ G∞Ω such that ||g|| ≤ t. It easy to see that the volume of
Gt,Ω for a Haar measure of G(A) is bounded by ctm for suitable c > 0
and m > 0.

Now, as a function of x the cardinality of the set G(F ) ∩ xCx−1 is
invariant under G(F ) on the left. Thus, to prove our contention we
have assume that x is in a Siegel set, and a fortiori, in the set G∞C

′

where C ′ is a compact set of G(Af ). Replacing the set C by the set
C ′CC ′−1 we see we may assume that x is in G∞. For γ ∈ G(F )∩xCx−1

we have
||γ|| ≤ c||x|| · ||x−1|| = c||x||2 .

Now let V be a compact neighborhood of 1 in G(A) such that

G(F ) ∩ (V · V −1) = {1} .
For v ∈ V and γ ∈ G(F ) ∩ xCx−1 we have

||vγ|| ≤ c1||γ|| ≤ c2||x||2 .
On the other hand,

vγ ∈ xCx−1V .

Since C and V are contained in the product of a compact set of G∞
and a compact set of G(Af ) the set xCx−1V is contained in a product
G∞Ω where Ω is a compact set of G(Af ). We see that if V is as above
and γ in the intersection then

γV ⊂ Gc2||x||2,Ω .

The disjoint union
∪γ∈G(F )∩xCx−1 γV

is contained in
Gc2||x||2,Ω
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Thus
Vol (∪γV ) ≤ Vol(Gc2||x||2,Ω) ≤ c||x||2m .

But the volume on the left is Vol(V ) times the cardinality we are trying
to bound. �

Lemma 5.7. Let x, y ∈ G(A) and C a compact set of G(A). Then the
cardinality of the set

G(F ) ∩ (xCy)

is bounded by c||x||m for suitable c > 0 and m > 0.

Proof. Fix an element δ in the set in question. Then for any other
element γ we have

δ−1γ ∈ xCC−1x−1 .

Since CC−1 is a compact set, it suffices to apply the previous lemma.
�

On the group G(A) (and in general for any group) we denote by ρ(x)
the right translation by x:

ρ(x)φ(h) = φ(hx) .

Moreover, if f is a function on G(A), we set

ρ(f)φ(h) =

∫
G(A)

φ(hg)dh ,

where dx is a Haar measure on G(A).

Lemma 5.8. Suppose f is a continuous function of compact support
on G(A). Then there are constants c > 0 and m > 0 such that, for any
φ ∈ L2(Z>0G(F )\G(A)) and every x ∈ G(A),

|ρ(f)φ(x)| ≤ c||x||m||φ||2 .

Proof. Set

f1(g) :=

∫
Z>0

f(zg)dz .

Then f1 is a continuous function of compact support on Z>0\G(A).
We have

ρ(f)φ(g) =

∫
Z>0\G(A)

φ(hg)f1(h)dh

=

∫
Z>0\G(A)

φ(h)f1(g−1h)dh

=

∫
Z>0G(F )\G(A)

φ(h)
∑

γ∈G(F )

f1(g−1γh)dh .
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But the inner integral is bounded in absolute value by sup |f1| times
the cardinality of the set{

γ ∈ G(F )
∣∣g−1γh ∈ Ω

}
where Ω is the support of f1. Since this is also the set

G(F ) ∩ gΩh−1

we can apply the previous lemma. We find

|ρ(f)φ(g)| ≤ c||x||m
∫
|φ(h)|dh ≤ c||x||m||φ||2Vol(Z>0G(F )\G(A)) .

�

6. Definition of automorphic forms

In the adelic setting of G(A) an automorphic form is a function

φ : G(A)→ C
invariant under G(F ) on the left and K–finite on the right. Further
we demand that φ be C∞ and Z(g)-finite. Finally we demand that φ
be of moderate growth, that is,

|φ(g)| ≤ c||g||M

for some c > 0 and some M > 0.
Since

0 ≤ ||g1g2|| ≤ ||g1|| · ||g2||
for all g1, g2 ∈ G(A), the right translates of φ or the convolution of φ on
the right with a smooth function of compact support are of moderate
growth with the same exponent m.

An automorphic form φ is thus annihilated by an ideal i of Z(g) of
finite codimension and the space V0 of its right translates by K is finite
dimesional. The K–type of φ is the set θ of irreducible representations
of K which appears in V0. The pair (i, θ) is the type of φ.

Lemma 6.1. Suppose φ is an automorphic form. Then there is a
smooth function of compact support f on G(A) such that

ρ(f)φ = φ .

Proof. Indeed, the theorem of weak approximation asserts that we have
a finite disjoint union

G(A) =
⋃

1≤i≤r

G(F ) ·G∞ · gi ·K ′

with gi ∈ G(Af ). We apply lemma 3.3 to the functions

g∞ 7→ φ(g∞ci) .
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Thus there is a C∞ function of compact support f∞ on G∞ such that∫
G∞

φ(g∞hci)f∞(h)dh = φ(g∞ci)

for all i. Now define a function f on G(A) by

f(g∞gf ) =

{
1

Vol(K′)
f∞(g∞) if gf ∈ K ′,
0 if gf 6∈ K ′.

We claim that ∫
G((A)

φ(gh)f(h)dh = φ(g)

for all g ∈ G(A). Since the functions of g on the left hand side and the
right hand side are invariant under K ′ on the right it suffices to check
this relation for g = g∞ci for some i. But then it reduces to∫

G∞

φ(g∞h∞ci)f∞(h∞)dh∞ = φ(g∞ci)

which is true by the choice of f∞. �

By Lemma 6.1 there is a smooth function of compact support f on
G(A) such that φ = ρ(f)φ. Then for every X ∈ U(g) we have

ρ(X)φ = ρ(ρ(X)f)φ

and so ρ(X)φ is still of moderate growth with the same exponent M .
For n = 1 the condition of moderate growth is superfluous. An

automorphic form on GL(1,A) = A× is a finite sum

φ(x) =
∑
j

χj(x)Pj(log |x|)

where each χj is an idele class character and each Pj is a polynomial.
For n > 1 an automorphic form φ is Z(A) finite. In particular, it

is Z>0 finite . We write |z| = |zi,i| (recall all the zi,i are equal and in
A×>0.). Then, for z ∈ Z>0,

φ(zg) =
∑

1≤j≤r

|z|sj
 ∑

1≤i≤Mi,j

(log |z|)mi,jφi,j(g)

 ,

where the functions φi,j are automorphic forms. We will be mostly
concerned in the case where, for z ∈ Z>0,

φ(zg) = |z|sφ(g) .

In fact, multiplying by a power of | det g| we may reduce ourselves to
the case where

φ(zg) = φ(g)
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for all z ∈ Z>0 and this will be the case of interest.
We can also consider square integrable automorphic forms. Those

are elements of L2(Z>0G(F )\G(A)), K∞ finite on the right and annihi-
lated by an ideal of finite codimension of Z(g). A priori, this last con-
dition must be taken in the distribution sense. But the two conditions
together imply that such a function is real analytic so the differential
equation can be taken in the ordinary sense. The conclusion of lemma
6.1 applies. Thus there is a smooth function of compact support f such
that

ρ(f)φ = φ .

For any X ∈ U(g) we have

ρ(X)f = ρ ((ρ(X)f))φ .

This implies that for all X ∈ U(g) the function ρ(X)φ is still square
integrable. Moreover the function φ is of moderate growth. Indeed by
Lemma 5.8 we have

|φ(x)| = |ρ(f)φ(x)| ≤ c||x||m||f ||2 .
Thus φ is a slowly increasing automorphic form.

We could also consider more generally functions transforming on the
left under a unitary character of Z>0.

We have also the following result.

Lemma 6.2. Let V be the space of C∞ vectors in L2(Z>0G(F )\G(A)).
Every v ∈ V can be written as a fintie sum

v =
∑

1≤i≤r

ρ(fi)vi ,

where vi ∈ V and the fi are smooth functions of compact support on
G(A).

Proof. One argue as in lemma 6.1 using lemma 3.4 instead of lemma
3.3. �

We comment briefly on the relation with Harish-Chandra’s notion
of automorphic forms [20]. Let φ be an adelic automorphic form. In
particular, it is invariant under a compact open subgroup K ′ of G(Af ).
Consider the intersection subgroup

Γ := K ′ ∩G(F )

where G(F ) is embedded diagonally into G(Af ). If we embed G(F ) into
G∞ we can regard Γ as discrete subgroup of G∞. It is an arithmetic
subgroup. Let φo be the restriction of φ to G∞. Then we have

φ0(γg) = φ0(g)
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for all γ ∈ Γ and then φ0 is an automorphic form in the sense of Harish
Chandra for the group Γ. Suppose we translate φ on the right by an
element C ∈ G(Af ). Then the function

φc(g) := φ(gc)

is invariant under the open compact subgroup c−1K ′c and its restriction
φc0 to G∞ is invariant under another discrete subgroup Γc of G∞. By
the weak approximation theorem we have (disjoint union)

G(A) =
⋃

G(F )G∞ciK
′

with ci ∈ G(Af ). Thus we see that the adelic form φ is completely
determined by the Harish-Chadra automorphic forms φci0 for different
arithmetic groups Γci . In favorable circumstances φ is determined by
one single Harish-Chandra automorphic form.

7. Two lemmas of functional analysis

We recall two lemmas of functional analysis

Lemma 7.1. Let X be a locally compact space, µ a Borel measure on X
such that µ(X) < +∞. Suppose V is a closed subspace of L2(X,µ) such
that any element f ∈ V is a uniformly bounded continuous function.
Then V is finite dimensional.

This lemma is due to Godement. A proof due to Hörmander can be
found in [7] Lemma 8.3 or [20] pp. 17,18.

Lemma 7.2. Let X be a locally compact space, countable at infinity,
with a countable dense subset. Let µ a Borel measure on X such that
µ(X) < +∞. Suppose T is a continuous operator

T : L2(X,µ)→ Cb(X)

where Cb is the space of bounded continuous functions with sup norm.
Then T viewed as an operator T : L2(X,µ) → L2(X,µ) is a Hilbert-
Schmidt operator and, in particular, a compact operator.

A complete proof can be found in [25], XII §3, Theorem 6.

8. Cusp forms and square integrable forms

A continuous function φ on G(F )\G(A) is said to be cuspidal if∫
U(F )\U(A)

φ(ug)du = 0

each time U is the unipotent radical of a proper parabolic subgroup of
G and g ∈ G(A). Here du is a Haar masure on U(A).
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If φ is invariant under Z>0 and square integrable on Z>0G(F )\G(A)
we say it it is cuspidal if for every smooth function of compact support
f the continuous function

g 7→
∫
φ(gh)f(h)dh

is cuspidal. Thus the space L2
cusp(Z>0G(F )\G(A)) of cuspidal elements

of L2(Z>0G(F )\G(A)) is a closed subspace.
We are going to see that a cusp form which is invariant under Z>0

is in fact square integrable.

Lemma 8.1. Suppose φ is a cusp form invariant under Z>0. Then φ
is bounded and in particular square integrable.

We review the elegant proof of Godement in [11] (which is somewhat
incomplete).

Proof. We only need to prove that φ is bounded on any Siegel set.
In fact we prove that it is rapidly decreasing in an appropriate sense.
Since a Siegel set is contained in a set of the form A(t)Ω where Ω is
a compact set, it will suffice to prove that for any m ≥ 1 there is a
constant c such that

|φ(aω)| ≤ cβ(a)−m ,

for a ∈ A(t) and ω ∈ Ω. We recall the definition

β(a) :=
∏

1≤i≤n−1

|αi(a)| .

Indeed, we can write

φ(g) =

∫
G1

φ(gh)f(h)dh =

∫
G1

φ(h)f(g−1h)dh

where f is a smooth function of compact support on G1. Using the
Iwasawa decomposition for G1, we get

φ(aω) =

∫
φ(ubk)f(ω−1a−1ubk)duδ(b)−1dbdk

with u ∈ N(A), b ∈ A(A) ∩G1, k ∈ K. Since f has compact support,
we see that, in the above integral, the element

a−1ubk = (a−1ua)(a−1b)k

remains in a fixed compact set. This implies that a−1b remains in a
compact set ΩA of A(A).
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Since φ is invariant on the left under N(F ) we can write this as∫ ∫
N(F )\N(A)

∑
γ∈N(F )

f(ω−1a−1γubk)φ(ubk)du

 δ(b)−1dbdk .

We now use the cuspidality of φ.
If α and β are sums of positive roots we write α � β if α − β is a

sum (possibly empty) of positive roots. Let ∆ = {αi, 1 ≤ i ≤ n} be
the set of simple positive roots. For every subset θ ⊆ ∆ we denote
by V θ the subgroup of N defined by the following condition.: for each
positive root α, the one dimensional subgroup Nα is contained in V θ

if and only there is a simple root αi ∈ θ such that α � αi. Thus V θ

is the unipotent radical of a parabolic subgroup P θ = M θV θ. We set
M θ ∩N = N θ. We have a semi-direct product where V θ is normal:

N = N θV θ .

Thus if θ = ∅ then P ∅ = G, N∅ = N , V ∅ = {e}. For θ = ∆ then
P∆ is the minimal parabolic subgroup, i.e. the group of triangular
matrices and V ∆ = N , N∆ = {e}. For instance, for n = 3, we have
∆ = {α1, α2} and

V {α1} =


 1 ∗ ∗

0 1 0
0 0 1

 , Nα1 =


 1 0 0

0 1 ∗
0 0 1

 ,

V {α2} =


 1 0 ∗

0 1 ∗
0 0 1

 , N{α2} =


 1 ∗ 0

0 1 0
0 0 1

 .

Now we consider the following alternating sum∑
θ⊆∆

(−1)|θ|
∫
V θ(A)

∑
γ∈Nθ(F )

f(ω−1a−1γvubk)dv ,

as a function of u ∈ N(A). Here |θ| denotes the cardinality of θ. The
term corresponding to θ = ∅ is just our original expression, namely∑

γ∈N(F )

f(ω−1a−1γubk) .

In this sum, for a given θ 6= ∅ the corresponding term∫
V θ(A)

∑
γ∈Nθ(F )

f(ω−1a−1γvubk)dv ,
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as a function of u, is invariant on the let under V θ(A) and N θ(F )
so is also invariant under N(F ). If now we integrate against φ on
N(F )\N(A), we get∫

N(F )\N(A)

∫
V θ(A)

∑
γ∈Nθ(F )

f(ω−1a−1γvubk)dv

φ(ubk)du .

But the integral over N(F )\N(A) can be decomposed as an integral
over V θ(F )\V θ(A) followed by an integral over N θ(F )\N θ(A) ( because
V θ is a normal subgroup). Since φ is cuspidal this integral is 0.

Thus our expression for φ(aω) can be replaced by∫
N(F )\N(A)×A1×K

Alt · δ−1(b) · φ(ubk) · dudbdk ,

where

Alt :=
∑
θ

(−1)θ
∫
V θ(F )\V θ(A)

dv
∑

γ∈Nθ(F )

f(ω−1a−1γvubk) .

We now want to use Poisson summation formula on the Lie algebra of
N . For a general group we would have to use the exponential function
but on GL(n) we can dispense with it. Indeed, the Lie algebra of N
noted n can identified with the space of upper triangular matrices with
0 diagonal. The dual vector space tn is the space of lower triangular
matrices with 0 diagonal. The duality is given by

(x, y) 7→ trxy .

If we use the standard basis (Xα) of n the dual basis is (X−α). For
x =

∑
xαXα, y =

∑
y−αX−α we have trxy =

∑
xαy−α. Similarly, the

Lie algebra Lie(N θ) = nθ and Lie(V θ) = vθ are vector subspaces of n,
and we have a direct sum decomposition

n = vθ ⊕ nθ

and an orthogonal decomposition of the dual vector space

tn = tvθ ⊕ tnθ .

Our alternating sum can also be written as

Alt =
∑
θ

(−1)|θ|
∫
vθ(A)

∑
ξ∈nθ(F )

∫
f(ω−1a−1(1 + ξ)(1 +X)ubk)dX .

But

(1 + ξ)(1 +X) = 1 + ξ + (1 + ξ)X
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and we can change X into (1 + ξ)−1X. So we get

Alt =
∑
θ

(−1)|θ|
∫

LieV θ(A)

∑
ξ∈LieNθ(F )

∫
f(ω−1a−1(1 + ξ +X)ubk)dX .

Now let us now introduce a Fourier transform. It is a function on tn(A):

Y 7→
∫
n(A)

f(ω−1a−1(1 +X)ubk)ψ(trXY )dX .

Using Poisson summation formula we get

Alt =
∑
θ

(−1)|θ|
∑

λ∈tnθ(F )

∫
n(A)

f(ω−1a−1(1 +X)ubk)ψ(trXλ)dX .

After taking into account the cancellation we find this reduces to

Alt =
•∑

λ∈tn(F )

∫
n(A)

f(ω−1a−1(1 +X)ubk)ψ(trXλ)dX ,

where the • means we sum only for those λ which do not belong to
some tnθ with θ 6= ∅. If we write

λ =
∑

X−αλ−α

we sum only for those λ such that∑
λ−α 6=0

α �
∑

1≤i≤n−1

αi .

For instance, for n = 3, the sum is over the elements

λ = X−α1λ−α1 +X−α3λ−α2 +X−α1−α2λ−α1−α2

such that

λ−α1 6= 0 and λ−α2 6= 0

or

λ−α1−α2 6= 0 .

Now let us majorize

δ(b)−1Alt = δ(b)−1

•∑
λ∈tn(F )

∫
n(A)

f(ω−1a−1(1 +X)ubk)ψ(trXλ)dX

It can be written as

δ(b)−1

•∑
λ∈tn(F )

∫
n(A)

f(ω−1(1 + a−1Xa)a−1uaa−1bk)ψ(trXλ)dX .
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After changing variables, and recalling that traXa−1λ = trX(a−1λa),
we find

δ(b)−1Alt =

δ(ab−1)
•∑

λ∈tn(F )

∫
n(A)

f(ω−1(1 +X)a−1uaa−1bk)ψ(trXa−1λa)dX .

Since ω, a−1ua, a−1b and K remain in compact sets the functions

X 7→ δ(ab−1)f(ω−1(1 +X)a−1uaa−1bk)δ(ab−1)

remain in a compact set of the space of Schwartz-Brunat functions. So
do their Fourier transforms. We now appeal to the following lemma:

Lemma 8.2. Suppose B is a compact set of the space of Schwartz-
Bruhat functions on tn(A) and let m > 1. Then there exist c > 0 such
that, for all Φ ∈ B and a ∈ A(t),∣∣∣∣∣∣

•∑
λ∈tn(F ))

Φ(a−1λa)

∣∣∣∣∣∣ ≤ cβ(a)−m .

Taking the lemma for granted at the moment, we have

δ(b)−1Alt =≺ β(a)−m

and

φ(aω) =

∫
N(F )\N(A)×A1×K

Alt · δ−1(b) · φ(ubk) · dudbdk

Now u, ba−1 and K are in compact sets we have

|φ(ubk)| ≺ ||b||m0 ≺ ||a||m0

for some m0 > 0. Thus we find

|φ(aω)| ≺ β−m(a)||a||m0

for some m0 and any m > 0. Since a is in A(t) by taking m large
enough we obtain

|φ(aω)| ≺ β−m1(a)

for any m1.
It remains to prove the lemma. We may assume that

Φ = Φ∞
∏
vfinite

Φv

where each Φv is the characteristic function of

ω−rvv M(n× n,Ov)
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and Φ∞ remain in a compact set. Then the sum takes the form
•∑

λ∈Λ

Φ∞(a−1λa) ,

where Λ is a lattice in M(n×n, F ) and Φ∞ a Schwartz function which
remain in a compact set. For any Archimedean place v, there is cv > 0
such that for λ ∈ Λ and λ−α 6= 0 we have

|λ−α|v ≥ cv .

There is also a constant dv such that, for a ∈ A(t) and all positive root
α

|α(a)|v ≥ dv .

Now we have

|Φ∞(x)| ≤ C
∏
v real

1(
1 + x2

−α,v
)2m

∏
v complex

1

(1 + (x−α,vx−α,v)
2)2m

.

Now take

x = a−1λa =
∑
α

α(a)λ−αX−α .

which appears in our • sum. For v real, we have

(1 + α(a)2
vλ

2
−α,v)

2m ≥ |α(a)|mv cmv · (1 + d2
vλ

2
−α,v)

m

For v complex, we have

(1 + α(a)4
v(λ−αvλ−α,v)

2)2m

≥ |α(a)|mv cmv · (1 + d2
v(λ−αvλ−α,v)

2)m .

So for λ in our sum we get

|Φ∞(a−1λa)| ≺∏
α

|α(a)|−2m
∏
v real

1

(1 + d2
vλ

2
−α,v)

m

∏
v complex

1

(1 + d2
v(λ−αvλ−α,v)

2)m
.

The first product is over those α for which λ−α 6= 0. By assumption,
summing over those α we have∑

α

α �
∑

1≤i≤n−1

αi .

and thus
∏
|α(a)| � β(a). Finally, we find∣∣∣∣∣

•∑
Φ∞(a−1λa)

∣∣∣∣∣ ≺
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β(a)−m
∑
λ∈Λ

∏
v real

1

(1 + d2
vλ

2
−α,v)

m

∏
v complex

1

(1 + d2
v(λ−αvλ−α,v)

2)m
,

where in the new sum we have no restriction on λ. For m large emough
this sum is finite and we are done. �

Thus the space of automorphic cusp forms of a given type and in-
variant under Z>0 is a closed subspace of L2(G(F )\G1) whose members
are continuous bounded functions.. Hence it is finite dimensional by
lemma 7.1.

This result can be easily extended to any space of cuspidal automor-
phic forms of a given type.

Suppose f is an automoprhic form on G(A) of a given type i , θ. Let
P = MU be a proper parabolic subgroup of G. We claim that for any
k ∈ K the function

m 7→ fU(mk) :=

∫
U(F )\U(A)

f(umk) du

on M(A) is an automorphic form. (We have to extend the discussion
to the case of a product of linear groups). Indeed it is invariant under
M(F ). It is of moderate growth since

|fU(mk)| ≤ c

∫
U(F )\U(A)

||umk||rdu ≺ ||m||r
∫
U(F )\U(A)

du .

It is K ∩M(A) finite of a type determined by θ. Finally we have

Z(g) ⊂ Z(m) + uU(g) .

For X ∈ Z(g) call r(X) its projection on Z(m). Then r is an homo-
morphism and each function m 7→ fU(mk) is annihilated by r(i). In
addition Z(m) is a Z(g) module of finite type. Thus r(i) is an ideal of
finite codimension in Z(m). A simple inductive argument shows that
the dimension of the space of automorphic forms is a given type is finite
([20]).

Finally, let us consider the space L2
cusp(Z>0G(F )\G(A)).

Theorem 8.3. Suppose f is a smooth function of compact support on
G(A). For any φ ∈ L2

cusp(Z>0G(F )\G(A)) the function ρ(f)φ is a
bounded continuous function, in fact a rapidly decreasing function on
G(F )\G1.

Proof. We use the notations of the proof of lemma 8.1. It suffices to
estimate ρ(f)φ(aω) where a ∈ A(t) and ω is in a compact set. We have

ρ(f)φ(g) =

∫
G1

f 1(h)φ(gh)dh
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where f 1(g) =
∫
Z>0

f(zg)dz. We find

ρ(f)φ(aω) =

∫
Alt · δ(b)−1φ(ubk)dudbdk

where
|Alt| ≺ δ(a)β−m(a)

and a−1b is in a compact set. Thus ubk is in a Siegel set which is
itself contained in a finite union of translates by elements of G(F ) of a
section S′ of G(F )\G1. Thus the above expression is majorized by

δ(a)β(a)−m
∫
|φ(ubk)|δ(b)−1dudbdk

≺ δ(a)β(a)−m
∫
G(F )\G1

|φ|(g)dg

≤ δ(a)β(a)−mVol(G(F )\G1)1/2||φ||2 .
Taking m large enough δ(a)β(a)−m is bounded independently of a and
our assertion follows. �

Lemma 7.2 implies that the operator ρ(f) on L2
cusp(Z>0G(F )\G(A))

is a compact operator. It follows that this space decomposes as a
discrete sum of unitary irreducible representations, each occurring with
finite multiplicity. In fact for GL(n) the multiplicity is (at most) 1 but
we will not need this fact.

We also the following result.

Lemma 8.4. Let V be the space of smooth vectors in L2(Z>0G(F )\G(A)).
Every φ in V is bounded (in fact rapidly decreasing on a Siegel set as
in the proof of 8.1 ).

Proof. The proof is similar to the proof of the previous theorem using
lemma 6.2 �

9. Global Theory of L–functions for cusp forms

Theorem 9.1. Let π be a unitary irreducible representation of G(A).
Suppose π occurs in L2

cusp(Z>0G(F )\G(A). Define

L(s, π) =
∏
v

L(s, πv) , ε(s, π) =
∏
v

ε(s, πv, ψv) .

Then the Eulerian product L(s, π) converges absolutely for Re(s) >> 0,
can be analytically continued as an entire function of s bounded at
infinity in vertical strips. As such, it satisfies the functional equation

L(1− s, π̃) = ε(s, π)L(s, π) .
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Proof. We first observe that the contragredient π̃ is the imaginary con-
jugate of π and occurs in the space of cusp forms. Moreover because
the central character ω of π is automorphic, the factor ε(s, π) does not
depend on the choice of ψ, which justifies the notation.

For the proof we consider a matrix coefficient f of π given by the
formula

f(g) =

∫
G(F )\G1

φ(hg)φ̃(h)dh

where φ and φ̃ are K–finite vectors (or even smooth vectors) in the
space of π and π̃ respectively. Then we consider the global Zeta integral

Z(Φ, f, s) :=

∫
G(A)

Φ(g)f(g) |det g|s+
n−1
2 dg .

where Φ is a Schwartz-Bruhat function on M(n × n,A). We assume
that Φ is a product

Φ(g) =
∏
v

Φv(gv)

where Φv is the characteristic function of M(n × n,Ov) for almost all
v. We will see that this integral converges for Re(s) >> 0.

Replacing f by its definition we find∫
G(A)

Φ(g)

(∫
G(F )\G1

φ(hg)φ̃(h)dh

)
| det g|s+

n−1
2 dg .

Exchanging the order of integration and changing g to h−1g we find∫
G(F )\G1

φ̃(h)

(∫
G(A)

Φ(h−1g)φ(g) |det g|s+
n−1
2 dg

)
dh .

We further decompose the integral over g and we find∫
G(F )\G1×G(F )\G1

φ̃(h1)φ(h2)dh1dh2

∫
Z>0

∑
γ∈G(F )

Φ
(
h−1

1 zγh2

)
|z|ns+

n(n−1)
2 d×z .

Here z has the form

z = xIn , x = (y, y, . . . , y, 1, 1, . . .) , y > 0 , |z| = yr+2c .

We need to majorize the sum over γ for h1 and h2 in a Siegel set. Thne

h1 = aω1 , h2 = bω2 ,

where ω1 and ω2 remains in compact sets while a and b are in A(t) .
We need a Lemma.
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Lemma 9.2. Let 1 ≤ r ≤ n, be an integer. With the previous nota-
tions, we have the following majorizations.

(i) There is a constant c such that∣∣∣∣∣∣
∑

rank(γ)=r

Φ(h−1
1 zγh2)

∣∣∣∣∣∣ ≤ c||a|| · ||b|| · |z|−n2

for |z| ≤ 1.

(ii) For every M >> 0 there is a constant cM such that∣∣∣∣∣∣
∑

rank(γ)=r

Φ(h−1
1 zγh2)

∣∣∣∣∣∣ ≤ cM ||a||n
2(M+1) · ||b||n2(M+1) · |z|−M

for |z| ≥ 1.

Proof. The functions
X 7→ Φ(ω−1

1 Xω2)

remain in a compact set of the space of Schwartz-Bruhat functions.
Thus are dominated in absolute value by a fixed Schwartz-Bruhat func-
tion Φ0 ≥ 0. Thus it suffices to estimate the sums∑

rank(γ)=r

Φ(a−1zγb)

with Φ ≥ 0. Each one of these sums is bounded by∑
γ∈M(n×n,F )6=0

Φ(a−1zγb) .

In turn we may assume Φ is majorized by a sum of decomposable
functions. So we may as well assume that

Φ(x) =
∏

(i,j)∈[1,n]×[1,n]

φij(xij)

with φij ≥ 0. The sum is then equal to a sum over all non empty
subsets S of the product [1, n]× [1, n]:

(1)
∑
S

∏
(i,j)∈S

∑
ξ∈F×

φi,j(a
−1
i ξzbj)

 ∏
(i,j)6∈S

φij(0) .

In general if φ ≥ 0 ∈ S(A), and y ∈ A>0 then, for any M > 0, we have,
for a suitable c > 0, ∑

ξ∈F×
φ(yξ) ≤ c

|y|−1

1 + |y|M
.
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Thus the term corresponding to a subset S in (1) is bounded by a
constant times

|z|−|S|
∏

(i,j)∈S

|ai||bj|−1

and by a constant times

|z|−|S|−M |S|
∏

(i,j)∈S

|ai|1+M |bj|−1−M .

Now
|ai| ≺ ||a|| , |ai|−1 ≺ ||a|| , |bj| ≺ ||b|| , |bj|−1 ≺ ||b|| .

So the sums of the terms corresponding to S are dominated by a con-
stant times

|z|−|S| · ||a|| · ||b||
for |z| ≤ 1 or since |S| ≤ n2

|z|−n2 · ||a|| · ||b|| .
For |z| ≥ 1 the sums of the terms corresponding to S are dominated

by a constant times

|z|−|S|(M+1)||a|||S|(1+M)||b|||S|(1+M) ≤ |z|−M ||a||n2(1+M)||b||n2(1+M) .

Our assertion follows. �

Thus for |z| ≤ 1 we have∣∣∣∣∣∣φ̃(h1)φ(h2)
∑

γ∈G(F )

Φ(h−1
1 zγh2)

∣∣∣∣∣∣ ≺ β(a)−Mβ(b)−M · ||a|| · ||b|| · |z|−n2

whereM is arbitrary large. On the other hand ||a||.||b|| ≺ β(a)m1β(b)m1

for some m1. We conclude that, for |z| ≤ 1,∣∣∣∣∣∣φ̃(h1)φ(h2)
∑

γ∈G(F )

Φ(h−1
1 zγh2)

∣∣∣∣∣∣ ≺ |z|−n2

.

So the integral over |z| ≤ 1 converges for Re(s) >> 0.
Om the other hand for |z| ≥ 1 we have∣∣∣∣∣∣φ̃(h1)φ(h2)

∑
γ∈G(F )

Φ(h−1
1 zγh2)

∣∣∣∣∣∣ ≺ β(a)−Mβ(b)−M ||a||M2 · ||b||M2 · |z|−M1

where M and M1 are arbitrarily large but independent while M2 de-
pends on M1. In turn this is dominated by

β(a)−Mβ(b)−Mβ(a)M2m1β(b)M2m1 · |z|−M1 .
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We conclude that, for |z| ≤ 1,∣∣∣∣∣∣φ̃(h1)φ(h2)
∑

γ∈G(F )

Φ(h−1
1 zγh2)

∣∣∣∣∣∣ ≺ |z|−M1 .

So the integral for |z| ≥ 1 converges for all s.
Now we apply Poisson summation formula. We have

∑
γ∈G(F )

Φ(h−1
1 γh2) =

∑
γ∈G(F )

Φ̂(h−1
2 γz−1h1)|z|−n2

+
∑

1≤r≤n−1

∑
rank(γ)=r

Φ̂(h−1
2 γz−1h1)|z|−n2

−
∑

1≤r≤n−1

∑
rank(γ)=r

Φ(h−1
1 γzh1)

+Φ̂(0)|z|−n2 − Φ(0) .

We integrate this expression against

φ̃(h2)φ(h1)|z|s+
n(n−1)

2

for |z| ≤ 1. Using the same argument as before we see that the integral
of the first term (over γ ∈ G(F )) converges for all s. Similarly, the

integral over matrices of rank r for Φ̂ converges for all s. The integral
over matrices of rank r for Φ converges for Re(s) >> 0. Finally the

integral of the term for Φ(0) and Φ̂(0) converge for Re(s) >> 0.
Because ∫

φ̃2(h2)φ(h1)dh2dh1 = 0 ,

the terms containing Φ(0) and Φ̂(0) give a zero integral. We claim that
the integral∫

G(F )\G1×G(F )\G1

φ̃(h1)φ(h2)dh1dh2

∑
rank(γ)=r

Φ(h−1
1 zγh2)

is 0. Indeed, the matrices of rank r can be written as

γ = γ−1
1

(
1r 0
0 0n−r×n−r

)
γ2

with γ1, γ2 ∈ G(F ). Call M the group of pairs (γ1, γ2) such that

γ−1
1

(
1r 0
0 0n−r×n−r

)
γ2 =

(
1r 0
0 0n−r×n−r

)
.
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Then M is the set of pairs (h2, h1) of the form

h2 = u

(
a 0
0 a2

)
, h1 = v

(
a 0
0 a1

)
where a ∈ GL(r), a1, a2 ∈ GL(n− r) while u is in the group

U =

{(
1r ∗
0 1n−r

)}
,

and v in the group

V =

{(
1r 0
∗ 1n−r

)}
.

The integral∫
G(F )\G1×G(F )\G1

φ̃(h1)φ(h2)dh1dh2

∑
rank(γ)=r

Φ(h−1
1 zγh2)

becomes the integral∫
M(F )\G1×G1

φ̃(h1)φ(h2)Φ

(
h−1

1 z

(
1r 0
0 0n−r

)
h2

)
dh1dh2 .

This integral factors trough an integral over M(F )\M(A) against the
left invaraint measure on M(A). Becauee the group U ×V is a normal
subgroup of M , in turn, factors this integral factors trough an integral
over (U(F )\U(A)) × V (F )(\V (A)). That is to compute our integral
we first compute the integral∫ ∫

(U(F )\U(A))×V (F )(\V (A))

φ̃(vh1)φ(uh2)Φ

(
h−1

1 z

(
1r 0
0 0n−r

)
h2

)
dudv

and then further integrate over (h1, h2) against certain measures. Be-

cause φ and φ̃ are cuspidal the integral over u and v are 0 ,which proves

our claim. Similarly the terms containing Φ̂ and matrices of rank r give
a 0 integral.

Finally we see ∫
G(A)

Φ(g)f(g) |det g|s+
n−1
2 dg
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=

∫
|z|≥1

∫
G(F )\G1×G(F )\G1

φ̃(h1)φ(h2)dh1dh2∑
γ∈G(F )

Φ
(
h−1

1 zγh2

)
|z|ns+

n(n−1)
2 d×z

+

∫
|z|≥1

∫
G(F )\G1×G(F )\G1

φ̃(h1)φ(h2)dh1dh2∑
γ∈G(F )

Φ̂
(
h−1

2 zγh1

)
|z|n(1−s)s+n(n−1)

2 d×z .

We have changed z into z−1 on the second integral.
In this expression both integrals converge for all s. This shows that

they represent entire of s. The proof also show that these functions of
s are bounded at infinity in vertical strips. Moreover, we have clearly
the functional equation∫

G(A)

Φ(g)f(g) |det g|s+
n−1
2 dg =

∫
G(A)

Φ̂(g)f̌(g) |det g|1−s+
n−1
2 dg .

Now we are ready to use the local theory of L–functions. First we
write the Haar measure on G(A) as a tensor product of local Haar
measure, being understood that for almost all (or even for all) finite
places v the measure of GL(n,Ov) is 1. Note that here we do not
need to normalize the Haar measure because the same Haar measure
appears on both sides of our functional equation. We can take φ and

φ̃ to be pure tensors. Then

f(g) =
∏
v

fv(gv) ,

where for all v the function fv is a matrix coefficient of πv and, for
almost all finite v, the function fv is the spherical coefficient of πv, and
in particular takes the value 1 at e. Formally we have

Z(Φ, f, s) =
∏
v

Z(Φv, f,s) .

If we take Res > n−1
2

each local integral converges. Moreover we have
seen that the integral on the left converges for Re(s) >> 0. This
implies that the infinite product on the right converges absolutely for
Re(s) >> 0. (by replacing f by the constant function one can see the
infinite product converges for Re(s) > 1 + n−1

2
). Almost all factors in

the product are equal to L(s, πv).
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Now using the local theory we can choose the functions Φi and matrix
coefficients fi so that

L(s, π) =
r∑
i=1

Z(Φi, fi, s) .

This shows that L(s, π) has an analytic continuation as an entire func-
tion of s. Then

ε(s, π)L(1− s, π̃) =
r∑
i=1

Z(Φ̂i, f̌i, 1− s)

and our assertion follows. �

10. General automorphic forms

We can also define the notion of irreducible automorphic represen-
tation [6]. Such a representation is really a representation of (g, K∞)
and a representation G(AF ) commuting to one another on a complex
vector space V . The space V has no non-trivial invariant subspace.
Furthermore the representation is admissible in the sense that an ir-
reducible representation of K appears with finite multiplicity. We say
that such a representation is autormorphic if there exists two invariant
subspaces V0 ⊂ V1 of the space of automorphic forms such that the
representation π is the representation on the quotient V1/V0.

One can show (Langlands, [6]) that any such π is an irreducible of
an induced representation

I(G,P ; π1, π2, . . . , πr)

where each representation πi is automorphic and cuspidal. Thai means
in fact that for any place v, the representation πv is a component of
the induced representation

I(Gv, Pv; π1,v, π2,v, . . . , πr,v) .

Furthermore for almost all finite v, the induced representation has a
unique irreducible component with a vector fixed by Kv and πv is this
irreducible component. This implies that

L(s, π) :=
∏
v

L(s, πv)

is equal to

P (s)
∏

1≤i≤r

L(s, πi)
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where
P (s) =

∏
v

Pv(s) ,

and Pv(s) is a polynomial in s if v is infinite, a polynomial in q−s if v
is finite and Pv = 1 for almost all v. Similarly for the contragredient
representations. On the other hand

γ(s, π, ψv) =
∏

1≤i≤r

γ(s, πi, ψv)

for all v. We conclude that L(s, π) is meromorphic with the functional
equation

L(1− s, π̃) = ε(s, π)L(s, π) .

Finally the theory of Eisenstein series (Langlands, [6]) shows that
any irreducible component of such an induced representation is auto-
morphic.

11. GL(2) Examples

The earliest examples of automorphic forms were holomorphic mod-
ular forms for G = GL(2). Let K = O(2,R) be the maximal compact
subgroup ofG(R). By the Iwasawa decomposition, the upper half-plane

h2 := {x+ iy | x ∈ R, y > 0}
can be identified with

h2 ∼= G(R)/(K · R×) ∼=
{(

y x
0 1

) ∣∣∣∣ x ∈ R, y > 0

}
.

Indeed, under the action of GL(2,R) on the upper half plane given by

gz :=
az + b

cz + d
,

(
for g = ( a bc d ) ∈ GL(2,R), z ∈ h2

)
,

we see that ( y x0 1 ) i = x+ iy establishes that h2 ∼= G(R)/(K · R×).
One of the most famous examples of a classical holomorphic modular

form is the Ramanujan cusp form of weight 12 given by:

∆(z) := e2πiz

∞∏
n=1

(
1− e2πinz

)24

= e2πiz − 24e4πiz + 252e6πiz − 1472e8πiz + · · ·
for z = x + iy ∈ h2. The Ramanujan cusp form statisfies the modular
relations

∆

(
az + b

cz + d

)
= (cz + d)12∆(z)

for all ( a bc d ) ∈ SL(2,Z).
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We would like to define a modular form purely in group theoretic
terms. For modular forms for the group SL(2,Z) one might make the
following definition. Define an automorphic form for SL(2,Z) as a
function

φ : G→ C
which is invariant under SL(2,Z) on the left, K-invariant on the right,
and is invariant under the center R× of G(R). Further, we demand
that φ (( y x0 1 )) is C∞ and has moderate growth, that is∣∣∣∣φ((y x

0 1

))∣∣∣∣ ≤ c · yM

for some c,M > 0, and ( y x0 1 ) in a Siegel set, i.e., 0 ≤ x < 1, y >
√

3
2
.

We term this the “group theoretic upper half plane model”.
Note that ∆ does not satisfy the above definition since ∆ is not

invariant on the left under SL(2,Z). To get around this difficulty we
need to make the following modification.

We introduce the cocycle j : GL(2,R)× C→ C which is defined by

j(γ, τ) := cτ + d,
(
for γ = ( a bc d ) ∈ GL(2,R), τ ∈ h2

)
.

One easily checks that j satisfies the cocycle relation

j(γγ′, τ) = j(γ, γ′τ) · j(γ′, τ).

Define

φ(gkd) := ∆(g i) · j(g, i)−12

for all g = ( y x0 1 ) ∈ h2, all k ∈ K = O(2,R), and all d = ( r 0
0 r ) with

r ∈ R×.
Clearly

φ(g) = ∆(x+ iy) = ∆(z)

for g = ( y x0 1 ) ∈ h2. Note that we are forcing φ to be K-invariant and
also invariant under the center of GL(2,R) to conform with the upper
half-plane model.

It follows from the Iwasawa decomposition that for γ = ( a bc d ) ∈
SL(2,Z) and g = ( y x0 1 ) ∈ h2, with z = x+ iy, we have

φ(γg) = ∆(γz) · j(γg, i)−12

= (cz + d)12 ·∆(z) · j(γ, g i)−12 · j(g, i)−12

= (cz + d)12∆(z)j(γ, z)−12j(g, i)−12

= ∆(z)j(g, i)−12

= φ(g).
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This shows that φ(g) is invariant under SL(2,Z) on the left. Fur-
thermore, by the Fourier expansion it is clear that φ is C∞ and that

for y >
√

3
2

and 0 < x < 1 we have

|φ(g)| � e−2πy · y−12,

so φ has moderate growth. Therefore, φ is a modular form for SL(2,Z)
for the group theoretic upper half-plane model.

More generally, if

f(z) =
∞∑
n=0

ane
2πinz

is a classical holomorphic modular form of weight ` ≡ 0 (mod 2) (with
an integer ` ≥ 0) for SL(2,Z), then the function φ : h2 → C defined by

φ(g) := f(g i) · j(g, i)−`

will satisfy the general definition of an automorphic form for SL(2,Z)
in the group theoretic upper-half plane model.

We have thus shown that one may replace the classical definition
of a holomorphic modular form f(z) (with z = x + iy in the upper
half plane) by defining a new function φ(g) where g is a matrix of the
form ( y x0 1 ). Unfortunately, this definition is too restrictive and loses
information. We, therefore, drop the assumption that φ be K-invariant

and replace it with another function φ̃ which will turn out to be both
K-finite and invariant under the center R× of GL(2,R)+, where the +
indicates that the matrices are of positive determinant. In this case we
define

φ̃(g) := Im(gi)
`
2 · f(gi) ·

(
j(g, i)

|j(g, i)|

)−`
for all g ∈ GL(2,R)+. Here again, we have

φ̃(γg) = φ̃(g)

for all γ ∈ GL(2,Z). This is because Im
(
az+b
cz+d

)
= (ad−bc)

|cz+d|2 · y for all

( a bc d ) ∈ SL(2,Z) and z = x + iy in the upper half plane. Note that

inserting the ratio j(g,i)
|j(g,i)| ensures that φ̃ is invariant under the center of

g ∈ GL(2,R)+.
Now every g ∈ GL(2,R)+ has a unique Iwasawa decomposition

g =

(
y x
0 1

)(
r 0
0 r

)(
cos θ sin θ
− sin θ cos θ

)
,

with x, y, r, θ ∈ R, y, r > 0, and 0 ≤ θ < 2π. It follows that

φ̃(g) =
(

cos θ + i sin θ
)`
y
`
2f(x+ iy) = ei`θy

`
2f(x+ iy).
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Consider the character ρ` : SO(2,R)→ C× defined by

ρ`

((
cos θ sin θ
− sin θ cos θ

))
:= (cos θ + i sin θ)`.

We then see that

φ̃(gzk) = ρ`(k)φ̃(g)

for all g ∈ GL(2,R)+, all z ∈ Z (here Z is the center of GL(2,R)+)

and all k ∈ K. This establishes that φ̃ is Z-invariant and K-finite.

If we assume that f or equivalently that φ̃ is an eigenfunction of the

Hecke operators, then associated to φ̃ one has the Hecke L-function
[32]

L
(
s, φ̃

)
:=

∞∑
n=1

ann
−s =

∏
p

(
1− app−s + pk−1−2s

)−1
,

the product ranging over all rational primes, where for every prime p,
the complex number ap is the eigenvalue of the pth Hecke operator. The
above series and product converge absolutely for <(s) > (k + 1)/2 by
the work of Deligne [8] who proved the Ramanujan conjecture that

|ap| ≤ 2p
k−1
2 .

It is well known that L
(
s, φ̃

)
has meromorphic continuation to all s ∈ C

with at most a simple pole at s = 1 (only if a0 6= 0) and satisfies the
functional equation

(2π)−sΓ(s)L
(
s, φ̃

)
= ±(2π)−(k−s)Γ(k − s)L(k − s, φ).

In addition to holomorphic modular forms there are also infinitely
many non-holomorphic forms first found by Maass [27]. The simplest
examples are of weight zero. A Maass form of weight zero is an auto-
morphic form f : h2 → C which is left invariant under GL(2,Z) and is
also an eigenfunction of the Laplacian with Laplace eigenvalue v(1−v)
(v ∈ C). For z = x+ iy ∈ h2, the Maass form has Fourier expansion of
the form

f(z) =
∑
n6=0

an
√

2πyKv− 1
2
(2π|n|y)e2πinx,

where for v ∈ C and y > 0,

Kv(y) =
1

2

∫ ∞
0

e−
1
2
·y(u+u−1)uv du

is the modified Bessel function of the second kind.



AUTOMORPHIC REPRESENTATIONS AND L-FUNCTIONS FOR GL(n) 51

As before we may lift the Maass form f to a function φ̃ : GL(2,R)+ →
C defined by

φ̃(g) := f(g i),
(
g ∈ GL(2,R)+

)
.

If the Maass form φ̃ is also an eigenfunction of the Hecke operators

then the L-function associated to φ̃ is given by

L
(
s, φ̃ ) =

∞∑
n=1

ann
−s =

∏
p

(
1− app−s + p−2s

)−1
, (<(s) > 3/2) ,

where for each prime p, the coefficient ap ∈ C is the eigenvalue of the

pth Hecke operator. Furthermore, L
(
s, φ̃

)
is an entire function and

satisfies the functional equation

Λ
(
s, φ̃

)
:= π−s Γ

(
s− 1

2
+ v

2

)
Γ

(
s+ 1

2
− v

2

)
L
(
s, φ̃

)
= Λ

(
1− s, φ̃

)
.

We have now exhibited some simple examples φ̃ of automorphic forms
for the real group GL(2,R)+. It is then possible to define ([18], §4.12)
an adelic automorphic form φ

adelic
((g∞, g2, g3, . . .)) on GL(2,AQ) which

is identical to φ̃(g∞) when the finite adele (g2, g3, . . . , gp, . . .) is just
(I2, I2, I2, . . .) and I2 is the 2× 2 identity matrix.

More generally, one may consider a classical modular form f which
has integer weight ` ≥ 0, level N ≥ 1, character χ (mod N), and is an
eigenfunction of the Hecke operators as well as the Laplacian. Then
f is a smooth function of moderate growth on the upper half plane
{z = x+ iy | x ∈ R, y > 0} which satisfies

f(γz) = χ(d)(cz + d)`f(z),

(
∀ γ =

(
a b
c d

)
∈ Γ0(N)

)
.

Again, each of these classical modular forms can be lifted to an adelic
form (see [18], §4.12).

One may ask whether the space of adelic automorphic forms for
GL(2,AQ) contains new objects in addition to the lifts of the classical
automorphic forms? We now show that it is also possible to go in
the other direction and establish that in every irreducible automorphic
cuspidal representation there is a vector which is an idelic lift of a
classical modular form of weight `, level N , and character χ (mod N)
as described above.

Fix an integer N ≥ 1. The Iwahori subgroup K0(N) ⊂ GL(2,AQ)
is defined as K0(N) =

∏
pK0(N)p (with the product ranging over all
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primes p) where

K0(N)p =

{(
a b

N · c d

)
∈ GL(2,Zp)

∣∣∣∣ c ∈ Zp
}
.

We have the strong approximation theorem ([18], §4.11)

GL(2,AQ) = GL(2,Q)GL(2,R)+K0(N),

where GL(2,Q) ∩
(
GL(2,R)+K0(N)

)
= Γ0(N).

Recall that an adelic automorphic form φ for GL(2,AQ) with central
character ω is left invariant under GL(2,Q), right K-finite, Z(g)-finite,
and has moderate growth. If we assume, in addition, that φ is a suitable
vector in an irreducible automorphic cuspidal representation then φ will
be invariant under an Iwahori subgroup and we will have

φ(gk) = ψ(k) · φ(g)

for all g ∈ GL(2,AQ) and all k ∈ K0(N) for some Iwahori subgroup
K0(N), and where ψ : K0(N) → C× is a character of the Iwahori
subgroup. Furthermore, at the archimedean place we must have

φ

(
g ·
((

cos θ sin θ
− sin θ cos θ

)
, I2, I2, I2, . . .

))
= eπi`φ(g)

for all g ∈ GL(2,AQ), where I2 is the identity matrix.
We may then define the classical modular form f : h→ C by

f(x+ iy) := φ

(((
y

1
2 xy−

1
2

0 y−
1
2

)
, I2, I2, I2, . . .

))
.

which satisfies

f(γz) = χ(d)(cz + d)`f(z)

for all z ∈ h, all γ ∈ Γ0(N), and where χ is a Dirichlet character (mod
N) determined by the character ψ of the Iwahori subgroup K0(N). For
the precise determination of the Dirichlet character χ, see ([18], §5.5.6).

If φ is a Hecke cuspform on the upper half-plane, then we first lift φ to

a function φ̃ on the real group GL(2,R)+, and then lift this function to
an adelic automorphic form φ

adelic
as above. We may then associate to φ

an irreducible unitary infinite dimensional automorphic representation
πφ ofGL(2,AQ). This can be done as follows. We consider the following
actions (denoted A) on the adelic automorphic form φ

adelic
.

• The action of the finite adeles GL(2,Af ) of AQ by right translation.

• The action of the universal enveloping algebra U by differential
operators D ∈ U (at the real place g∞) .
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Now, define the vector space

Vφ :=

{
N∑
`=1

c` ·D` · φadelic

(
g · h`

) ∣∣∣∣∣N ≥ 0, cl ∈ C, h` ∈ GL(2,Af ), D` ∈ U

}
.

Then Vφ is clearly invariant under the actions A. The space Vφ with
the actions A define the automorphic representation πφ. Further, it can
be shown that the Godement-Jacquet L-function L (s, πφ) = L(s, φ).

12. GL(n) Examples

We shall now present some examples of G = GL(n) automorphic
forms over AQ for n > 2. It is enough to present examples for the real
group GL(n,R), since these may be lifted to adelic automorphic forms.
We may define the generalized upper half plane

hn ∼= G(R)/(K · R×)

where K = O(n,R) is the maximal compact subgroup. By the Iwasawa
decomposition, every g ∈ hn is an element of the form g = xy where

x =


1 x1,2 x1,3 · · · x1,n

1 x2,3 · · · x2,n

. . .
...

1 xn−1,n

1

 , y =


y1y2 · · · yn−1

. . .
y1y2

y1

1

 ,

with xi,j ∈ R for 1 ≤ i < j ≤ n and yi > 0 for 1 ≤ i ≤ n− 1.
If we consider the discrete subgroup G(Z), then an automorphic form

is a function

φ : G→ C
which is invariant under G(Z) on the left, K-invariant on the right, and
is invariant under the center R× of G(R). Further, we demand that φ
is C∞ and has moderate growth, that is∣∣φ(xy)

∣∣ ≤ c

n−1∏
i=1

yMi

for some c,M > 0, and xy in a Siegel set, i.e., 0 ≤ x`,j < 1, yi >
√

3
2
,

for 1 ≤ ` < j ≤ n and 1 ≤ i < n.
The space hn does not have a complex structure for n > 2, so there

will be no holomorphic automorphic forms. There will, however, be
Maass forms which we now describe. A Maass form is defined to be
a complex valued function φ : hn → C which is an automorphic form
(as defined above), and in addition, is an eigenfunction of the center
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of the universal enveloping algebra of g (denoted by Dn) which is just
the ring of GL(n,R) invariant differential operators on hn.

Since Dn is commutative we may construct a basis of simultaneous
eigenfunctions of all δ ∈ Dn. The eigenvalues of such eigenfunctions
can be expressed in terms of Langlands parameters

α = {α1, α2, . . . , αn) ∈ Cn

with
n∑
i=1

αi = 0. We shall now explicitly describe the representation of

eigenvalues of Dn in terms of Langlands parameters.
Let α = {α1, α2, . . . , αn) ∈ Cn denote a set of Langlands parameters.

We define a character Iα : Un(R)\hn → C by

Iα(g) :=
n−1∏
i=1

n−1∏
j=1

y
bi,j

αj−αj+1
n

i , bi,j =

{
ij if i+ j ≤ n,

(n− i)(n− j) if i+ j ≥ n.

Here, the powers of the yi are chosen to simplify later formulae.
Then Iα is an eigenfunction of all δ ∈ Dn, so we may write

δ Iα = λδ · Iα,

where λδ denotes the Harish Chandra character. The Laplace eigen-
value λ∆ can be represented in the form (see [31])

λ∆ =
n3 − n

24
− α2

1 + α2
2 + · · ·α2

n

2
.

Consider Maass forms φ : hn → C. Since Dn is a commutative ring,
we may take a basis of Maass forms consisting of Laplace eigenfunctions
which are also common eigenfunctions of all δ ∈ Dn. Then φ will be
an eigenfunction of the Laplacian ∆ for hn, i.e.,

∆φ = λ∆φ, (for some λ∆ ∈ C) .

Each such Maass form φ will have an associated Langlands parameter

α ∈ Cn with associated Laplace eigenvalue λ∆ = n3−n
24
− α2

1+α2
2+···α2

n

2
.

Given Langlands parameters α ∈ Cn (with Harish Chandra character
λδ as described above) and a character ψ of the unipotent subgroup
Un(R) ⊂ G(R) then there exists a unique (up to a constant multiple)
Whittaker function

Wα : hn → C
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which satisfies the following properties

• δWα = λδ ·Wα, (∀ δ ∈ Dn),

•Wα(ug) = ψ(u) ·Wα(g), (∀u ∈ N(R), g ∈ GL(n,R)),

•Wα is invariant under all permutations of α = {α1, . . . , αn},
•Wα has holomorphic continuation to all α ∈ Cn,

•Wα(y) has rapid decay in yi →∞ where y = diag(y1, y2, · · · yn).

Let M = (m1, . . . ,mn−1) ∈ Zn−1, Γn−1 = SL(n − 1,Z), and Un−1 =
Un−1(Z). It was proved by Shalika and Piatetski-Shapiro (see [17],
(9.1.2)) that every Maass form with Langlands parameter α has a
Fourier-Whittaker expansion of type

φ(g) =
∑

γ∈Un−1\Γn−1

∑
M 6=0

A(M)
n−1∏
k=1

|mk|
k(n−k)

2

Wα

(
M∗

(
γ 0
0 1

)
g

)

where g ∈ hn and

M∗ =

(m1···mn−2|mn−1|
...

m1
1

)
.

Here A(m1, . . . ,mn−1) ∈ C is called the M th Fourier coefficient of φ.
We may associate to φ the Godement-Jacquet L-function

L(s, φ) =
∞∑
m=1

A(m, 1, . . . , 1)

ms
.

If the Maass form φ is also an eigenfunction of the Hecke operators
then it has the Euler product representation (see [17])∏
p

(
1− A(p, 1, . . . , 1)

ps
+
A(1, p, 1, . . . , 1)

p2s
− A(1, 1, p, . . . , 1)

p3s

+ · · · + (−1)n−1A(1, , . . . , 1, p)

p(n−1)s
+

(−1)n

pns

)−1

.

Now L(s, φ) is a degree n L-function which means the completed
L-function has n local factors at every place and satisfies the following
functional equation (see [17], Theorem 12.3.6):

Λ(s, φ) := π−
ns
2

n∏
i=1

Γ

(
s− αi

2

)
L(s, φ) = Λ

(
1− s, φ̃

)
.
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where φ̃ denotes the dual form which has M th Fourier coefficient (for
M = (m1,m2, . . . ,mn−1)) given by A(mn−1,mn−2, . . . ,m1).

More generally, we may also consider automorphic forms of arbitrary
weight, level, and character for the real group GL(n,R)+ which acts
on hn by left matrix multiplication. This action determines a function

κ : GL(n,R)+ × hn −→ SO(n,R)

as follows.
By the Iwasawa decomposition every g ∈ GL(n,R)+ has a unique

decompostion

g = g̃ · d · k

with g̃ ∈ hn, d = r · In(r > 0), and k ∈ K = SO(n,R). Then for any
γ ∈ GL(n,R)+ and g ∈ GL(n,R), we define κ(γ, g) by

γg = γ̃g · d · κ(γ, g)

where d = rIn for some real number r > 0. Then κ(γ, g) satisfies the
cocycle identity

κ(γ′γ, g) = κ
(
γ, γ̃′g

)
· κ(γ′, g).

One would like to generalize the notion of “weight” to the higher
rank situation of GL(n,R)+ with n > 2. In this case, the “weight”
may be realized as a finite irreducible representation ρ of SO(n,R)
which generalizes the GL(2)-weight which corresponds to an irreducible
representation of SO(2,R). Of course, since SO(2,R) is abelian, then
it can only have one dimensional representations, i.e., characters.

Let ρ : SO(n,R) → GL(r,C) be an irreducible representation. We
define a function Jρ : GL(n,R)+ × hn → GL(r,C) as follows. Let
γ ∈ GL(n,R)+ and g ∈ hn. Then we define

Jρ(γ, g) := ρ
(
κ(γ, g)−1

)
.

We now prove that Jρ is a one-cocycle satisfying

Jρ(γγ
′, g) = Jρ(γ

′, g) Jρ
(
γ, γ̃′g

)
for all γ, γ′ ∈ GL(n,R)+ and all g ∈ hn.
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Proof. We have

Jρ(γγ
′, g) = ρ

(
κ(γγ′, g)−1

)
= ρ

(
κ(γ′, g)−1 · κ

(
γ, γ̃′g

)−1
)

= ρ
(
κ(γ′, g)−1

)
· ρ
(
κ
(
γ, γ̃′g

)−1
)

= Jρ(γ
′, g) Jρ(γ, γ̃′g).

�

Since the “weight” is a representation into GL(r,C) it is necessary
to consider vector valued automorphic forms of the type

Φ(g) :=

φ1(g)
...

φr(g)

 , (g ∈ hn) ,

where each φi : hn → C, (1 ≤ i ≤ r) is smooth. We say Φ has weight
ρ for a discrete subgroup Γ ⊂ GL(n,R)+ if

Φ(γg) = Jρ(γ, g) · Φ(g)

for all γ ∈ Γ and all g ∈ hn.
Next, we consider vector valued automorphic functions for the real

group GL(n,R)+ with level N and character. For an integer N ≥
2, we define the congruence subgroup Γ0(N) ⊂ SL(n,Z) to be the
multiplicative group of all matrices of the form:

(
A B
C d

)
with


A is an (n− 1)× (n− 1) matrix with entries in Z,
B is a column vector with entries in Z,
C is a row vector with entries in N · Z,
d ∈ Z.

In addition, we define Γ0(1) := SL(n,Z).
We call N the “ level.” For a given level N we may consider introduce

a “character” which we take to be a Dirichlet character χ (mod N).
We say a vector valued automorphic function of the type Φ above has
weight ρ, level N , and character χ if

Φ(γg) = χ(d) Jρ(γ, g) Φ(g)

for all

γ =

(
A B
C d

)
∈ Γ0(N).
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Next, consider a vector valued automorphic function Φ on the real
group GL(n,R)+ of weight ρ, level N , and character χ for some r-
dimensional representation of SO(n,R), which is Z-finite, Z(g)-finite,
and has moderate growth. We will show that Φ can be lifted to an
adelic automorphic form on GL(n,AQ). One immediate problem that
arises is the fact that a vector valued automorphic function takes values
in Cr while an adelic automorphic form always takes values in C.

Fix an integer N ≥ 1. The Iwahori subgroup K0(N) ⊂ GL(n,AQ)
is defined as K0(N) =

∏
pK0(N)p (with the product ranging over all

primes p) where

K0(N)p =

{(
A B

N · C d

)
∈ GL(2,Zp)

}
,

where A is an (n− 1)× (n− 1) matrix with entries in Zp, where B is a
column vector with entries in Zp, while C is a row vector with entries
in Zp, and d ∈ Zp.

We have the strong approximation theorem ([19], Proposition 13.3.3)

GL(n,AQ) = GL(n,Q)GL(n,R)+K0(N),

where GL(n,Q) ∩
(
GL(n,R)+K0(N)

)
= Γ0(N).

Strong approximation can be used to define the adelic lift

Φ
adelic

: GL(n,AQ)→ Cr

given by

Φ
adelic

(γg∞k) := ψ(k) Jρ(g∞, In) Φ(g∞), (for all g∞ ∈ GL(n,R)+)

where k ∈ K0(N) and γ = (α, α, α, . . . ) ∈ GL(n,AQ) where we have
α ∈ GL(n,Q). Here ψ will be a character of the Iwahori subgroup
K0(N). One may show that (see [19], Lemma 13.4.8) that

Φ
adelic

(g) =

φ∗1(g)
...

φ∗r(g)

 ,
(
for all g ∈ GL(n,AQ)

)
,

where each φ∗i (i = 1, 2, . . . , r) is an adelic automorphic form.
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Priložen., 8(2):3–6, 1974.



AUTOMORPHIC REPRESENTATIONS AND L-FUNCTIONS FOR GL(n) 59
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Figure 1. Hervé Jacquet and Robert Langlands
(Courtesy of the Simons Foundation)


